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About the Frontispiece

The frontispiece is from A lmagestum Novum  (Bologna, 1651), by the Jesuit 
astronomer Giambattista Riccioli (1598-1671). In the decades following 
the condemnation of Galileo, Riccioli was an ardent critic of the Coper- 
nican theory. He conceded that Galileo’s discovery of the phases of Venus 
had refuted the Ptolemaic system but insisted that Tycho Brahe’s system, 
in which the earth does not move, captured all the observational and 
mathematical advantages of the Copernican theory with none of its phys­
ical and theological disadvantages. Riccioli’s book (whose title is a delib­
erate reference to the “old” Almagest of Ptolemy, now discredited) gives 
an exhaustive survey of arguments for and against the Copernican theory, 
and concludes that Tycho Brahe’s system (modified slightly by Riccioli) 
is more plausible.

Thus, Riccioli’s frontispiece shows his own version of the Tychonic 
system weighing more heavily in the scales of evidence than its Coper­
nican rival. In Riccioli’s variant, Mercury, Venus, and Mars are satellites 
of the sun, but, unlike Brahe’s original scheme, Jupiter and Saturn are 
centered on the earth. The figure holding the scales and the armillary 
sphere combines features of Urania (the muse of astronomy) and Astraea 
(the goddess of justice), On the left is hundred-eyed Argus, observing 
the sun through a telescope held to an eye on his knee. His words allude 
to Psalm 8, verse 3: “When I consider thy heavens, the work of thy fin­
gers. . . .” At the bottom lies Ptolemy with his discarded system. Ptolemy 
rests his hand on the coat of arms of the prince of Monaco (to whom the 
A lmagestum Novum  was dedicated) magnanimously acknowledging the 
correction of his errors. At the top are depicted recent astronomical dis­
coveries of the seventeenth century: Mercury and Venus displaying cres­
cent phases; Saturn with two “handles” —this was prior to Huyghens’s ring 
hypothesis; Jupiter with four moons and two bands parallel to its equator 
(a feature first noted by Riccioli); a heavily cratered moon; and a comet 
soaring through the heavens like a spotted cannonball. In the center at 
the top is the Hebrew word Yah-Veh and a reference to the Wisdom of 
Solomon 11, verse 20: “But thou hast ordered all things by measure and 
number and weight.” On the left and right are quotations from Psalm 19, 
verse 2: “Day unto day uttereth speech, and night unto night sheweth 
knowledge.”

Although Riccioli’s book had no effect on the debate over the Co­
pernican theory—by the middle of the seventeenth century', almost all 
scientists and astronomers were Copernicans—it illustrates one of the most 
important contests between rival theories in the history of science.
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G eneral  In t r o d u c t i o n

The philosophy of science is at least as old as Aristotle, but it has risen to 
special prominence in the twentieth century. As scientists have made tre­
mendous advances in fields as diverse as genetics, geology, and quantum 
mechanics, increasing numbers of philosophers have made science their 
focus of study. In its broadest terms, the philosophy of science is the in­
vestigation of philosophical questions that arise from reflecting on science. 
What makes these questions philosophical is their generality, their fun­
damental character, and their resistance to solution by empirical disci­
plines such as history, sociology, and psychology.

The difference between the philosophy of science and other disci­
plines that study science can be brought out by contrasting different sorts 
of question. For example, “When was the planet Neptune discovered?” is 
primarily a question for historians, not for philosophers.1 Similarly, “Why 
did Soviet biologists under Stalin reject Mendelian genetics?” or “Why 
did James Watson underrate the contributions of Rosalind Franklin to the 
work that led to the discovery of the double helix structure of DNA?” fall 
within the domains of sociology, political science, and psychology. Con­
trast these questions with the following: “When is a theory confirmed by 
its predictions?” “Should we be realists about all aspects of well-established 
theories?” “What is a law of nature?” These question are philosophical. 
They cannot be answered simply by finding out what has happened in 
the past or what people now believe.

For similar reasons, philosophical questions about science cannot be 
answered by the sciences themselves (although being able to answer these 
questions often depends on having a good understanding of scientific the­
ories). A geneticist at the National Cancer Institute, for example, might 
ask whether certain people are born with a natural immunity to AIDS and 
set out to answer this question through empirical research. But if our 
geneticist asked “What is a law of nature?” or “What is science?” or 
“When is a theory confirmed?” she would not discover the answer by 
doing more science.

The central questions in the philosophy of science do not belong to 
science as such; they arc abou t science, but not part o f  it. Of course, 
scientists can be (and sometimes have been) philosophers of science. The 
point is that when people are doing philosophy of science, they are not 
(usually) doing science per se, and most philosophers of science (at least 
in the twentieth century) have not been practicing scientists. Thus, the 
philosophy of science is not a branch of science but belongs to philosophy, 
and it intersects with other areas of philosophy, such as epistemology, 
metaphysics, and the philosophy of language.

The aim of Philosophy o f  S cien ce: The C entral Issues is to introduce

xvii



xviii | G eneral  Introduction

the reader to the main currents in twentieth-century philosophy of science. 
It is primarily intended for use in introductory courses at both the under­
graduate and graduate levels. In order to keep the book within manageable 
bounds, some difficult decisions had to be made about what to include 
and what to exclude, In making these decisions we were guided by our 
own experience in teaching at Purdue and the recommendations of our 
reviewers who contributed significantly to the book’s development.

The first and in some ways the easiest decision was to exclude the 
social sciences and concentrate exclusively on the natural sciences. In this 
we followed the lead of other texts. The philosophical questions raised by 
disciplines such as history, psychology, sociology, and anthropology are 
fascinating and important. But they are so different from the questions one 
encounters in physics, biology, and chemistry that they would require an­
other volume, comparable in length to this one, in order to address them 
adequately,

A second decision, which we made at the outset, was to avoid foun­
dational questions about the concepts, structure, and content of particular 
theories and to focus instead on general issues that arise across scientific 
disciplines. Thus, this volume is organized around wide-ranging philo­
sophical topics and problems, not individual theories or sciences. Details 
of particular sciences are introduced rarely and only when necessary for 
evaluating a philosophical position or argument (as, for example, in the 
chapter on reduction). In this way we hope to avoid the trap of turning a 
philosophy of science course into a minicourse in science and to keep the 
focus on the ph ilo soph y  in the philosophy of science. It also has the ad­
vantage of making courses based on this book accessible to students (even 
those at the graduate level) whose background in the sciences may be 
slight or nonexistent. For the same reason of accessibility, we have con­
fined our selections to readings that use no more than a bare minimum 
of logical or mathematical notation. The one place where a certain 
amount of formal notation is unavoidable is in chapter 5, on Bayesian 
approaches to confirmation theory. But even there, we have edited the 
readings (sometimes by adding an editorial footnote, sometimes by chang­
ing the notation) in order to make them easier to understand, and we have 
provided an introduction to Bayes’s theorem and the probability calculus 
in the accompanying commentary.

Our approach, then, is focused on philosophical topics and problems, 
not on particular sciences and theories. A consequence of this topics and- 
problems approach is that the chapters of Philosophy o f  S c ien ce : The C en­
tral Issues pay little attention to tracing the historical development of the 
philosophy of science in twentieth century. Although we devote some time 
to filling in some of the essential historical background in the commen­
taries, this volume is not historical in the way that it treats ideas, argu­
ments, or philosophers. What connects the readings (and the discussions 
of them in the commentaries) is their focus on common themes, argil-
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merits, and criticisms, regardless of whether the authors share the same 
nationality, are writing in the same decade, or belong to the same school. 
Our approach is not antihistorical, but it is largely ahistorical.

Because of the many sharp disagreements within the philosophy of 
science and the unresolved character of nearly all the fundamental ques­
tions that philosophers ask about science, an anthology seemed to us to 
be the only sane choice for a book intended for use in the classroom. But 
the anthology format brings with it a problem that just about every teacher 
of philosophy of science has had to confront. Hardly any of the readings, 
whether old classics or brand-new articles, were written with students in 
mind. Rather, they were published in books and professional journals, 
addressed primarily to fellow professionals. Thus, they often presuppose 
an awareness of issues, positions, and arguments, both in the philosophy 
of science and in philosophy more generally, that most students lack. Con­
sequently, even the brightest students can find it hard to understand the 
material they are being asked to read, discuss, and evaluate. The most 
common complaint voiced by the teachers we spoke with in the several 
years that went into planning and writing this book, is that many of the 
readings in the existing anthologies are too sophisticated—they make too 
many references to the history of science and allude too frequently to 
philosophical ideas and arguments for the beginning student to get much 
out of them. What was needed, and what we have tried to provide here, 
is a serious, comprehensive guide that will really help students in their 
first encounter with the readings. Thus, in addition to short introductions 
to each chapter, we have written extended and often detailed commen­
taries on the readings. Getting the tone and level of detail right in these 
commentaries has been the hardest and most rewarding part of the book’s 
development. Much of the fine tuning and, in some cases, the inclusion 
and deletion of entire sections, was guided by our reviewers. We have 
strived to make each commentary and the sections within them self- 
contained so that each can be used independently of the rest. And in 
order to maximize the pedagogical usefulness of Philosophy o f  S cien ce: 
The C entral Issues, each reading is linked explicitly with one or more of 
the sections into which the commentaries are divided. In this way, where 
one should look in the commentaries for discussion, explanation, back­
ground, and analysis of any of the forty-nine separate readings in the book 
should be clear.

At the end of this volume there is a glossary, a bibliography, and 
indexes of names and subjects The glossary is comprehensive: it covers 
most of the terms that may be new to the reader or that are being used 
in an unfamiliar way. The bibliography is divided into nine sections, one 
for each chapter. Inevitably, this involves some repetition of titles of books 
and articles, but our aim was to provide the reader with suggestions for 
further reading, at an appropriate level, about the issues discussed in each 
chapter’s commentary. Consequently, not everything cited in the com­
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mentaries appears in the bibliography, some items appear in the bibliog­
raphy more than once, and there are some things in the bibliography that 
are not mentioned in the commentaries

The difference between an anthology and a heap of articles lies in 
their organization. But any system of division will be, to some extent, 
artificial and misleading: artificial because of the interrelated character of 
the issues in the philosophy of science and misleading because it might 
suggest that the readings in one chapter are not connected with those in 
another. Thus, as with any collection of this kind, the reader or teacher 
needs to bear in mind that not everything pertinent to, say, the topic of 
laws will be found in the chapter devoted to laws and that relevant readings 
and commentaries might also appear in the chapters on explanation and 
confirmation (as indeed, in this case, they do). Moreover, this is a collec­
tion of readings on related topics, not an extended narrative with a begin­
ning, a middle, and an end. Users of the book should not feel constrained 
by the order of the chapters or even, in most cases, by the order of the 
readings within those chapters, when deciding what to read first, what to 
read second, and so on. Obviously, we have arranged the material in an 
order that makes sense to us, trying wherever possible to juxtapose readings 
that speak to the same or closely related issues, but many different arrange­
ments are possible and may be preferable, depending on one’s interests 
and teaching goals.

■ | Notes

1. This is not to deny that the question might raise philosophical issues concern­
ing the concept of discovery For example, suppose that an astronomer takes a 
photograph of the night sky through a telescope that is powerful enough to reitder 
Neptune visible. Up to that time, rro one has seen Neptune When the plate is 
developed, it contains an image of Neptune. Although the astronomer sees the 
image and records the position of the body which made it, he believes that it is 
“just another star,” not a new planet. Has the astronomer discovered Neptune?
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I n t r o d u c t i o n

Parapsychology is defined by its practitioners as the study of extrasensory 
perception (ESP) and paranormal powers such as telekinesis ESP includes 
such alleged psychic phenomena as telepathy, clairvoyance, and precog­
nition. Shunned for decades by the scientific establishment, parapsychol­
ogists received official recognition in 1969 when the American Association 
for the Advancement of Science (the AAAS) admitted the Parapsycholog- 
ical Association as an affiliate member. Many scientists are unhappy with 
this decision, since they regard parapsychology as a pseudoscience. In 
1979, the renowned physicist John A. Wheeler wrote a blistering letter to 
the president of the AAAS urging that the parapsychologists be expelled 
from tire association. Wheeler wrote, “We have enough charlatanism in 
this country today without needing a scientific organization to prostitute 
itself to it. The AAAS has to make up its mind whether it is seeking 
popularity' or whether it is strictly a scientific organization.”1

The debate about the nature of science—about its scope, methods, 
and aims—is as old as science itself. But this, debate becomes especially 
heated when one group of practitioners accuses another group of practic­
ing pseudoscience. In the twentieth century many individuals, groups, and 
theories have been accused of being pseudoscientific, including Freud and 
psychoanalysis, astrology, believers in the paranormal, Immanuel Velikov- 
sky and Erich von Daniken (whose best-selling books W orlds in C o llis io n  
and C ha rio ts o f  th e  C od s  excited the wrath of Carl Sagan and the scientific 
establishment), and, most recently, the self-styled advocates of creation- 
science. The proponents of astrology, the paranormal, psychoanalysis, and 
creation—science engage in research, write books, and publish articles, but 
their work is typically found in popular magazines and bookstores rather 
than refereed journals and science libraries. They are seldom funded by
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the National Science Foundation or elected to the National Academy of 
Sciences. They are outside o f the scientific establishment and are kept out 
by those who regard themselves as real scientists.

If our only concern were to label certain people “pseudoscientists/’ 
we might simply check where their work is published and how their the­
ories have been received by the scientific community. But we are con­
cerned with the reasons certain doctrines are considered pseudoscientific; 
it is those reasons that interest philosophers of science.

Some philosophers have proposed necessary conditions for genuine 
science. That is, they have offered characteristics that any discipline or 
field of study must possess in order to qualify as genuine science. These 
characteristics are often called demarcation criteria because they can be 
used to differentiate science from its counterfeit: if a discipline fails to 
meet one of these conditions, then it is judged to be nonscientific.

In the twentieth century, philosophers of science have often disagreed 
about demarcation criteria. Jn this chapter Karl Popper, Thomas Kuhn, 
Imre Lakatos, and Paul Thagard each defend a different set of necessary 
conditions for genuine science. Popper’s view, that a scientific theory must 
be open to refutation by making testable predictions, has been very influ­
ential, especially among working scientists. Kuhn, Lakatos, and Thagard 
all reject Popper’s claim that falsifiability is the hallmark of genuine sci­
ence but disagree about what should replace it  All three address whether 
a theory or discipline’s claim to scientific legitimacy depends on historical 
considerations, such as how theories have developed over time.

The chapter ends with an exchange of views between Michael Ruse 
and Larry Laudan about the credentials of creation—science. Ruse, a 
prominent philosopher o f biology, served as an expert witness in a trial 
concerning die constitutionality o f an Arkansas law requiring public school 
biology teachers to present creationism as a viable scientific alternative to 
evolutionary theory. Under Ruse’s guidance, die judge in the case drew 
up a list of five criteria for genuine science and concluded that creation- 
science failed on all five counts. Laudan not only criticizes the items on 
this list (which includes Popper’s falsifiability) but also doubts whether 
there are any demarcation criteria that all scientific theories must satisfy.

■ | Notes
1. Quoted in Jack W. Grove, In D efen ce o f  S cien ce (Toronto: University of To­
ronto Press, 1989), 137. See also Martin Gardner, Scien ce: Good, Bad and Bogus 
(Buffalo, N.Y.: Prometheus Books, 1981), 185—206. The Parapsychological Asso­
ciation is still a member of the AAAS.



K a r l  P o p p e r

Science: Conjectures 
and Refutations

Mr. Turnbull had pred icted  ev il con sequen ces, . . . and was now  doin g th e best 
in his power to bring about th e verifica tion o f  his own prophecies.

—Anthony Trollope

■ ! i
When I received the list of participants in this course and realized that I 
had been asked to speak to philosophical colleagues* * I thought, after some 
hesitation and consultation, that you would probably prefer me to speak 
about those problems which interest me most, and about those develop­
ments with which I am most intimately acquainted. I therefore decided 
to do what I have never done before: to give you a report on my own work 
in the philosophy of science, since the autumn of 1919 when I first began 
to grapple with the problem, ‘'When should a theory be ranked as scientific?’ 
or ‘Is there a criterion for the scientific character or status o f a theory?’

The problem which troubled me at the time was neither, ‘When is a 
theory true?’ nor, ‘When is a theory acceptable?’ My problem was different. 
I wished to distinguish, between science and pseudo-science; knowing very’ 
well that science often errs, and that pseudo-science may happen to stum­
ble on the truth.

I knew, of course, the most widely accepted answer to my problem:

From Karl Popper, C onjectu res an d  R efutations (London: Rout)edge and Kegan 
Paul, 1963), 33-39.
* This essay was originally presented as a lecture at Peterhouse College at Cam­
bridge University in the summer of 1953 as part of a course on developments and 
trends in contemporary British philosophy, organized by tire British Council. It 
was originally published as “Philosophy of Science: A Personal Report,” in British 
Philosophy in hiid-CCntur)’, ed. C. A. Mace,, (London: .Allen and Unwin, 1957).

3



4 C h . 1 S c ie n c e  and P s e u d o sc ie n c e

that science is distinguished from pseudo-science—or from ‘metaphysics' 
—>by its empirical method, which is essentially inductive, proceeding from 
observation, or experiment. But this did not satisfy me. On flţe:Contrary, I 
often formulated my problem as one of distinguishing between a genuinely 
'empirical method and a non-empirical o r  even- a pseudo-entpirical 
method—that is to say, a method which, although, it appeals to observation 
and experiment, nevertheless does not come Up to scientific standards. 
The latter method may be exemplified by astrology, with its stupendous 
mass of empirical evidence based on observation—on horoscopes and on 
biographies.

But as it was not the example of astrology which led me to my prob­
lem I should perhaps briefly describe the atmosphere in which my prob- 

, iem arose and the examples by which it was stimulated. After the collapse 
1 of the Austrian Empire there had been a revolution in Austria: the air was 

full of revolutionary slogans and ideas, and new and often wild theories. 
Among the theories which interested me Einstein’s theory of relativity was 
no doubt by far the most important. Three others were Marx’s theory of 
history, Freud’s psycho-analysis, and Alfred Adler’s so-called ‘individual 
psychology’.*

There was a lot of popular nonsense talked about these theories, and 
especially about relativity (as still happens even today), but I was fortunate 
in those who introduced me to the study of this theory. We all—the small 
circle of students to which I belonged—were thrilled with die result of 
Eddington's eclipse observations which in 1919 brought the first important 
confirmation of Einstein’s theory of gravitation. It was a great experience 
for us, and one which had a lasting influence on my intellectual devel­
opment. t

The three other theories I have mentioned were also widely discussed 
among students at that time. I myself happened to come into personal 
contact with Alfred Adler, and even to co-operate with him in his social

* For a fascinating autobiographical account of Popper’s youthful flirtation and 
painful disenchantment with Marxism, see “A Crucial Year: Marxism; Science 
and Pseudoscience,” in The Philosophy o f  Karl Popper, ed. Paul A. Schilpp (La 
Salle, 111.: Open Court, 1974), 1:23—29. There is also an extended criticism of 
Freud in Karl R. Popper, Realism and the Aim o f  S cien ce (New York: Routledge,
1983), 163-74.
tEinstein's general theory of relativity entails that light rays must bend in a grav­
itational field. Organized by Sir Arthur Eddington, two Royal Astronomical Society 
expeditions were dispatched to observe the solar eclipse of 1919, and verified that 
starlight was indeed deflected by the sun by the amount that Einstein had pre­
dicted. The Times of London reported this success as the most remarkable scien­
tific event since the discovery of the planet Neptune. The light-bending test of 
relativity theory is discussed in "Popper’s Demarcation Criterion,” in tire com­
mentary on chapter 1, and in "Two Arguments for Explanationism,” in the com­
mentary on chapter 4.



work among the children and young people in the working-class districts 
of Vienna where he had established social guidance clinics.

It was during the summer of 1919 that I began to feel more and more 
dissatisfied with these three theories—the Mandst theory of history, psycho­
analysis, and individual psychology; and I began to feel dubious about 
their claims to scientific status. My problem perhaps first took the simple 
form, ‘What is wrong with Marxism, psycho-analysis, and individual psy­
chology? Why are they so different from physical theories, from Newton’s 
theory, and especially from the theory of relativity?’

To make this contrast clear I should explain that few of us at the time 
would have said that we believed in the truth of Einstein’s theory of grav­
itation. This shows that it was not my doubting the truth of those other 
three theories which bothered me, but something else. Yet neither was it 
that I merely felt mathematical physics to be more exact than the socio­
logical or psychological type of theory. Thus what worried me was neither 
the problem of truth, at that stage at least, nor the problem of exactness 
or measurability. It was rather that I felt that these other three theories, 
though posing as sciences, had in fact more in common with primitive 
myths than with science; that they resembled astrology rather than astron­
omy.

I found that those of my friends who were admirers of Marx, Freud, 
and Adler, were impressed by a number of points common to these the­
ories, and especially by their apparent explanatory power. These theories 
appeared to be able to explain practically everything that happened within 
the fields to which they referred. The study of any of them seemed to 
have the effect of an intellectual conversion or revelation, opening your 
eyes to a new truth hidden from those not yet initiated. Once your eyes 
were thus opened you saw confirming instances everywhere: the world was 
full of verifications of the theory. Whatever happened always confirmed it. 
Thus its truth appeared manifest; and unbelievers were clearly people who 
did not want to see the manifest truth; who refused to see it, either because 
it was against their class interest, or because of their repressions which 
were still ‘un-analysed’ and crying aloud for treatment.

The most characteristic element in this situation seemed to me the 
incessant stream of confirmations, of observations which ‘verified’ the the­
ories in question; and this point was constantly emphasized by their ad­
herents. A Marxist could not open a newspaper without finding on every 
page confirming evidence for his interpretation of history; not only in the 
news, but also in its presentation—which revealed the class bias of the 
paper—and especially of course in what the paper did not say. The Freud­
ian analysts emphasized that their theories were constantly verified by their 
‘clinical observations’. As for Adler, I was much impressed by a personal 
experience. Once, in 1919, I reported to him a case which to me did not 
seem particularly Adlerian, but which he found no difficulty in analysing 
in terms of his theory of inferiority feelings, although he had not even
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seen the child. Slightly shocked, I asked him how he could be so sure. 
‘Because of my thousandfold experience,’ he replied; whereupon I could 
not help saying: ‘And with this new case, I suppose, your experience has 
become thousand-and-one-fold.’

What I had in mind was that his previous observations may not have 
been much sounder than this new one; that each in its turn had been 
interpreted in the light of 'previous experience', and at the same time 
counted as additional confirmation. What, I asked myself, did it confirm? 
No more than that a case could be interpreted in the light of the theory. 
But this meant very little, I reflected, since every conceivable case could 
be interpreted in the light of Adler’s theory, or equally of Freud’s. I may 
illustrate this by two very different examples of human behaviour: that of 
a man who pushes a child into the water with the intention of drowning 
it; and that of a man who sacrifices his life in an attempt to save the child. 
Each of these two cases can be explained with equal ease in Freudian and 
in Adlerian terms. According to Freud the first man suffered from repres­
sion (say, of some component of his Oedipus complex), while the second 
man had achieved sublimation. According to Adler the first man suffered 
from feelings of inferiority (producing perhaps the need to prove to himself 
that he dared to commit some crime), and so did the second man (whose 
need was to prove to himself that he dared to rescue the child). I could 
not think of any human behaviour which could not be interpreted in terms 
of either theory. It was precisely this fact—that they always fitted, that they 
were always confirmed—which in the eyes o f their admirers constituted 
the strongest argument in favour o f these theories. It began to dawn on 
me that this apparent strength was in fact , their weakness.

With Einstein's theory the situation was strikingly different. Take one 
typical instance—Einstein’s prediction, just then confirmed by the findings 
of Eddington’s expedition. Einstein’s gravitational theory had led to the 
result that light must be attracted by heavy bodies (such as the sun), pre­
cisely as material bodies were attracted. As a consequence it could be 
calculated that light from a distant fixed star whose apparent position was 
close to the sun would reach the earth from such a direction that the star 
would seem to be slightly shifted away from the sun; or, in other words, 
that stars close to die sun would look as if they had moved a little away 
from the sun, and from one another. This is a thing which cannot nor­
mally be observed since such stars are rendered invisible in daytime by 
the sun’s overwhelming brightness; but during an eclipse it is possible to 
take photographs of them. If the same constellation is photographed at 
night one can measure the distances on the two photographs, and check 
the predicted effect.

Now the impressive thing about this case is the risk involved in a 
prediction of this kind. If observation shows that the predicted effect is 
definitely absent, then the theory is simply refuted. The theory is incom­
patible with certain possible results o f observation—in fact with • results



which everybody before Einstein would have expected.1 This is quite dif­
ferent froiw--fche' jitualM»»- Lhave psesaorssly- described, when it turned out 
that the theories in question were compatible with the most divergent 
human behaviour, so that it was practically impossible to describe any 
human behaviour that might not be claimed to be a verification of these 
theories.

' These considerations led me in the winter of 1919—20 to conclusions 
which I may now reformulate as follows.

1 It is easy to obtain confirmations, or verifications, for nearly every 
theory—if we look for confirmations.

2 Confirmations should count only if they are the result of risky pre­
dictions; that is to say, if, unenlightened by the theory in question, 
we should have expected an event which was incompatible with 
the theory—an event which would have refuted the theory.

3 Every ‘good’ scientific theory is a prohibition: it forbids certain 
things to happen. The more a theory forbids, the better it is.

4  A theory which is not refutable by any conceivable event is non- 
scientific. Irrefutability is not a virtue of a theory (as people often 
think) but a vice.

5 Every genuine test of a theory is an attempt to falsify it, or to refute 
it. Testability is falsifiability; but there are degrees of testability: 
some theories are more testable, more exposed to refutation, than 
others; they take, as it were, greater risks.

6 Confirming evidence should not count except when it is the result 
of a genuine test o f the theory- and this means that it can be pre­
sented as a serious but unsuccessful attempt to falsify the theory. (I 
now speak in such cases of ‘corroborating evidence’.)

7 Some genuinely testable theories, when found to be false, are still 
upheld by their admirers—for example by introducing ad hoc some 
auxiliary assumption, or by re-interpreting the theory ad hoc in such 
a way that it escapes refutation. Such a procedure is always possible, 
but it rescues the theory from refutation only at the price o f destroy­
ing, or at least lowering, its scientific status. (I later described such 
a rescuing operation a l  a 'eonveutiejnalist twist’ or -a ‘conventionalist 
stratagem’.)

One can sum up all this by saying that the criterion o f the scientific
status o f a theory is its falsifiability, or refutability, or testability.

P o p p e r  ■ S c i e n c e : C o n je c t u r e s  and R e f u t a t io n s  | 7

m I II
I may perhaps exemplify this with the help of tire various theories so far 
mentioned. Einstein’s theory of gravitation clearly satisfied the criterion of 
falsifiability. Even if our measuring instruments at the time did not allow
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us to pronounce on the results of the tests with complete assurance, there 
was clearly a possibility of refuting the theory.

Astrology did not pass the test. Astrologers were greatly impressed, and 
misled, by what they believed to be confirming evidence—so much so that 
they were quite unimpressed by any unfavourable evidence. Moreover, by 
making their interpretations and prophecies sufficiently vague they were 
able to explain away anything that might have been a.refutation of the 
theory had the theory and the prophecies been more precise. In order to 
escape falsification they destroyed the testability of their theory. It is a 
typical soothsayer's trick to predict things so vaguely that the predictions 
can hardly fail: that they become irrefutable.

The Marxist theory of history, in spite of the serious efforts of some 
of its founders and followers, ultimately adopted this soothsaying practice. 
In some of its earlier formulations (for example in Marx’s analysis of the 
character of the ‘coming social revolution’) their predictions were testable, 
and in fact falsified.2 Yet instead of accepting the refutations the followers 
of Mara re-interpreted both the theory and the evidence in order to make 
them agree. In this way they rescued the theory from refutation; but they 
did so at the price of adopting a device which made it irrefutable. They 
thus gave a ‘conventionalist twist’ to the theory; and by this stratagem they 
destroyed its much advertised claim to scientific status.

The two psycho-analytic theories were in a different class. They were 
simply non-testable, irrefutable. There was no conceivable human behav­
iour which could contradict them. This does not mean that Freud and 
Adler were not seeing certain things correctly: I personally do not doubt 
that much of what they say is of considerable importance, and may well 
play its part one day in a psychological science which is testable. But it 
does mean that those ‘clinical observations’ which analysts naively believe 
confirm their theory cannot do this any more than the daily confirmations 
which astrologers find in their practice.J And as for Freud’s epic of the 
Ego, the Super-ego, and the Id, no substantially stronger claim to scientific 
status can be made for it than for Homer’s collected stories from Olympus. 
These theories describe some facts, but in the manner of myths. They 
contain most interesting psychological suggestions, but not in a testable 
form.

At the same time I realized that such myths may be developed, and 
become testable; that historically speaking all—or very nearly all—scien­
tific theories originate from myths, and that a myth may contain important 
anticipations o f scientific theories. Examples are Empedocles’ theory of 
evolution by trial and error, or Parmenides’ myth of the unchanging block 
universe in which nothing ever happens and which, if we add another 
dimension, becomes Einstein’s block universe (in which, too, nothing ever 
happens, since everything is, four-dimensionally speaking, determined and 
laid down from the beginning). I thus felt that if a theory is found to be 
non-scientific, or ‘metaphysical’ (as we might say), it is not thereby found



to be unimportant, or insignificant, or ‘meaningless’, or ‘nonsensical’.4 But 
it cannot claim to be backed by empirical evidence in the scientific 
sense—although it may easily be, in some genetic sense, the ‘result o f ob­
servation’.

(There were a great many other theories of this pre-scientific or 
pseudoscientific character, some of them, unfortunately, as influential as 
the Marxist interpretation of history; for example, the racialist interpreta­
tion of history—another o f those impressive and all-explanatory theories 
which act upon weak minds like revelations.)

Thus the problem which I tried to solve by proposing the criterion of 
falsifiability was neither a problem of meaningfulness or significance, nor 
a problem of truth or acceptability. It was the problem of drawing a line 
(as well as this can be done) between the statements, or systems of state­
ments, of the empirical sciences, and all other statements—whether they 
are of a religious or of a metaphysical character, or simply pseudo-scien­
tific. Years later—it must have been in 1928 or 1929—I called this first 
problem of mine the ‘problem o f demarcation'. The criterion of falsifiability 
is a solution to this problem of demarcation, for it says that statements or 
systems of statements, in order to be ranked as scientific, must be capable 
of conflicting with possible, or conceivable, observations. . . .
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1. This is a slight oversimplification, for about half of the Einstein effect may be 
derived from the classical theory, provided we assume a ballistic theory of light.
2. See, for example, my O pen Society and  Its Enem ies [Routledge & Kegan Paul, 
1945], ch. 15, section iii, and notes 13 — 14.
3. ‘Clinical observations’, like all other observations, are interpretations in the ligh t 
o f  theories . . . ; and for this reason alone they are apt to seem to support those 
theories in the light of which they were interpreted. But real support can be 
obtained only from observations undertaken as tests (by ‘attempted refutations’); 
and for this purpose criteria o f  refutation  have to be laid down beforehand: it must 
be agreed which observable situations, if actually observed, mean that the theorv 
is refitted. But what kind of clinical responses would refute to the satisfaction of 
the analyst not merely a particular analytic diagnosis but psycho-analysis itself? 
And have such criteria ever been discussed or agreed upon by analysts? Is there 
not, on the contrary, a whole family of analytic concepts, such as ‘ambivalence’ ,1 
do not suggest that there is no such thing as ambivalence), which would make it 
difficult, if not impossible, to agree upon such criteria? Moreover, how much 
headway has been made in investigating the question of the extent to which the 
(conscious or unconscious) expectations and theories held by the analyst influence 
the ‘clinical responses’ of the patient? (To say nothing about the conscious attempts 
to influence the patient by proposing interpretations to him, etc.) Years ago I 
introduced the term ‘O edipus e ffect' to describe the influence of a theory or ex­
pectation or prediction upon th e ev en t wh ich  it 1predicts or describes: it will be



remembered that the causal chain leading to Oedipus’ parricide was started by the 
oracle’s prediction of this event This is a characteristic and recurrent theme of 
such myths, but one which seems to have tailed to attract the interest of the 
analysts, perhaps not accidentally. (The problem of confirmatory dreams suggested 
by the analyst is discussed by Freud, for example in G esammelte S chriften  (Com­
plete works]. 111, 1925, where he says on p. 314: Tf anybody asserts that most of 
the dreams which can be utilized in an analysis . . . owe their origin to (the 
analyst’s] suggestion, then no objection can be made from die point of view of 
analytic theory. Yet there is nothing in this feet’, he surprisingly adds, ‘which would 
detract from the reliability of our results.’)
4. The case of astrology, nowadays a typical pseudo-science, may illustrate this 
point It was attacked, by Aristotelians, and other rationalists, down to Newton's 
day, for the wrong reason—for its now accepted assertion that the planets had an 
‘influence’ upon terrestrial (‘sublunar’) events. In feet Newton’s theory of gravity, 
and especially the lunar theory of the tides, was historically speaking an offspring 
of astrological lore. Newton, it seems, was most reluctant to adopt a theory which 
came from the same stable as for example the theory that ‘influenza’ epidemics 
are due to an astral ‘influence’. And Galileo, no doubt for the same reason, actually 
rejected the lunar theory of the tides; and his misgivings about Kepler may easily 
be explained by his misgivings about astrology.
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T h o m a s  S. K uh n

Logic o f Discovery or 
Psychology o f Research?

Among the most fundamental issues on which Sir Karl [Popper] and 1 
agree is. our insistence that an analysis of the development of scientific 
knowledge must take account o f the way science has actually been prac­
ticed. That being so, a few of his recurrent generalizations startle me. One 
of these provides the opening sentences of the first chapter of the Logic 
o f Scientific Discovery: ‘A scientist’, writes Sir Karl, ‘whether theorist or 
experimenter, puts forward statements, or systems of statements, and tests 
them step by step. In the field of the empirical sciences, more particularly, 
he constructs hypotheses, or systems of theories, and tests them against 
experience by observation and experiment.'1 The statement is virtually a 
cliché, yet in application it presents three problems. It is ambiguous in its 
failure to specify which of two sorts of ‘statements’ or ‘theories’ are being 
tested. That ambiguity can, it is true, be eliminated by reference to other 
passages in Sir Karl’s writings, but the generalization that results is histor­
ically mistaken. Furthermore, the mistake proves important, for the un­
ambiguous form of the description misses just that characteristic of 
scientific practice which most nearly distinguishes the sciences from other 
creative pursuits.

There is one sort of ‘statement’ or ‘hypothesis’ that scientists do re­
peatedly subject to systematic test. I have-in mindratateaacnts of an indi­
vidual’s best guesses about the proper way to connect his own research 
problem with the corpus of accepted scientific knowledge. He may, for 
example, conjecture that a given chemical unknown contains the salt of 
a rare earth, that the obesity of his experimental rats is due to a specified 
component in their diet, or that a newly discovered spectral pattern is to 
be understood as an effect of nuclear spin. In each case, the next steps in 
his research are intended to try out or test the conjecture or hypothesis.

From Imre Lakatos and Alan Musgrave, eds., Criticism  and the Growth o f  Knowl­
ed ge  (Cambridge: Cambridge University Press, 1970) 4—10.
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If it passes enough or stringent enough tests, the scientist has made a 
discovery or has at least resolved the puzzle he had been set. If not, he 
must either abandon the puzzle entirely or attempt to solve it with the aid 
of some other hypothesis. Many research problems, though by no means 
all, take this form. Tests of this sort are a standard component of what I 
have elsewhere labelled ‘normal science’ or ‘normal research’, an enter­
prise which accounts for the overwhelming majority of the work done in 
basic science. In no usual sense, however, are such tests directed to current 
theory. On the contrary, when engaged with a normal research problem, 
the scientist must premise current theory as the rules of his game. His 
object is to solve a puzzle, preferably one at which others have failed, and 
current theory is required to define that puzzle and to guarantee that, 
given sufficient brilliance, it can be solved.2 O f course the practitioner of 
such an enterprise must often test the conjectural puzzle solution that his 
ingenuity suggests. But only his personal conjecture is tested. If it foils the 
test, only his own ability not the corpus of current science is impugned. 
In short, though tests occur frequently in normal science, these tests are 
of a peculiar sort, for in the final analysis it is the individual scientist rather 
than current theory which is tested.

This is not, however, the sort of test Sir Karl has in mind. He is above 
all concerned with the procedures through which science grows, and he 
is convinced that ‘growth’ occurs not primarily by accretion but by the 
revolutionary overthrow of an accepted theory and its replacement by 
a better one.3 (The subsumption under ‘growth’ of ‘repeated overthrow’ 
is itself a linguistic oddity whose raison d’être may become more vis­
ible as we proceed.) Taking this view, the tests which Sir Karl empha­
sizes are those which were performed to explore the limitations of accept­
ed theory or to subject a current theory to maximum strain. Among 
his favourite examples, all of them startling and destructive in their out­
come, are Lavoisier’s experiments on calcination,* the eclipse expedition
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* Calcination occurs when a metal is burned in air, forming a calx or oxide. 
According to the phlogiston theory, metals (and all other combustible substances) 
are compounds of an earthy calx and the fiery element, phlogiston. When a metal 
bums, the phlogiston is released, leaving the calx as a residue. Because metals 
gain weight when they are calcined, some proponents of the phlogiston theory 
conjectured that phlogiston must have negative weight. Others inferred that some 
other substance must combine with the metal when the phlogiston is released. By 
careful experiments in the 1770s, Antoine Lavoisier (1743-94) showed that the 
weight gained during calcination is entirely due to the metal combining with a 
gas in the air, which he named oxygen. Lavoisier’s oxygen theory of calcination 
(and, more generally, of combustion) overthrew the phlogiston theory and gave 
rise to a revolution in chemistry. See James B. Conant, ed., The Overthrow o f  th e 
Phlogiston Theory: The C hem ica l Revolution o f  1775—1789 (Cambridge, Mass.: 
Harvard University Press, 1950); reprinted in Harvard Case Histories in Experi­
m ental S cience, ed. J. B. Conant and L. K. Nash (Cambridge, Mass.: Harvard 
University Press, 1966). See also Alan Musgrave, “Why Did Oxygen Supplant
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of 1919,* and the recent experiments on parity conservation, t4 All, of 
course, are classic tests, but in using them to characterize scientific activity 
Sir Karl misses something terribly important about them. Episodes like 
these are very rare in the development of science. When they occur, they 
are generally called forth either by a prior crisis in the relevant field (La­
voisier's experiments or Lee and Yang’s5) or by the existence of a theory 
which competes with the existing canons of research (Einstein's general 
relativity). These are, however, aspects of or occasions for what I have 
elsewhere called ‘extraordinary research’, an enterprise in which scientists 
do display very many of the characteristics Sir Karl emphasizes, but one 
which, at least in the past, has arisen only intermittently and under quite 
special circumstances in any scientific speciality.6

I suggest then that Sir Karl has characterized the entire scientific 
enterprise in terms that apply only to its occasional revolutionary parts. 
His emphasis is natural and common: the exploits of a Copernicus or 
Einstein make better reading than those of a Brahe or Lorentz;J Sir Karl

Phlogiston? Research Programmes in the Chemical Revolution,” in M ethod and 
Appraisal in th e Physical S cien ces , ed. C. Howson (Cambridge: Cambridge Uni­
versity Press, 1976), 181—209.
* For information about the eclipse expedition of 1919 and its role in confirming 
Einstein's general theory of relativity, see the preceding reading by Karl Popper, 
“Science: Conjectures and Refutations.” Further discussion can be found in “Pop­
per’s Demarcation Criterion,” in the commentary on chapter 1, and in "Two 
Arguments for Explanationism,” in the commentary on chapter 4. 
t Kuhn is referring to the experiments performed by Chien-Shiung Wu and her 
associates in 1956—57, which verified the conjecture of Tsung Dao Lee and Chen 
Ning Yang that parity is not conserved in weak interactions. Wu’s results were 
soon confirmed by other groups and Lee and Yang received the Nobel prize in 
physics in 1937 for their discovery of parity violation. For a description of Wu’s 
experiment and an explanation of its revolutionary significance, see Eugene Wig- 
ner, "Violations of Symmetry in Physics,” S cien tific American 213 (1965): 28—36 
and Martin Gardner, The New Ambidextrous Universe, 3d rev. ed. (New York: 
W. H. Freeman, 1990).
t For Kuhn, Tycho Brahe (1546—1601) and H. A. Lorentz (1853—1928) exemplify 
the conservative scientist practicing normal science. Brahe objected to Coperni­
cus’s revolutionary theory of a heliocentric universe on physical, astronomical, and 
religious grounds, proposing in its place his own version of a geostatic system. Like 
Ptolemy, Brahe had the sun moving around die earth, but unlike Ptolemy, he 
made the other planets orbit round the sun. In this way, Brahe was able to capture 
many of the explanatory' features of Copernicus’s theory without having to attribute 
any motion to the earth. Lorentz, like most physicists of his day, believed that light 
and other electromagnetic radiation propagates in an aether that is at rest with 
respect to absolute space. In order to account for the null result of the Michelson- 
Morley experiment, Lorentz (and, independently, Fitzgerald) postulated the fa­
mous Lorentz-Fitzgerald contraction according to which all physical objects 
contract in their direction of motion. Lorentz later introduced time dilation, thus 
obtaining the Lorentz transformations that lie at the heart of Einstein’s special



would not be the hist if  he mistook what I call normal science for an 
intrinsically uninteresting enterprise. Nevertheless, neither science nor the 
development of knowledge is likely to be understood if research is viewed 
exclusively through the revolutions it occasionally produces. For example, 
though testing of basic commitments occurs only in extraordinary science, 
it is normal science'that discloses both the points to test and the manner 
of testing. Or again, it is for die normal, not the extraordinary practice of 
science that professionals are trained; if they are nevertheless eminendy 
successful in displacing and replacing the theories on which normal prac­
tice depends, that is an oddity which must be explained. Finally, and this 
is for now my main point, a careful look at the scientific enterprise suggests 
that it is normal science, in which Sir Karl’s sort of testing does not occur, 
rather than extraordinary science which most nearly distinguishes science 
from other enterprises. If a demarcation criterion exists (we must not, I 
think, seek a sharp or decisive one), it may lie just in that part of science 
which Sir Karl ignores.

In one of his most evocative essays, Sir Karl traces the origin of 'the 
tradition of critical discussion [which] represents the only practicable way 
of expanding our knowledge’ to the Greek philosophers between Thales 
and Plato, the men who, as he sees it, encouraged critical discussion both 
between schools and within individual schools.7 The accompanying de­
scription of Presocratic discourse is most apt, but what is described does 
not at all resemble science. Rather it is the tradition of claims, counter­
claims, and debates over fundamentals which, except perhaps during the 
Middle Ages, have characterized philosophy and much o f social science 
ever since. Already by the Hellenistic period mathematics, astronomy, stat­
ics and the geometric parts o f optics had abandoned this mode of discourse 
in favour o f puzzle solving. Other sciences, in increasing numbers, have 
undergone the same transition since. In a sense, to turn Sir Karl’s view 
on its head, it is precisely the abandonment o f critical discourse that marks 
the transition to a science. Once a field has made that transition, critical 
discourse recurs only at moments of crisis when the bases o f the field are 
again in jeopardy.8 Only when they must choose between competing the­
ories do scientists behave like philosophers. That, I think, is why Sir Karl’s 
brilliant description o f the reasons for the choice between metaphysical 
systems so closely resembles my description o f the reasons for choosing 
between scientific theories.9 In neither choice, as I shall shortly try to show, 
can testing play a quite decisive role.
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theory of relativity; but unlike Einstein, Lorentz worked within a classical frame­
work of absolute space and time. For introductory accounts of the contrast between 
the theories of Lorentz and Einstein and heir differing interpretations of the 
Michelson-Morley experiment, see Albert Einstein, Relativity: The Specia l and  
G eneral Theory, trans. R. W.. Lawson (New York: Crown, 1961), and. Jonathan 
Powers, Philosophy and  the New Physics (New York: Methuen, 1982), ch. 3.



There is, however, good reason why testing has seemed to do so, and 
in exploring it Sir Karl’s duck may at last become my rabbit.“ No puzzle­
solving enterprise can exist unless its practitioners share criteria which, for 
that group and for that time, determine when a particular puzzle has been 
solved. The same criteria necessarily determine failure to achieve a solu­
tion, and anyone who chooses may view that failure as the failure of a 
theory to pass a test. Normally, as I have already insisted, it is not viewed 
that way. Only the practitioner is blamed, not his tools. But under the 
special circumstances which induce a crisis in the profession (e.g. gross 
failure, or repeated failure by the most brilliant professionals) the group’s 
opinion may change. A failure that had previously been personal may then 
come to seem the failure of a theory under test Thereafter, because the 
test arose from a puzzle and thus carried settled criteria of solution, it 
proves both more severe and harder to evade than the tests available within 
a tradition whose normal mode is critical discourse rather than puzzle 
solving.

In a sense, therefore, severity of test-criteria is simply one side of the 
coin whose other face is a puzzle-solving tradition. That is why Sir Karl’s 
line of demarcation and my own so frequently coincide. That coincidence 
is, however, only in their outcome; the process of applying them is very 
different, and it isolates distinct aspects of the activity about which the 
decision—science or non-science—is to be made. Examining the vexing 
cases, for example, psychoanalysis or Marxist historiography, for which Sir 
Karl tells us his criterion was initially designed,10 I concur that they cannot 
now properly be labelled ‘science’. But I reach that conclusion by a route 
far surer and more direct than his. One brief example may suggest that of 
the two criteria, testing and puzzle solving, the latter is at once the less 
equivocal and the more fundamental.

To avoid irrelevant contemporary controversies, I consider astrology 
rather than, say, psychoanalysis. Astrology is Sir Karl’s most frequently cited 
example of a ‘pseudo-science’.11 He says: ‘By making their interpretations 
and prophecies sufficiently vague they [astrologers] were able to explain 
away anything that might have been a refutation of the theory had the 
theory and the prophecies been more precise. In order to escape falsifi­
cation they destroyed the testability of their theory.’12 Those generalizations 
catch something of the spirit of the astrological enterprise. But taken at 
all literally, as they must be if they are to provide a demarcation criterion, 
they are impossible to support. The history of astrology during the cen- *
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* The duck-rabbit is a visually ambiguous drawing, made popular among philos­
ophers by Ludwig Wittgenstein in his Philosoph ica l Investigations (1955). It can 
be seen either as a duck’s head with a long beak or as a rabbit’s head with long 
ears, but it cannot be seen as both at the same time. It is a favorite with philoso­
phers of science (such as Kuhn, Hanson, and Feyerabend) wishing to emphasize 
the theory-ladenness of observation.



tunes when it was intellectually reputable records many predictions that 
categorically failed.13 Not even astrology’s most convinced and vehement 
exponents doubted the recurrence o f such failures. Astrology cannot be 
barred from the sciences because of the form in which its predictions were 
cast. ' .

Nor can it be barred because o f the way its practitioners explained 
failure. Astrologers pointed out| .for example, that, unlike general predic­
tions about, say, an individual’s propensities or a natural calamity, the 
forecast of an individual’s future was an immensely complex task, de­
manding the utmost skill, and extremely sensitive to minor errors in rel­
evant data. The configuration of the stars and eight planets was constantly 
changing; the astronomical tables used to compute the configuration at 
an individual’s birth were notoriously imperfect; few men knew the instant 
of their birth with the requisite precision.14 No wonder, then, that forecasts 
often failed. Only after astrology itself became implausible did these ar­
guments come to seem question-begging.15 Similar arguments are regu­
larly used today when explaining, for example, failures in medicine or 
meteorology. In times of trouble they are also deployed in the exact sci­
ences, fields like physics, chemistry, and astronomy.1® There was nothing 
unscientific about the astrologer’s explanation of failure.

Nevertheless, astrology was not a science. Instead it was a craft, one 
of the practical arts, with close resemblances to engineering, meteorology, 
and medicine as these fields were practised until little more than a century 
ago. The parallels to an older medicine and to contemporary psychoanal­
ysis are, I think, particularly close. In each of these fields shared theory 
was adequate only to establish the plausibility of the discipline and to 
provide a rationale for the various craft-rules which governed practice. 
These rules had proved their use in the past, but no practitioner supposed 
they were sufficient to prevent recurrent failure. A more articulated theory 
and more powerful rules were desired, but it would have been absurd to 
abandon a plausible and badly needed discipline with a tradition of limited 
success simply because these desiderata were not yet at hand. In their 
absence, however, neither the astrologer nor the doctor could do research. 
Though they had rules to apply, they had no puzzles to solve and therefore 
no science to practise.17

Compare the situations of the astronomer and the astrologer. If an 
astronomer’s prediction failed and his calculations checked, he could hope 
to set the situation right. Perhaps the data were at fault: old observations 
could be re-examined and new measurements made, tasks which posed a 
host of calculational and instrumental puzzles. Or perhaps theory needed 
adjustment, either by the manipulation of epicycles, eccentrics, equants, 
etc., or by more fundamental reforms o f astronomical technique. For more 
than a millennium these were the theoretical and mathematical puzzles 
around which, together with their instrumental counterparts, the astro­
nomical research tradition was constituted. The astrologer, by contrast, had.
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no such puzzles. The occurrence o f failures could be explained, but par­
ticular failures did not give rise to research puzzles, for no man, however 
skilled, could make use of them in a constructive attempt to revise the 
astrological tradition. There were too many possible sources of difficulty, 
most of them beyond the astrologer’s knowledge, control, or responsibility. 
Individual failures were correspondingly uninformative, and they did not 
reflect on the competence of the prognosticator in the eyes of his profes­
sional compeers.18 Though astronomy and astrology were regularly prac­
tised by the same people, including Ptolemy, Kepler, and Tycho Brahe, 
there was never an astrological equivalent of the puzzle-solving astronom­
ical tradition. And without puzzles, able first to challenge and then to 
attest the ingenuity of the individual practitioner, astrology could not have 
become a science even if the stars had, in feet, controlled human destiny.

In short, though astrologers made testable predictions and recognized 
that these predictions sometimes failed, they did not and could not engage 
in the sorts of activities that normally characterize all recognized sciences. 
Sir Karl is right to exclude astrology from the sciences, but his over-con­
centration on science’s occasional revolutions prevents his seeing the 
surest reason for doing so.

That fact, in turn, may explain another oddity of Sir Karl’s historiog­
raphy. Though he repeatedly underlines the role of tests in the replace­
ment of scientific theories, he is also constrained to recognize that many 
theories, for example the Ptolemaic, were replaced before they had in fact 
been tested.19 On some occasions, at least, tests are not requisite to the 
revolutions through which science advances. But that is not true of puz­
zles. Though the theories Sir Karl cites had not been put to the test before 
their displacement, none of these was replaced before it had ceased ade­
quately to support a puzzle-solving tradition. The state of astronomy was 
a scandal in the early sixteenth century. Most astronomers nevertheless 
felt that normal adjustments of a basically Ptolemaic model would set the 
situation right. In this sense the theory had not failed a test. But a few 
astronomers, Copernicus among them, felt that the difficulties must lie in 
the Ptolemaic approach itself rather than in the particular versions of Ptol­
emaic theory so far developed, and the results of that conviction are al­
ready recorded. The situation is typical.20 With or without tests, a 
puzzle-solving tradition can prepare the way for its own displacement. To 
rely on testing as the mark of a science is to miss what scientists mostly 
do and, with it, the most characteristic feature of their enterprise. . . .
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1. Popper [1959], p. 27.
2. For an extended discussion of normal science, the activity which practitioners 
are trained to carry on, see my [1962], pp. 25—42, and 135—42. It is important to



notice that when I describe the scientist as a puzzle solver and Sir Karl describes 
him aş a problem solver (e.g. in his (1963], pp. 67, 222), the similarity of our 
ferms disguises a fundamental divergence. Sir Kad writes (the italics are his), 
Admittedly, our expectations, and thus our theories, may precede, historically, 
even our problems. Yet science starts only with problems. Problems crop up espe­
cially when we are disappointed in our expectations, or when our theories involve 
us in difficulties, in contradictions’. I use the term ‘puzzle’ in older to emphasize 
that the difficulties which ordinarily confront even the very best scientists are, like 
crossword puzzles or chess puzzles, challenges only to his ingenuity. He is in 
difficulty, not current theory. My point is almost the converse of Sir Kail’s.
3. Cf. Popper [1963], pp. 129, 215 and 221, for particularly forceful statements 
of this position.
4. For example, Popper [1963], p. 220.
5. For the work on calcination see, Guerlac [1961]. For the background of the 
parity experiments see, Hafher and Presswood [1965],
6. The point is argued at length in my [1962], pp. 52—97.
7. Popper [1963], chapter 5, especially pp. 148—52.
8. Though I was not then seeking a demarcation criterion, just these points are 
argued at length in my [1962], pp. 10—22 and 87—90.
9. Cf. Popper [1963], pp. 192—200, with my [1962], pp. 143—58.
10. Popper [1963], p. 34 [p. 4—5, above].
11. The index to Popper [1963] has eight entries under the heading ‘astrology as 
a typical pseudo-science’.
12. Popper [1963], p. 37 [p. 8, above],
13. For examples see, Thorndike [1923-58], 5, pp. 225 ff.; 6, pp. 71, 101, 114.
14. For reiterated explanations of failure see, ibid. I, pp. 11 and 514 £; 4, 368; 5, 
279.
15. A perceptive account of some reasons for astrology’s loss of plausibility is in­
cluded in Stahlman [1956]. For an explanation of astrology's previous appeal see, 
Thorndike [1955],
16. Cf. my [1962], pp. 66-76.
17. This formulation suggests that Sir Karl’s criterion of demarcation might be ' 
saved by a minor restatement entirely in keeping with his apparent intent. For a 
field to be a science its conclusions must be log ica lly  derivable from shared prem­
ises. On this view astrology is to be barred not because its forecasts were not testable 
but because only the most general and least testable ones could be derived from. 
accepted theory. Since any field that did satisfy this condition m ight support a 
puzzle solving tradition, the suggestion is clearly helpful. It comes close to sup­
plying a sufficient condition for a field’s being a science. But in this form, at least, 
it is not even quite a sufficient condition, and it is surely not a necessary one. It 
would, for example, admit surveying and navigation as sciences, and it would bar 
taxonomy, historical geology, and the theory of evolution. The conclusions of a
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science may be both precise and binding without being fully derivable by logic 
from accepted premises. Cf. my [1962], pp. 35—51. . . .
18. This is not to suggest that astrologers did not criticize each other. On the 
contrary, like practitioners of philosophy and some social sciences, they belonged 
to a variety of different schools, and the inter-school strife was sometimes bitter. 
But these debates ordinarily revolved about the im plausibility of the particular 
theory employed by one or another school. Failures of individual predictions 
played very little role. Compare Thorndike [1923-58], 5, p. 233.
19. Cf. Popper [1963], p. 246.
20. Cf. my [1962], pp. 77-87.
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I m r e  L a k a t o s

Science and 
Pseudoscience

Man's respect for knowledge is one of his most peculiar characteristics. 
Knowledge in Latin is scientia, and science came to be the name of the 
most respectable kind of knowledge. But what distinguishes knowledge 
from superstition, ideology or pseudoscience? The Catholic Church ex­
communicated Copernicans, the Communist Party persecuted Mende- 
lians on the ground that their doctrines were pseudoscientific. The 
demarcation between science and pseudoscience is not merely a problem 
of armchair philosophy: it is of vital social and political relevance.

Many philosophers have tried to solve the problem of demarcation in 
the following terms: a statement constitutes knowledge if sufficiently many 
people believe it sufficiently strongly. But the history of thought shows us 
that many people were totally committed to absurd beliefs. If the strength 
of beliefs were a hallmark of knowledge, we should have to rank some 
tales about demons, angels, devils, and of heaven and hell as knowledge. 
Scientists, on the other hand, are very sceptical even of their best theories. 
Newton's is the most powerful theory science has yet produced, but New­
ton himself never believed that bodies attract each other at a distance. So 
no degree of commitment to beliefs makes them knowledge. Indeed, the 
hallmark of scientific behaviour is a certain scepticism even towards one’s 
most cherished theories. Blind commitment to a theory is not an intellec­
tual virtue: it is an intellectual crime.

Thus a statement may be pseudoscientific even if it is eminently ‘plau­
sible’ and everybody believes in it, and it may be scientifically valuable 
even if it is unbelievable and nobody believes in it. A theory may even be 
of supreme scientific value even if no one understands it, let alone believes 
it.

F r o m  Imre Lakatos, Philosophica l Papers, vol. 1 (Cambridge: Cambridge Univer­
sity Press, 1977), 1—7. Written in eariy 1973, this was originally presented as a 
radio lecture broadcast by the Open University (30 June 1973).
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The cognitive value of a theory has nothing to do with its psycholog­
ical influence on people’s minds. Belief, commitment, understanding are 
states of the hum an mind. But the objective, scientific value of a theory 
is independent of the human m ind which creates it or understands it. Its 
scientific value depends only on what objective support these conjectures 
have in  facts. As Hume said:
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If we take in our hand any volume; of divinity, or school metaphysics, for 
instance; let us ask, does it contain any abstract reasoning concerning quantity 
or number? No. Does it contain any experimental reasoning concerning mat­
ter of fact and existence? No. Commit it then to the flames. For it can contain 
nothing but sophistry and illusion.*

But what is 'experim ental’ reasoning? If we look at the vast seventeenth- 
century literature on witchcraft, it is full of reports of careful observations 
and sworn evidence—even of experiments. G lanvill, the house philoso­
pher of the early Royal Society, regarded witchcraft as the paradigm of 
experimental reasoning. W e have to define experimental reasoning before 
we start Humean book burning.

In scientific reasoning, theories are confronted with facts; and one of 
the central conditions of scientific reasoning is that theories must be sup­
ported by facts. Now how exactly can facts support theory?

Several different answers have been proposed. Newton h im self 
thought that he proved his laws from facts. He was proud of not uttering 
mere hypotheses: he only published theories proven from facts. In partic­
ular, he claim ed that he deduced his laws from the ‘phenom ena’ provided 
by Kepler. But his boast was nonsense, since according to Kepler, planets 
move in ellipses, but according to Newton’s theory, planets would move 
in ellipses only if the planets did not disturb each other in their motion. 
But they do. This is why Newton had to devise a perturbation theory from 
which it follows that no planet moves in an ellipse.

One can today easily demonstrate that there can be no valid derivation 
of a law of nature from any finite number of facts; but we still keep reading 
about scientific theories being proved from facts. W hy this stubborn resis­
tance to elem entary logic?

There is a very plausible explanation. Scientists want to make their 
theories respectable, deserving of the title ‘science’, that is, genuine knowl­
edge. Now the most relevant knowledge in the seventeenth century, when 
science was born, concerned God, the Devil, Heaven and Hell. If one got 
one’s conjectures about matters of divinity wrong, the consequence of 
one’s mistake was eternal damnation. Theological knowledge cannot be

* These famous lines are from the final paragraph of David Hume’s An Enquiry 
C oncern in g Human U nderstanding, first published in 1748 (under the title Phil­
osoph ica l Essays C oncern in g Human Understanding).



fallible: it must be beyond doubt. Now the Enlightenment thought that 
we were fallible and ignorant about matters theological. There is no sci­
entific theology and, therefore, no theological knowledge. Knowledge can 
only be about Nature, but this new type of knowledge had to be judged 
by the standards they took over straight from theology: it had to be proven 
beyond doubt. Science had to achieve the very certainty which had es­
caped theology. A scientist, worthy of the name, was not allowed to guess: 
he had to prove each sentence he uttered from facts. This was the criterion 
of scientific honesty. Theories unproven from facts were regarded as sinful 
pseudoscience, heresy in the scientific community.

It was only the downfall of Newtonian theory in this century which 
made scientists realize that their standards of honesty had been utopian. 
Before Einstein most scientists thought that Newton had deciphered God’s 
ultimate laws by proving them from the facts. Ampère, in the early nine­
teenth century, felt he had to call his book on his speculations concerning 
electromagnetism: Mathematical Theory o f Electrodynamic Phenomena 
Unequivocally Deduced from Experiment. But at the end of the volume he 
casually confesses that some of the experiments were never performed and 
even that the necessary instruments had not been constructed!

If all scientific theories are equally unprovable, what distinguishes 
scientific knowledge from ignorance, science from pseudoscience?

One answer to this question was provided in the twentieth century by 
inductive logicians’. Inductive logic set out to define the probabilities of 

different theories according to the available total evidence. If the mathe­
matical probability of a theory is high, it qualifies as scientific; if it is low 
or even zero, it is not scientific. Thus the hallmark of scientific honesty 
would be never to say anything that is not at least highly probable. Prob- 
abilism has an attractive feature: instead of simply providing a black-and- 
white distinction between science and pseudoscience, it provides a 
continuous scale from poor theories with low probability to good theories 
with high probability. But, in 1934, Karl Popper, one of the most influ­
ential philosophers of our time, argued that the mathematical.probability 
of all theories, scientific or pseudoscientific, given any amount of evidence 
is zero." If Popper is right, scientific theories are not only equally un­
provable but also equally improbable. A new demarcation criterion was 
needed and Popper proposed a radier stunning one. A theory may be 
scientific even if there is not a shred of evidence in its favour, and it may 
be pseudoscientific even if all the available evidence is in its favour. That
is, the scientific or non-scientific character of a theory can be determined 
independently of the facts. A theory is ‘scientific’ if one is prepared to 
specify in advance a crucial experiment (or observation) which can falsify
it, and it is pseudoscientific if one refuses to specify such a ‘potential

* Popper’s argument for this claim can be found in Appendix *vii of The Logic o f  
Scien tific D iscovery (New York: Basic Books, 1959), 363—67.
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falsifier’. But if so, we do not demarcate scientific theories from pseudo­
scientific ones, but rather scierti6e=seEtesa»d- Éroüi aon-^cientific method. 
Marxism, for a Popperian, is scientific if the Marxists are prepared to spec­
ify facts which, if observed, make them give up Marxism. If they refuse to 
do so, Marxism becomes a pseudoscience. It is always interesting to ask a 
Marxist, what conceivable event would make him abandon his Marxism. 
If he is committed to Marxism, he is bound to find it immoral to specify 
a state of affairs which can falsify it. Thus a proposition may petrify into 
pseudoscientific dogma or become genuine knowledge, depending on 
whether we are prepared to state observable conditions which would refute 
it.

Is, then, Popper’s falsifiability criterion the solution to the problem of 
demarcating science from pseudoscience? No. For Popper's criterion ig­
nores the remarkable tenacity of scientific theories. Scientists have thick 
skins. They do not abandon a theory merely because facts contradict it. 
They normally either invent some rescue hypothesis to explain what they 
then call a mere anomaly or, if they cannot explain the anomaly, they 
ignore it, and direct their attention to other problems. Note that scientists 
talk about anomalies, recalcitrant instances, not refutations. History o f sci­
ence, of course, is full of accounts o f how crucial experiments allegedly 
killed theories. But such accounts are fabricated long after the theory had 
been abandoned. Had Popper ever asked a Newtonian scientist under what 
experimental conditions he would abandon Newtonian theory, some New­
tonian scientists would have been exactly as nonplussed as are some 
Marxists.

What, then, is the hallmark o f science? Do we have to capitulate and 
agree that a scientific revolution is just an irrational change in commit­
ment, that it is a religious conversion? Tom Kuhn, a distinguished Amer­
ican philosopher of science, arrived at this conclusion after discovering 
the naivety of Popper’s felsificationism. But if Kuhn is right, then there is 
no explicit demarcation between science and pseudoscience, no distinc­
tion between scientific progress and intellectual decay, there is no objec­
tive standard of honesty. But what criteria can he then offer to demarcate 
scientific progress from inteHertaial degeneration?

In the last few years I have been advocating a methodology of scien­
tific research programmes, which solves some of the problems which both 
Popper and Kuhn failed to solve.

First, I claim that the typical descriptive unit of great scientific 
achievements is not an isolated hypothesis but rather a research pro­
gramme. Science is not simply trial and error, a series of conjectures and 
refutations. ‘All swans are white’ may be falsified by the discovery of one 
black swan. But such trivial trial and error does not rank as science. New­
tonian science, for instance, is not simply a set of four conjectures—the 
three laws of mechanics and the law of gravitation. These four laws con­
stitute only the ‘hard core’ of the Newtonian programme. But this hard
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core is tenaciously protected from refutation by a vast ‘protective belt’ of 
auxiliary hypotheses. And, even more importantly, the research pro­
gramme also has a ‘heuristic’, that is, a powerful problem-solving machin­
ery, which, with the help of sophisticated mathematical techniques, digests 
anomalies and even turns them into positive evidence. For instance, if a 
planet does not move exactly as it should, the Newtonian scientist checks 
his conjectures concerning atmospheric refraction, concerning propaga­
tion of light in magnetic storms, and hundreds of other conjectures which 
are all part of the programme. He may even invent a hitherto unknown 
planet and calculate its position, mass and velocity in order to explain the 
anomaly.

Now, Newton’s theory of gravitation, Einstein’s relativity theory, quan­
tum mechanics, Marxism, Freudianism, are all research programmes, each 
with a characteristic hard core stubbornly defended, each with its more 
flexible protective belt and each with its elaborate problem-solving ma­
chine^. Each of them, at any stage of its development, has unsolved prob­
lems and undigested anomalies. All theories, in this sense, are born refuted 
and die refuted. But are they equally good? Until now I have been de­
scribing what research programmes are like. But how can one distinguish 
a scientific or progressive programme from a pseudoscientific or degen­
erating one?

Contrary to Popper, the difference cannot be that some are still un­
refuted, while others are already refuted. When Newton published his 
Principia, it was common knowledge that it could not properly explain 
even the motion of the moon; in fact, lunar motion refuted Newton. Kauf­
mann, a distinguished physicist, refuted Einstein’s relativity theory in the 
very' year it was published." But all the research programmes I admire 
have one characteristic in common. They all predict novel facts, facts 
which had been either undreamt of, or have indeed been contradicted by 
previous or rival programmes. In 1686, when Newton published his theory 
of gravitation, there were, for instance, two current theories concerning 
comets. The more popular one regarded comets as a signal from an angry 
God warning that He will strike and bring disaster. A little known theory 
of Kepler’s held that comets were celestial bodies moving along straight 
lines. Now according to Newtonian theory, some of them moved in hy- *

* Here, as elsewhere in this reading, Lakatos is using the word refuted  rather 
loosely. For Lakatos, a refutation is any apparently well-founded result that seems 
to be inconsistent with a theory. In the two cases he mentions — Newton and the 
moon, Einstein and Kaufmann's experiments on beta rays — the “refutations” were 
later shown to be spurious: the moon’s motion is not actually inconsistent with 
Newton's theory', and Kaufmann's results were due to experimental error. For an 
account of Kaufmann's experiments and Einstein’s reaction to them, see Arthur I. 
Miller, Albert E instein’s S pecia l Theory o f  Relativitv (Reading, Mass.: Addison- 
Wesley, 1981).
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perbolas or parabolas never to return; others moved in ordinary ellipses. 
Halley, working in Newton’s programme, calculated on the basis of ob­
serving a brief stretch of a comet’s path that it would return in seventy- 
two years’ time; he calculated to the minute when it would be seen again 
at a well-defined point of the sky. This was incredible. But seventy-two 
years later, when both Newton and Halley were long dead, Halley’s comet 
returned exactly as Halley predicted. Similarly, Newtonian scientists pre­
dicted the existence and exact motion of small planets which had never 
been observed before. Or let us take Einstein’s programme. This pro­
gramme made the stunning prediction that if one measures the distance 
between two stars in the night and if one measures the distance between 
them during the day (when they are visible during an eclipse of the sun), 
the two measurements will be different. Nobody had thought to make 
such an observation before Einstein’s programme. Thus, in a progressive 
research programme, theory leads to the discovery of hitherto unknown 
novel facts. In degenerating programmes, however, theories are fabricated 
only in order to accommodate known facts. Has, for instance, Marxism 
ever predicted a stunning novel fact successfully? Never! It has some fa­
mous unsuccessful predictions. It predicted the absolute impoverishment 
of the working class. It predicted that the first socialist revolution would 
take place in the industrially most developed society. It predicted that 
socialist societies would be free of revolutions. It predicted that there will 
be no conflict o f interests between socialist countries. Thus the earl}' pre­
dictions of Marxism were bold and stunning but they failed. Marxists ex­
plained all their failures: they explained the rising living standards of the 
working class by devising a theory of imperialism; they even explained 
why the first socialist revolution occurred in industrially backward Russia. 
They ‘explained’ Berlin 1955, Budapest 1956, Prague 1968. They ‘ex­
plained’ the Russian-Chinese conflict. But their auxiliary hypotheses were 
all cooked up after the event to protect Marxian theory from the facts. 
The Newtonian programme led to novel facts; the Marxian lagged behind 
the facts and has been running fast to catch up with them.

To sum up. The hallmark of empirical progress is not trivial verifi­
cations: Popper is right that there are millions of them. It is no success 
for Newtonian theory that stones, when dropped, fall towards the earth, 
no matter how often this is repeated. But so-called ‘refutations’ are not the 
hallmark of empirical failure, as Popper has preached, since all pro­
grammes grow in a permanent ocean of anomalies. What really count are 
dramatic, unexpected, stunning predictions: a few of them are enough to 
tilt the balance; where theory lags behind the facts, we are dealing with 
miserable degenerating research programmes.

Now, how do scientific revolutions come about? If we have two rival 
research programmes, and one is progressing while tire other is degener­
ating, scientists tend to join the progressive programme. This is the ra­
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tionale of scientific revolutions. But while it is a matter o f intellectual 
honesty to keep the record public, it is not dishonest to stick to a degen­
erating programme and try to turn it into a progressive one.

As opposed to Popper the methodology of scientific research pro­
grammes does not offer instant rationality. One must treat budding pro­
grammes leniently: programmes may take decades before they get off the 
ground and become empirically progressive. Criticism is not a Popperian 
quick kill, by refutation. Important criticism is always constructive: there 
is no refutation without a better theory. Kuhn is wrong in thinking that 
scientific revolutions are sudden, irrational changes in vision. The history 
of science refutes both Popper and Kuhn: on close inspection both Pop­
perian crucial experiments and Kuhnian revolutions turn out to be myths: 
what normally happens is that progressive research programmes replace 
degenerating ones.

The problem of demarcation between science and pseudoscience has 
grave implications also for the institutionalization of criticism. Coperni­
cus’s theory was banned by the Catholic Church in 1616 because it was 
said to be pseudoscientific. It was taken off the index in 1820 because by 
that time ¡the Church deemed that facts had proved it and therefore it 
became scientific. The Central Committee of the Soviet Communist Party 
in 1949 declared Mendelian genetics pseudoscientific and had its advo­
cates, like Academician Vavilov, killed in concentration camps; after Va­
vilov's murder Mendelian genetics was rehabilitated; but the Party’s right 
to decide what is science and publishable and what is pseudoscience and 
punishable was upheld. The new liberal Establishment o f the West also 
exercises the right to deny freedom of speech to what it regards as pseu­
doscience, as we have seen in the case of the debate concerning race and 
intelligence. All these judgments were inevitably based on some sort of 
demarcation criterion. This is why the problem of demarcation between 
science and pseudoscience is not a pseudo-problem of armchair philoso­
phers: it has grave ethical and political implications.
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W hy Astrology 
Is a Pseudoscience

Most philosophers and historians of science agree that astrology is a pseu­
doscience, but there is little agreement on why it is a pseudoscience. An­
swers range from matters o f verifiability and falsifiability, to questions of 
progress and Kuhnian normal science, to the different sorts of objections 
raised by a large panel of scientists recently organized by The Humanist 
magazine. Of course there are also Feyerabendian anarchists* * and others 
who say that no demarcation of science from pseudoscience is possible. 
However, I shall propose a complex criterion for distinguishing disciplines 
as pseudoscientific; this criterion is unlike verificationist and falsificationist 
attempts in that it introduces social and historical features as well as logical 
ones.

I begin with a brief description of astrology. It would be most unfair 
to evaluate astrology by reference to the daily horoscopes found in news­
papers and popular magazines. These horoscopes deal only with sun signs, 
whereas a full horoscope makes reference to the “influences” also of the 
moon and die planets, while also discussing the ascendant sign and other 
matters.

Astrology divides the sky into twelve regions, represented by the fa­
miliar signs of the Zodiac: Aquarius, Libra and so on. The sun sign rep­
resents the part of the sky occupied by die sun at the time of birth. For 
example, anyone bom between September 23 and October 22 is a Libran. 
The ascendant sign, often assumed to be at least as important as the sun

F r o m  P. Asquith a n d  I. Hacking, eds., Proceed in gs o f  th e Philosophy o f  S cien ce  
Association Vol. 1 (East Lansing, Mich.: Philosophy of Science Association, 19781, 
223-34.
* Paul Feyerabend (1924—94) used the term ep istem olog ica l anarchism  in his 
Against M ethod  (London: New Left Books, 1975), arguing that there is no rational 
method in science and that the only principle consistent with scientific progress 
is “anything goes.”
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sign, represents the part of the sky rising on the eastern horizon at the 
time of birth, and therefore changes every two hours. To determine this 
sign, accurate knowledge of the time and place of birth is essential. The 
moon and the planets (of which there are five or eight depending on 
whether Uranus, Neptune and Pluto are taken into account) are also lo­
cated by means of charts on one of the parts of the Zodiac. Each planet 
is said to exercise an influence in a special sphere of human activity; for 
example. Mars governs drive, courage and daring, while Venus governs 
love and artistic endeavor. The immense number of combinations of sun, 
ascendant, moon and planetary influences allegedly determines human 
personality, behavior and fate.

Astrology is an ancient practice, and appears to have its origins in 
Chaldea, thousands of years B.c. By 700 B.c., the Zodiac was established, 
and a few centuries later the signs of the Zodiac were very similar to 
current ones. The conquests of Alexander the Great brought astrology to 
Greece, and the Romans were exposed in turn. Astrology was very popular 
during the fall of the Republic, with many notables such as Julius Caesar 
having their horoscopes cast. However, there was opposition from such 
men as Lucretius and Cicero.

Astrology underwent a gradual codification culminating in Ptolemy’s 
Tetrabiblos [20], written in the second century a .d . This work describes 
in great detail the powers of the sun, moon and planets, and their signif­
icance in people’s lives. It is still recognized as a fundamental textbook of 
astrology. Ptolemy took astrology as seriously as he took his famous work 
in geography and astronomy; this is evident from the introduction to the 
Tetrabiblos, where he discusses two available means of making predictions 
based on the heavens. The first and admittedly more effective of these 
concerns the relative movements of the sun, moon and planets, which 
Ptolemy had already treated in his celebrated Almagest [19]. The second­
ary but still legitimate means of prediction is that in which we use the 
“natural character” of the aspects of movement of heavenly bodies to “in­
vestigate the changes which they bring about in that which they sur­
round.” ([20], p. 3). He argues that this method of prediction is possible 
because of the manifest effects of the sun, moon and planets on the earth, 
for example on weather and the tides.

The European Renaissance is heralded for the rise of modem science, 
but occult arts such as astrology and alchemy flourished as well. Arthur 
Koestler has described Kepler’s interest in astrology: not only did astrology 
provide Kepler with a livelihood, he also pursued it as a serious interest, 
although he was skeptical of the particular analyses of previous astrologers 
([13], pp. 244-248). Astrology was popular both among intellectuals and 
the general public through the seventeenth century. However, astrology 
lost most of this popularity in the eighteenth century, when it was attacked 
by such figures of the Enlightenment as Swift [24] and Voltaire [29], Only 
since the 1930’s has astrology again gained a huge audience: most people
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today know at least their sun signs, and a great many believe that the stars 
and planets exercise an important influence on their lives.

In an attempt to reverse this trend, Bart Bok, Lawrence Jerome and 
Paul Kurtz drafted in 1975 a statement attacking astrology; the statement 
was signed by 192 leading scientists, including 19 Nobel prize winners. 
The statement raises three main issues: astrology originated as part of a 
magical world view, the planets are too distant for there to be any physical 
foundation for astrology, and people believe it merely out of longing for 
comfort ([2], pp. 9f.). None of these objections is ground for condemning 
astrology as pseudoscience. To show this, I shall briefly discuss articles 
written by Bok [1] and Jerome [12] in support of the statement

According to Bok, to work on statistical tests of astrological predictions 
is a waste of time unless it is demonstrated that astrology has some sort of 
physical foundation ([1], p. 31). He uses the smallness of gravitational and 
radiative effects of the stars and planets to suggest that there is no such 
foundation. He also discusses the psychology of belief in astrology, which 
is the result of individuals’ desperation in seeking solutions to their serious 
personal problems. Jerome devotes most of his article to the origins of 
astrology in the magical principle of correspondences. He claims that as­
trology is a system of magic rather than science, and that it fails “not 
because of any inherent inaccuracies due to precession or lack of exact 
knowledge concerning time of birth or conception, but rather because its 
interpretations and predictions are grounded in the ancients’ magical 
world view” ([12], p. 46). He does however discuss some statistical tests of 
astrology, which I shall return to below.

These objections do not show that astrology is a pseudoscience. First, 
origins are irrelevant to scientific status. The alchemical origins of chem­
istry ([11], pp. 1 0 -  18) and the occult beginnings of medicine [8] are as 
magical as those of astrology, and historians have detected mystical influ­
ences in the work o f many great scientists, including Newton and Einstein. 
Hence astrology cannot be condemned simply for the magical origins of 
its principles. Similarly, the psychology of popular belief is also in itself 
irrelevant to the status of astrology: people often believe even good theories 
for illegitimate reasons, and even if most people believe astrology for per­
sonal, irrational reasons, good reasons may be available.1 Finally the lack 
of a physical foundation hardly marks a theory as unscientific ([22], p. 2). 
Examples: when Wegener [31] proposed continental drift, no mechanism 
was known, and a link between smoking and cancer has been established 
statistically [28] though the details o f carcinogenesis remain to be discov­
ered. Hence the objections of Bok, Jerome and Kurtz fail to mark astrology 
as pseudoscience.

Now we must consider the application of the criteria of verifiability' 
and falsifiability to astrology. Roughly, a theory is said to be verifiable if it 
is possible to deduce observation statements from it  Then in principle, 
observations can be used to confirm or disconfirm the theory. A theory is
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scientific only if it is verifiable. The vicissitudes of the verification principle 
are too well known to recount here ([9], ch. 4). Attempts by A. J. Ayer to 
articulate the principle failed either by ruling out most of science as un­
scientific, or by ruling out nothing. Moreover, the theoiy/observation dis­
tinction has increasingly come into question. All that remains is a vague 
sense that testability somehow is a mark of scientific theories ([9], ch. 4; 
[10], pp. 30-32).

Well, astrology is vaguely testable. Because of the multitude of influ­
ences resting on tendencies rather than laws, astrology is incapable of 
making precise predictions. Nevertheless, attempts have been made to test 
the reality of these alleged tendencies, using large scale surveys and statis­
tical evaluation. The pioneer in this area was Michel Gauquelin, who 
examined the careers and times of birth of 25,000 Frenchmen. Astrology 
suggests that people bom under certain signs or planets are likely to adopt 
certain occupations: for example, the influence of the warlike planet Mars 
tends to produce soldiers or athletes, while Venus has an artistic influence. 
Notably, Gauquelin found no significant correlation between careers and 
either sun sign, moon sign, or ascendant sign. However, he did find some 
statistically interesting correlations between certain occupations of people 
and the position of certain planets at the time of their birth ([5], ch. 11, 
[6]). For example, just as astrology would suggest, there is a greater than 
chance association of athletes and Mars, and a greater than chance asso­
ciation of scientists and Saturn, where the planet is rising or at its zenith 
at the moment of the individual’s birth.

These findings and their interpretation are highly controversial, as are 
subsequent studies in a similar vein [7], Even if correct, they hardly verify 
astrology, especially considering the negative results found for the most 
important astrological categories. I have mentioned Gauquelin in order to 
suggest that through the use o f statistical techniques astrology is at least 
verifiable. Hence the verification principle does not mark astrology as 
pseudoscience.

Because the predictions o f astrologers are generally vague, a Popperian 
would assert that the real problem with astrology is that it is not falsifiable: 
astrologers cannot make predictions which if unfulfilled would lead them 
to give up (heir theory. Hence because it is unialsifiable, astrology is 
unscientific.

But the doctrine of falsifiability faces serious problems as described 
by Duhem [4], Quine [21], and Lakatos [15], Popper himself noticed early 
that no observation ever guarantees falsification: a theory can always be 
retained by introducing or modifying auxiliary hypotheses, and even ob­
servation statements are not incorrigible ([17], p. 50). Methodological de­
cisions about what can be tampered with are required to block the escape 
from falsification. However, Lakatos has persuasively argued that making 
such decisions in advance of tests is arbitrary and may often lead to



overhasty rejection of a sound theory which ought to be be saved by anti- 
falsificationist stratagems ([15], pp?-f-L2 fSfe). Falsification only occurs when 
a better theory comes along. Then falsifiability is only a matter o f replace- 
ability by another theory, and since astrology is in principle replaceable 
by another theory, falsifiability provides no criterion for rejecting astrology 
as pseudoscientific. W e saw in the discussion of Gauquelin that astrology 
can be used to make predictions about statistical regularities, but the non­
existence of these regularities does not falsify astrology; but here astrology? 
does not appear worse than the best of scientific theories, which also resist 
falsification until alternative theories arise.2

Astrology? cannot be condemned as pseudoscientific on the grounds 
proposed by verificationists, felsificationists, or Bok and Jerome. But un­
doubtedly astrology today faces a great many unsolved problems ([32], 
ch. 5). One is the negative result found by Gauquelin concerning careers 
and signs. Another is the problem of the precession of the equinoxes, 
which astrologers generally take into account when heralding the “Age of 
Aquarius” but totally neglect when figuring their charts. Astrologers do not 
alway'S agree on the significance o f the three planets, Neptune, Uranus 
and Pluto, that were discovered since Ptolemy. Studies of twins do not 
show similarities of personality and fate that astrology would suggest. Nor 
does astrology make sense of mass disasters, where numerous individuals 
with very different horoscopes come to similar ends.

But problems such as these do not in themselves show that astrology 
is either false or pseudoscientific. Even the best theories face unsolved 
problems throughout their history. To get a criterion demarcating astrology 
from science, we need to consider it in a wider historical and social 
context.

A demarcation criterion requires a matrix of three elements: theory, 
community, historical context. Under the first heading, “theory”, fall fa­
miliar matters of structure, prediction, explanation and problem solving. 
We might also include the issue raised by Bok and Jerome about whether 
the theory has a physical foundation. Previous demarcationists have con­
centrated on this theoretical element, evident in the concern of the veri­
fication an4 falsificatioa^grvnr • plea v.ath -prediction. But we have seen that 
this approach is not sufficient for characterizing astrology as pseudo­
scientific.

We must also consider the community of advocates of the theory, in 
this case the community of practitioners of astrology. Several questions are 
important here. First, are die practitioners in agreement on the principles 
of the theory and on how to go about solving problems which the theory 
faces? Second, do they care, that is, are they concerned about explaining 
anomalies and comparing the success of their theory to the record of other 
theories? Third, are the practitioners actively involved in attempts at con­
firming and discontinuing their theory?
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The question about comparing the success of a theory with that of 
other theories introduces the third element of the matrix, historical con­
text; The historical work of Kuhn and others has shown that in general a 
theory is rejected only when (1) it has faced anomalies over a long period 
of time and (2) it has been challenged by another theory. Hence under 
the heading of historical context we must consider two factors relevant to 
demarcation: the record of a theory over time in explaining new facts and 
dealing with anomalies, and the availability of alternative theories.

We can now propose the following principle of demarcation:

A theory or discipline which purports to be scientific is pseudoscientific 
if and only if:
1 it has been less progressive than alternative theories over a long 

period of time, and faces many unsolved problems; but
2 the community o f practitioners makes litde attempt to develop the 

theory towards solutions of the problems, shows no concern for 
attempts to evaluate the theory in relation to others, and is selective 
in considering confirmations and disconfirmations.

Progressiveness is a matter of the success of the theory in adding to its set 
of facts explained and problems solved ([15], p. 118; cf. [26], p. 83).

This principle captures, I believe, what is most importantly unscien­
tific about astrology'. First, astrology is dramatically unprogressive, in that 
it has changed little and has added nothing to its explanatory power since 
the time of Ptolemy. Second, problems such as the precession of equi­
noxes are outstanding. Third, there are alternative theories of personality 
and behavior available: one need not be an uncritical advocate of behav- 
iorist, Freudian, or Gestalt theories to see that since the nineteenth century 
psychological theories have been expanding to deal with many of the phe­
nomena which astrology explains in terms of heavenly influences. The 
important point is not that any of these psychological theories is estab­
lished or true, only that they are growing alternatives to a long-static as­
trology. Fourth and finally, the community of astrologers is generally 
unconcerned with advancing astrology to deal with outstanding problems 
or with evaluating the theory in relation to others.3 For these reasons, my 
criterion marks astrology as pseudoscientific.*

This demarcation criterion differs from those implicit in Lakatos and

* Since writing this paper, Thagard has offered a revised account of pseudoscience 
in chapter 9 of his book Computational Philosophy of Science (Cambridge, Mass.: 
MIT Press, 1988). This revised account is discussed in our commentary on chap­
ter 1.
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Kuhn. Lakatos has said that what makes a series of theories constituting a 
research program scientific is that it is progressive: each theory in the series 
has greater corroborated content than its predecessor ([15], p. 118). While 
I agree with Lakatos that progressiveness is a central notion here, it is not 
sufficient to distinguish science from pseudoscience. We should not brand 
a nonprogressive discipline as pseudoscientific unless it is being main­
tained against more progressive alternatives. Kuhn’s discussion of astrology 
focuses on a different aspect of my criterion. He says that what makes 
astrology unscientific is the absence of the paradigm-dominated puzzle 
solving activity characteristic of what he calls normal science ([14], p. 9). 
But as Watkins has suggested, astrologers are in some respects model nor­
mal scientists: they concern themselves with solving puzzles at the level 
of individual horoscopes, unconcerned with the foundations of their gen­
eral theory or paradigm ([30], p. 32). Hence that feature of normal science 
does not distinguish science from pseudoscience. What makes astrology 
pseudoscientific is not that it lacks periods of Kuhnian normal science, 
but that its proponents adopt uncritical attitudes of “normal” scientists 
despite the existence of more progressive alternative theories. (Note that I 
am not agreeing with Popper [18] that Kuhn’s normal scientists are un­
scientific; they can become unscientific only when an alternative paradigm 
has been developed.) However, if one looks not at the puzzle solving at 
the level of particular astrological predictions, but at the level o f theoretical 
problems such as the precession of the equinoxes, there is some agreement 
between my criterion and Kuhn’s; astrologers do not have a paradigm- 
induced confidence about solving theoretical problems.

O f course, the criterion is intended to have applications beyond as­
trology- I think that discussion would show that the criterion marks as 
pseudoscientific such practices as witchcraft and pyramidology, while leav­
ing contemporary physics, chemistry' and biology unthreatened. The cur­
rent fad of biorhythms, implausibly based like astrology on date of birth, 
cannot be branded as pseudoscientific because we lack alternative theories 
giving more detailed accounts of cyclical variations in human beings, al­
though much research is in progress.4

One interesting consequence of the above criterion is that a theory 
can be scientific at one time but pseudoscientific at another. In the time 
of Ptolemy or even Kepler, astrology' had few alternatives in the explana­
tion of human personality and behavior. Existing alternatives were scarcely 
more sophisticated or corroborated than astrology. Hence astrology should 
be judged as not pseudoscientific in classical or Renaissance times, even 
though it is pseudoscientific today. Astrology was not simply a perverse 
sideline of Ptolemy and Kepler, but part of their scientific activity, even if 
a physicist involved with astrology today should be looked at askance. Only 
when the historical and social aspects of science are neglected does it 
become plausible that pseudoscience is an unchanging category. Ration­
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ality is not a property o f ideas eternally: ideas, like actions, can be rational 
at one time but irrational at others. Hence relativizing the sciencc/pseu- 
doscience distinction to historical periods is a desirable result.

But there remains a challenging historical problem. According to my 
criterion, astrology only became pseudoscientific with the rise of modem 
psychology in the nineteenth century. But astrology was already virtually 
excised from scientific circles by the beginning of the eighteenth. How 
could this be? The simple answer is that a theory can take on the ap­
pearance of an unpromising project well before it deserves the label of 
pseudoscience. The Copemican revolution and the mechanism o f New­
ton, Descartes and Hobbes undermined tire plausibility of astrology.5 Lynn 
Thorndike [27] has described how the Newtonian theory pushed aside 
what had been accepted as a universal natural law, that inferiors such as 
inhabitants o f earth are ruled and governed by superiors such as the stars 
and the planets. William Stahlman [23] has described how the immense 
growth o f science in the seventeenth century contrasted with the stagna­
tion of astrology. These developments provided good reasons for discarding 
astrology as a promising pursuit, but they were not yet enough to brand it 
as pseudoscientific, or even to refute it.

Because o f its social aspect, my criterion might suggest a kind of cul­
tural relativism.' Suppose there is an isolated group of astrologers in the 
jungles of South America, practicing their art with no awareness of alter­
natives. Are we to say that astrology is for them scientific? Or, going in the 
other direction, should we count as alternative theories ones which are 
available to extraterrestrial beings, or which someday will be conceived? 
This wide construal of “alternative” would have the result that our best 
current theories are probably pseudoscientific. These two questions em­
ploy, respectively, a too narrow and a too broad view of alternatives. By 
an alternative theory I mean one generally available in the world. This 
assumes first that there is some kind of communication network to which 
a community has, or should have, access. Second, it assumes that the onus 
is on individuals and communities to find out about alternatives. I would 
argue (perhaps against Kuhn) that this second assumption is a general 
feature of rationality; it is at least sufficient to preclude ostrich ism as a 
defense against being judged pseudoscientific.

In conclusion, I would like to say why I think the question of what 
constitutes a pseudoscience is important. Unlike the logical positivists, I 
am not grinding an anti-metaphysical ax, and unlike Popper, I am not 
grinding an anti-Freudian or anti-Marxian one.6 My concern is social: 
society faces the twin problems of lack of public concern with the ad­
vancement of science, and lack of public concern with the important 
ethical issues now arising in science and technology, for example around 
the topic of genetic engineering. One reason for this dual lack of concern 
is the wide popularity of pseudoscience and the occult among the general
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public. Elucidation of how science differs from pseudoscience is the phil­
osophical side of an attempt to overcome public neglect of genuine 
science.7

■ | Notes
1. However, astrology would doubtlessly have many fewer supporters if horoscopes 
tended less toward compliments and pleasant predictions and more toward the 
kind of analysis included in the following satirical horoscope from the December, 
1977, issue of Mother Jones: VIRGO (Aug. 23—Sept. 22). You are the logical type 
and hate disorder. This nitpicking is sickening to your friends. You are cold and 
unemotional and sometimes fall asleep while making love. Virgos make good bus 
drivers.
2. For an account of tire comparative evaluation of theories, see [26].
3. There appear to be a few exceptions; see [32].
4. The fed of biorhythms, now assuming a place beside astrology in the popular 
press, must be distinguished from the very interesting work of Frank Brown and 
others on biological rhythms. For a survey, see [5],
5. Plausibility is in part a matter of a hypothesis being of an appropriate kind, and 
is relevant even to the acceptance of a theory. See [26], p. 90, and [25],
6. On psychoanalysis see [3]. 1 would argue that Cioffi neglects the question of 
alternatives to psychoanalysis and the question of its progressiveness.
7. I am grateful to Dan Hausman and Elias Baumgarten for comments.
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M ic h a e l  R u se

Creation-Science 
Is Not Science

In December 1981 I appeared as an expert witness for the plaintiffs and 
the American Civil Liberties Union (ACLU) in their successful challenge 
of Arkansas Act 590, which demanded that teachers give “balanced treat­
ment” to “creation-science” and evolutionary ideas.1 My presence occa­
sioned some surprise, for I am an historian and philosopher of science. In 
this essay, I do not intend to apologize for either my existence or my 
calling, nor do I intend to relive past victories2; rather, I want to explain 
why a philosopher and historian of science finds the teaching o f “creation- 
science” in science classrooms offensive.

Obviously, the crux of the issue—the center of the plaintiffs’ case—is 
the status of creation-science. Its advocates claim that it is genuine science 
and may, therefore, be legitimately and properly taught in the public 
schools. Its detractors claim that it is not genuine science but a form of 
religion—dogmatic Biblical literalism by another name. Which is it, and 
who is to decide?

It is somewhat easier to describe who should participate in decisions 
on this issue. On the one hand, one naturally appeals to the authority of 
religious people and theologians. Does creation-science fit the accepted 
definitions of a religion? (In Arkansas, the ACLU produced theologians 
who said that indeed it did.) One also appeals to the authority o f scientists. 
Does creation-science fit current definitions of science? (In Arkansas, the 
ACLU produced scientists who said that indeed it did not.)2

Having, as it were, appealed to the practitioners—theologians and 
scientists—a link still seems to be missing. Someone is needed to talk at 
a more theoretical level about the nature of science—any science—and 
then show that creation-science simply does not fit the part. As a philos­
opher and an historian, it is my job to look at science, and to ask precisely 
those questions about defining characteristics.

From Science, Technology, and Human Values 7 no. 40 (Summer 1982): 72—78.
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■  | W h a t Is Science?

It is simply not possible to give a neat definition—specifying necessary and 
sufficient characteristics—which separates all and only those things that 
have ever been called “science.” The concept "science” is not as easily 
definable as, for example, the concept "triangle." Science is a phenome­
non that has developed through the ages—dragging itself apart from reli­
gion, philosophy, superstition, and other bodies of human opinion and 
belief.4

What we call “science” today is a reasonably striking and distinctive 
set of claims, which have a number of characteristic features. As with most 
things in life, some items fell on the borderline between science and 
nonscience (e.g., perhaps Freudian psychoanalytic theory). But it is pos­
sible to state positively that, for example, physics and chemistry' are sci­
ences, and Plato’s Theory o f Forms and Swedenborgian theology are no t5

In looking for defining features, the obvious place to start is with 
science’s most striking aspect—it is an empirical enterprise about the real 
world of sensation. This is not to say that science refers only to observable 
entities. Every mature science contains unobservables, like electrons and 
genes, but ultimately, they refer to the world around us. Science attempts 
to understand this empirical world. What is the basis for this understand­
ing? Surveying science and the history of science today, one thing stands 
out: science involves a search for order. More specifically, science looks 
for unbroken, blind, natural regularities (laws). Things in the world do 
not happen in just any old way. They follow set paths, and science tries 
to capture this fact. Bodies of science, therefore, known variously as “the­
ories” or “paradigms” or "sets o f models,” are collections of laws.6

Thus, in Newtonian physics we find Newton’s three laws o f motion, 
the law of gravitational attraction, Kepler’s laws o f planetary motion, 5»- 
so forth. Similarly, for instance, in population genetics we find the H 
Weinberg law. However, when we turn to something like philosop' 
do not find the same appeal to empirical law. Plato’s Theory of Fo,_. 
only indirectly refers to this world. Analogously, religion does not insist on 
unbroken law. Indeed, religious beliefs frequently allow or suppose events 
outside law or else events that violate law (miracles). Jesus feeding the
5.000 with the loaves and fishes was one such event. This is not to say 
that religion is false, but it does say that religion is not science. When the 
loaves and fishes multiplied to a sufficiency to feed so many people, things 
happened that did not obey natural law, and hence the feeding of the
5.000 is an event beyond the ken of science.7

A major part of the scientific enterprise involves the use of law to 
effect explanation. One tries to show why things are as they are—and how 
they fall beneath or follow from law (together perhaps with certain spec­
ified initial conditions). Why, for example, does a cannon ball go in a



4° C h . 1 S c ie n c e  and P se u d o sc ie n c e

parabola and not in a circle? Because of the constraints of Newton’s laws. 
Why do two blue-eyed parents always have blue-eyed children? Because 
this trait obeys Mendel’s first law, given the particular way in which the 
genes control eye-color. A  scientific explanation must appeal to law and 
must show that what is being explained had to occur. The explanation 
excludes those things that did not happen.8

The other side of explanation is prediction. The laws indicate what is 
going to happen: that the ball will go in a parabola, that the child will be 
blueieyed. In science, as well as in futurology, one can also, as it were, 
predict backwards. Using laws, one infers that a particular, hitherto- 
unknown phenomenon or event took place in the past. Thus, for instance, 
one might use the laws of physics to infer back to some eclipse of the sun 
reported in ancient writings.

Closely connected with the twin notions of explanation and prediction 
comes testability. A genuine scientific theory lays itself open to check 
against the real world: the scientist can see if the inferences made in 
explanation and prediction actually obtain in nature. Does the chemical 
reaction proceed as suspected? In Young’s double slit experiment, does 
one find the bands of light and dark predicted by the wave theory? Do 
the continents show the expected after-effects of drift?

Testability is a two-way process. The researcher looks for some positive 
evidence, for confirmation. No one will take seriously a scientific theory 
that has no empirical support (although obviously a younger theory is 
liable to be less well-supported than an older theory). Conversely, a theory 
must be open to possible refutation. If the facts speak against a theory, 
then it must go. A body of science must be falsifiable. For example, Kep­
ler’s laws could nave been false: if a planet were discovered going in 
squares, then the laws would have been shown to be incorrect. However, 
in distinguishing science from nonscience, no amount of empirical evi­
dence can disprove, for example, the Kantian philosophical claim that one 
:*ught to treat people as ends rather than means. Similarly, Catholic reli-. 
gious claims about transubstantiation (the changing o f the bread and wine 
into the body and blood of Christ) are unfalsifiable.9

Science is tentative. Ultimately, a scientist must be prepared to reject 
his theory. Unfortunately, not all scientists are prepared to do in practice 
what they promise to do in theory; but the weaknesses of individuals are 
counterbalanced by the fact that, as a group, scientists do give up theories 
that fail to answer to new or reconsidered evidence. In the last 30 years, 
for example, geologists have reversed their strong convictions that the con­
tinents never move.

Scientists do not, of course, immediately throw their theories away as 
soon as any counter-evidence arrives. If a theory is powerful and successful, 
then some problems will be tolerated, but scientists must be prepared to 
change their minds in thé face of the empirical evidence. In this regard, 
the scientists differ from both the philosophers and the theologians. Noth­
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ing in the real world would make the Kantian change his mind, and the 
Catholic is equally dogmatic, despite any empirical evidence about the 
stability of bread and wine. Such evidence is simply considered irrel­
evant.10

Some other features of science should also be mentioned, for instance, 
the urge for simplicity and unification; however, I have now listed the 
major characteristics. Good science—like good philosophy and good 
religion—presupposes an attitude that one might describe as professional 
integrity. A scientist should not cheat or falsify data or quote out of context 
or do any other thing that is intellectually dishonest. Of course, as always, 
some individuals fail; but science as a whole disapproves of such actions. 
Indeed, when transgressors are detected, they are usually expelled from 
the community. Science depends on honesty in the realm of ideas. One 
may cheat on one’s taxes; one may not fiddle the data.11

■  | C reation-Science C onsidered

How does creation-science fit the criteria of science listed in the previous 
section? By “creation-science” in this context, I refer not just to the defi­
nition given in Act 590, but to the whole body of literature which goes 
by that name. The doctrine includes the claims that the universe is very 
young (6,000 to 20,000 years), that everything started instantaneously, that 
human beings had ancestry separate from apes, and that a monstrous flood 
once engulfed the entire earth.12

L aws — N atu r al  R e g u l a r it ie s

Science is about unbroken, natural regularity. It does not admit mir­
acles. It is clear, therefore, that again and again, creation-science invokes 
happenings and causes outside of law. For instance, the only reasonable 
inference from Act 590 (certainly the inference that was accepted in the 
Arkansas court) is that for creation-science the origin of the universe and 
life in it is not bound by law. Whereas the definition of creation-science 
includes the unqualified phrase “sudden creation of the universe, energy 
and life from nothing,” the definition of evolution specifically includes 
the qualification that its view of origins is “naturalistic.” Because “natu­
ralistic” means “subject to empirical law,” the deliberate omission of such 
a term in the characterization of creation-science means that no laws were 
involved.

In confirmation of this inference, we can find identical claims in the 
writings of creation scientists: for instance, the following passage from 
Duane T. Gish’s popular work Evolution—The Fossils Say No!
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CREATION. By creation we mean the bringing into being of the basic kinds of 
plants and animals by the process of sudden, or fiat, creation described in the 
first two chapters of Genesis. Here we find the creation by God of the plants 
and animals, each commanded to reproduce after its own kind using proc­
esses which were essentially instantaneous.
We do not know how God created, what processes He used, for Cod used 
processes which are not now operating anywhere in the natural universe. This 
is why we refer to divine creation as special creation. We cannot discover by 
scientific investigations anything about the creative processes used by God

By Gish’s own admission, we are not dealing with science. Similar senti­
ments can be found in The Genesis Flood by John Whitcomb, Jr., and 
Henry M. Morris:

But during the period of Creation, God was introducing order and organi­
zation and energization into the universe in a very high degree, even to life 
itselfl It is thus quite plain that the processes used by God in creation were 
utterly different from the processes which now operate in the universe! The 
Creation was a unique period, entirely incommensurate with this present 
world. This is plainly emphasized and reemphasized in the divine revelation 
which God has given us concerning Creation, which concludes with these 
words; ‘And the heavens and the earth were finished, and all the host of them. 
And on the seventh day God finished His work which He had made; and He 
rested on the seventh day from all His work which He had made. And God 
blessed the seventh day, and hallowed it; because that in it He rested bom 
all his work which God had created and made.’ In view of these strong and 
repeated assertions, is it not the height of presumption for man to attempt to 
study Creation in terms of present processes?'4

Creation scientists generally acknowledge this work to be the seminal con­
tribution that led to the growth of the creation-science movement. Morris, 
in particular, is the father figure of creation-science and Gish his chief 
lieutenant.

Creation scientists also break with law in many other instances. The 
creationists believe that the Flood, for example, could not have just oc­
curred through blind regularities. As Whitcomb and Morris make very 
clear, certain supernatural interventions were necessary to bring about the 
Flood.15 Similarly, in order to ensure die survival of at least some organ­
isms, God had to busy himself and break through law.

E x p l a n a t io n  a n d  P r e d i c t io n

Given the crucial role that law plays for the scientist in these proc­
esses, neither explanation nor prediction is possible where no law exists.
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Thus, explanation and prediction simply cannot even be attempted when 
one deals with creation-science accounts either of origins or of the Flood.

Even against the broader vistas o f biology, creation-science is inade­
quate. Scientific explanation/prediction must lead to the thing being ex- 
plained/predicted, showing why that thing obtains and not other things. 
Why does the ball go in a parabola? Why does it not describe a circle? 
Take an important and pervasive biological phenomenon, namely, “ho­
mologies,” the isomorphisms between the bones of different animals. 
These similarities were recognized as pervasive facets of nature even before 
Darwin published On the Origin o f Species. Why are the bones in the 
forelimbs of men, horses, whales, and birds all so similar, even though the 
functions are quite different? Evolutionists explain homologies naturally 
and easily, as a result o f common descent. Creationists can give no expla­
nation, and make no predictions. All they can offer is the disingenuous 
comment that homology signifies nothing, because classification is all 
man-made and arbitrary anyway. Is it arbitrary that man is not classified 
with the birds?16 Why are Darwin’s finches distributed in the way that we 
find on the Galapagos? Wiry are there 14 separate species o f this little 
bird, scattered over a small group of islands in the Pacific on the equator? 
On those rare occasions when Darwin’s finches do fly into the pages of 
creation-science, it is claimed either that they are all the same species 
(false), or that they are a case of degeneration from one “kind” created 
back at the beginning o f life.17 Apart from the fret that "kind” is a term 
of classification to be found only in Genesis, this is no explanation. How 
could such a division of the finches have occurred, given the short span 
that the creationists allow since the Creation? And, in any case, Darwin’s 
finches are anything but degenerates. Different species of finch have en­
tirely different sorts of beaks, adapted for different foodstufls—evolution of 
the most sophisticated type.1®

T e s t a b i l i t y ,  C o n f i r m a t i o n , a n d  F a l s i f i a b i l i t y

Testability, confirmation, and falsifiability are no better treated by cre­
ation-science. A scientific theory must provide more than just after-the- 
fact explanations of things that one already knows. One must push out 
into the frontiers of new knowledge, trying to predict new frets, and risking 
the theory against the discovery o f possible falsifying information. One 
cannot simply work at a secondary level, constantly protecting one’s views 
against threat: forever inventing ad hoc hypotheses to save one’s core 
assumptions.

Creation scientists do little or nothing by way o f genuine test. Indeed, 
the most striking thing about the whole body o f creation-science literature 
is the virtual absence o f any experimental or observational work by crea­
tion scientists. Almost invariably, the creationists work exclusively with the 
discoveries and claims of evolutionists, twisting the conclusions to their
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own ends. Argument proceeds by showing evolution (specifically Darwin­
ism) wrong, rather than by showing Creationism right.

However, this way of proceeding—what the creationists refer to as the 
“two model approach"—is simply a fallacious form of argument. The views 
of people like Fred Hoyle and N. C. Wickramasinghe, who believe that 
life comes from outer space, are neither creationist nor truly evolutionist.19 
Denying evolution in no way proves Creationism. And, even if a more 
straightforward either/or between evolution and Creationism existed, the 
perpetually negative approach is just not the way that science proceeds. 
One must find one’s own evidence in favor of one’s position, just as phys­
icists, chemists, and biologists do.

Do creation scientists ever actually expose their theories and ideas to 
test? Even if they do, when new counter-empirical evidence is discovered, 
creation scientists appear to pull back, refusing to allow their position to 
be falsified.

Consider, for instance, the classic case of the “missing link”—namely, 
that between man and his ancestors. The creationists say that there are no 
plausible bridging organisms whatsoever. Thus, this super-gap between 
man and all other animals (alive or dead) supposedly underlines the crea­
tionists’ contention that man and apes have separate ancestry. But what 
about the australopithecines, organisms that paleontologists have, for most 
of this century, claimed are plausible human ancestors? With respect, ar­
gue the creationists, australopithecines are not links, because they had ape­
like brains, they walked like apes, and they used their knuckles for support, 
just like gorillas. Hence, the gap remains.20

However, such a conclusion can be maintained only by blatant dis­
regard of the empirical evidence. Australopithecus afarensis was a creature 
with a brain the size of that of an ape which walked upright.21 Yet the 
creationists do not concede defeat. They then argue that the Australo­
pithecus afarensis is like an orangutan.22 In short, nothing apparently 
makes the creationists change their minds, or allows their views to be 
tested, lest they be falsified.

T e n t a t iv e n e s s

Creation-science is not science because there is absolutely no way in 
which creationists will budge from their position. Indeed, the leading or­
ganization of creation-science, The Creation Research Society (with 500 
full members, all of whom must have an advanced degree in a scientific/ 
technological area), demands that its members sign a statement affirming 
that they take the Bible as literally hue.25 Unfortunately, an organization 
cannot require such a condition of membership, and then claim to be a 
scientific organization. Science must be open to change, however confi­
dent one may feel at present. Fanatical dogmatism is just not acceptable.
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In t e g r ity

Creation scientists use any fallacy in the logic books to achieve their 
ends. Most particularly, apart from grossly distorting evolutionists’ posi­
tions, the creation-scientists frequently use inappropriate or incomplete 
quotations. They take the words of some eminent evolutionist, and attempt 
to make him or her say exactly the opposite to that intended. For instance, 
in Creation: The Facts of Fife, author Gary E. Parker constantly refers to 
“noted Harvard geneticist” Richard Lewontin as claiming that the hand 
and the eye are the best evidence of God’s design.24 Can this reference 
really be true? Has the author of The Genetic Basis o f Evolutionary 
Change25 really foresworn Darwin for Moses? In fact, when one looks at 
Lewontin's writings, one finds that he says that before Darwin, people 
believed the hand and the eye to be the effect of direct design. Today, 
scientists believe that such features were produced by the natural process 
of evolution through natural selection; but, a reader learns nothing of this 
from Parker’s book.

What are the essential features of science? Does creation-science have 
any, all, or none of these features? My answer to this is none. By every 
mark of what constitutes science, creation-science fails. And, although it 
has not been my direct purpose to show its true nature, it is surely there 
for all to see. Miracles brought about by an intervening supervising force 
speak of only one thing. Creation “science” is actually dogmatic religious 
Fundamentalism. To regard it as otherwise is an insult to the scientist, as 
well as to the believer who sees creation-science as a blasphemous distor­
tion of God-given reason. I believe that creation-science should not be 
taught in the public schools because creation-science is not science.

■ | Notes
1. In fact, Act 590 demanded that if one teach[es] evolution, then one must also 
teach creation-science. Presumably a teacher could have stayed away from origins 
entirely—albeit with large gaps in some courses.
2. For a brief personal account of my experiences, see Michael Ruse, “A Philos­
opher at the Monkey Trial,” New Scientist (1982): 317-319.
3. Judge William Overton’s ruling on the constitutionality (or, rather, unconsti­
tutionality) of Act 590 gives a fair and full account of the various claims made by- 
theologians (including historians and sociologists of religion) and scientists.
4. In my book, The Darwinian Revolution: Science Red in Tooth and Claw (Chi­
cago, IL: University of Chicago Press, 1979), I look at the way science was breaking 
apart from religion in the 19th century.
5. What follows is drawn from a number of basic books in the philosophy of 
science, including R. B. Braithwaite, Scientific Explanation (Cambridge, England:
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Cambridge University Press, 1953); Karl R. Popper, The Logic of Scientific Dis­
covery (London: Hutchinson, 1959); E. Nagel, The Structure of Science (London: 
Routledge and Kegan Paul, 1961); Thomas S. Kuhn, The Structure of Scientific 
Revolutions (Chicago, IL: University of Chicago Press, 1962); and C. G. Hempel, 
Philosophy of Natural Science (Englewood Cliffs, NJ: Prentice-Hall, 1966). The 
discussion is the same as what I provided for the plaintiffs in a number of position 
papers. It also formed the basis of my testimony in court, and, as can be seen from 
Judge Overton’s ruling, was accepted by the court virtually verbatim.
6. One sometimes sees a distinction drawn between “theory” and “model." At the 
level of this discussion, it is not necessary to discuss specific details. I consider 
various uses of these terms in my book, Darwinism Defended: A Guide to the 
Evolution Controversies (Reading, MA Addison-Wesley, 1982)-
7. For more on science and miracles, especially with respect to evolutionary ques­
tions, see my Darwinian Revolution, op. cit.
8. The exact relationship between laws and what they explain has been a matter 
of much debate. Today, I think most would agree that the connection must be 
fairly tight—the thing being explained should follow. For more on explanation in 
biology see Michael Ruse, The Philosophy of Biology (London: Hutchinson, 1973); 
and David L. Hull, Philosophy of Biological Science (Englewood Cliffs, NJ: 
Prentice-Hall, 1974). A popular thesis is that explanation of laws involves 
deduction from other laws. A theory' is a body of laws bound in this way: a so- 
called “hypothetico-deductive” system.
9. Falsifiability today has a high profile in the philosophical and scientific literature. 
Many scientists, especially, agree with Karl Popper, who has argued that falsifiability 
is the criterion demarcating science from non-science (see especially his Logicof Sci­
entific Discovery). My position is that falsifiability is an important part, but only one 
part of a spectrum of features required to demarcate science from non-science. For 
more on this point, see my Is Science Sexist? And Other Problems in the Biomedical 
Sciences (Dordrecht Holland: D. Reidel Publishing Company, 1981).
10. At the Arkansas trial, in talking of the tentativeness of science, I drew an 
analogy in testimony between science and the law. In a criminal trial, one tries 
to establish guilt “beyond a reasonable doubt.” If this can be done, then fire 
criminal is convicted. But, if new evidence is ever discovered that might prove the 
convicted person innocent, cases can always be reopened. In science, too, scientists 
make decisions less formally but just as strongly—and get on with business, but 
cases (theories) can be reopened.
11. Of course, the scientist as citizen may run into problems here!
12. The key definitions in Arkansas Act 590, requiring “balanced treatment” in 
the public schools, are found in Section 4 [of die Act]. Section 4(a) does not 
specify exactly how old the earth is supposed to be, but in court a span of 6,000 
to 20,000 years emerged in testimony.

The fullest account of the creation-science position is given in Henry M. 
Morris, ed., Scientific Creationism (San Diego, CA: Creation-Life Publishers, 
1974).
13. Duane T. Gish, Evolution—The Fossils Say No! (San Diego, CA: Creation- 
Life Publishers, 1973), pp. 22-25, his italics.



R u s e  ■ C r e a t io n - S c ie n c e  I s N ot  S c ie n c e I 47

14. John Whitcomb, Jr., and Henry M. Morris, The Genesis F lood  (Philadelphia, 
PA: Presbyterian and Reformed Publishing Company, 1961), pp. 223—224, their 
italics.
15. Ibid, p. 76.
16. See Morris, op. cit., pp. 71—72, and my discussion in Darwinism D efended, 
op. cit.
17. For instance, in John N. Moore and H. S. Slusher, B iology: A Search for 
Order in Complexity (Grand Rapids, Ml: Zondervan, 1977).
18. D. Lack, Darwin’s Finches (Cambridge, England: Cambridge University Press, 
1947).
19. Fred Hoyle and N. C. Wickramasinghe, Evolution from Space (London: Dent, 
1981).
20. Morris, op. cit., p. 173.
21. Donald Johanson and M. Edey, Lucy: The Beginnings of Humankind (New 
York, NY: Simon and Schuster, 1981).
22. Gary E. Parker, Creation: The Facts of Life (San Diego, CA: Creation-Life 
Publishers, 1979), p. 113.
23. For details of these statements, see [footnote] 7 in Judge Overton’s ruling.
24. Parker, op. cit. See, for instance, pp. 55 and 144. The latter passage is worth 
quoting in full:

Then there’s ‘the marvelous fit of organisms to the environment,’ the special adaptations
of cleaner fish, woodpeckers, bombardier beetles, etc., etc.,—what Darwin called ‘Dif­
ficulties with the Theory,’ and what Harvard’s Lewontin (1978) called ‘the chief evi­
dence of a Supreme Designer.’ Because of their ‘perfection of structure,’ he says, 
organisms 'appear to have been carefully and artfully designed.’

The pertinent article by Richard Lewontin is “Adaptation,” Scientific American 
(September 1978).
25. Richard C. Lewontin, The G enetic Basis o f  Evolutionary C hange (New York, 
NY: Columbia University Press, 1974).



La r r y  L a u d a n

Commentary: Science at the 
Bar—  Causes for Concern

In the wake o f the decision in the Arkansas Creationism trial (McLean v. 
Arkansas)' the friends of science are apt to be relishing the outcome. The 
creationists quite clearly made a botch of their case and there can be little 
doubt that the Arkansas decision may, at least for a time, blunt legislative 
pressure to enact similar laws in other states. Once the dust has settled, 
however, the trial in general and Judge William R. Overton’s ruling in 
particular may come back to haunt us; for, although the verdict itself is 
probably to be commended, it was reached for all the wrong reasons and 
by a chain of argument which is hopelessly suspect. Indeed, the ruling 
rests on a host o f misrepresentations of what science is and how it works.

The heart of Judge Overton’s Opinion is a formulation o f “the essen­
tial characteristics of science.” These characteristics serve as touchstones 
for contrasting evolutionary theory with Creationism; they lead Judge 
Overton ultimately to the claim, specious in its own right, that since 
Creationism is not “science,” it must be religion. The Opinion offers five 
essential properties that demarcate scientific knowledge from other things: 
“(1) It is guided by natural law; (2) it has to be explanatory by reference 
to natural law; (3) it is testable against the empirical world; (4) its conclu­
sions are tentative, i.e., are not necessarily the final word; and (5) it is 
falsifiable.”

These fall naturally into two families: properties (1) and (2) have to 
do with lawlikeness and explanatory ability; the other three properties have 
to do with the fallibility and testability of scientific claims. I shall deal 
with the second set of issues first, because it is there that the most egregious 
errors of feet and judgment are to be found.

At various key points in the Opinion, Creationism is charged with 
being untestable, dogmatic (and thus non-tentative), and unfelsifiable. All
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three charges are of dubious merit. For instance, to make the inter-linked 
claims that Creationism is neither falsifiable nor testable is to assert that 
Creationism makes no empirical assertions whatever. That is surely false. 
Creationists make a wide range of testable assertions about empirical mat­
ters of fact. Thus, as Judge Overton himself grants (apparently without 
seeing its implications), the creationists say that the earth is of very recent 
origin (say 6,000 to 20,000 years old); they argue that most of the geolog­
ical features of the earth’s surface are diluvial in character (i.e., products 
of the postulated worldwide Noachian deluge); they are committed to a 
large number of factual historical claims with which the Old Testament 
is replete; they assert the limited variability of species. They are committed 
to the view that, since animals and man were created at the same time, 
the human fossil record must be paleontologically co-extensive with the 
record of lower animals. It is fair to say that no one has shown how to 
reconcile such claims with the available evidence—evidence which speaks 
persuasively to a long earth history, among other things.

In brief, these claims are testable, they have been tested, and they 
have failed those tests. Unfortunately, the logic of the Opinion’s analysis 
precludes saying any of the above. By arguing that the tenets of Creation­
ism are neither testable nor falsifiable, Judge Overton (like those scientists 
who similarly charge Creationism with being untestable) deprives science 
of its strongest argument against Creationism. Indeed, if any doctrine in 
the history of science has ever been falsified, it is the set of claims asso­
ciated with “creation-science." Asserting that Creationism makes no em­
pirical claims plays directly, if inadvertently, into the hands o f the 
creationists by immunizing their ideology from empirical confrontation. 
The correct way to combat Creationism is to confute the empirical claims 
it does make, not to pretend that it makes no such claims at all.

It is true, of course, that some tenets of Creationism are not testable 
in isolation (e.g., the claim that man emerged by a direct supernatural act 
of creation). But that scarcely makes Creationism “unscientific.” It is now 
widely acknowledged that many scientific claims are not testable in iso­
lation, but only when embedded in a larger system of statements, some of 
whose consequences can be submitted to test. '

Judge Overton’s third worry about Creationism centers on the issue 
of revisability. Over and over again, he finds Creationism and its advocates 
“unscientific” because they have “refuse[d] to change it regardless of the 
evidence developed during the course of the[ir] investigation." In point of 
fact, the charge is mistaken. If the claims of modern-day creationists are 
compared with those of their nineteenth-century counterparts, significant 
shifts in orientation and assertion are evident. One of the most visible 
opponents of Creationism, Stephen Gould, concedes that creationists have 
modified their views about the amount of variability allowed at the level 
of species change. Creationists do, in short, change their minds from time



to .time. Doubtless they would credit these shifts to their efforts to adjust 
their views to newly emerging evidence, in what they imagine to be a 
scientifically respectable way.

Perhaps what Judge Overton had in mind was the fact that some of 
Creationism’s core assumptions (e.g., that there was a Noachian flood, 
that man did not evolve from lower animals, or that God created the 
world) seem closed off from any serious modification. But historical and 
sociological researches on science strongly suggest that the scientists of any 
epoch likewise regard some o f their beliefs as so fundamental as not to be 
open to repudiation or negotiation. Would Newton, for instance, have 
been tentative about the claim that there were forces in the world? Are 
quantum mechanicians willing to contemplate giving up the uncertainty 
relation? Are physicists willing to specify circumstances under which they 
would give up energy conservation? Numerous historians and philosophers 
of science (e.g., Kuhn, Mitroff, Feyerabend, Lakatos) have documented 
the existence o f a certain degree of dogmatism about core commitments 
in scientific research and have argued that such dogmatism plays a con­
structive role in promoting tire aims of science. I am not denying that 
there may be subtle but important differences between the dogmatism of 
scientists and that exhibited by many creationists; but one does not even 
begin to get at those differences by pretending that science is characterized 
by an uncompromising open-mindedness.

Even worse, the ad hominem charge o f dogmatism against Creation­
ism egregiously confuses doctrines with the proponents o f those doctrines. 
Since no law mandates that creationists should be invited into die class­
room, it is quite irrelevant whether they themselves are close-minded. The 
Arkansas statute proposed that Creationism be taught, not that creationists 
should teach it. What counts is the epistemic status of Creationism, not 
the cognitive idiosyncrasies of the creationists. Because many of the theses 
of Creationism are testable, the mind set of creationists has no bearing in 
law or in fact on the merits of Creationism.

What about the Other pair of essential characteristics which the Mc­
Lean Opinion cites, namely, that science is a matter of natural law and 
explainable by natural law? I find the formulation in the Opinion to be 
rather fuzzy; but the general idea appears to be that it is inappropriate and 
unscientific to postulate the existence of any process or feet which cannot 
be explained in terms of some known scientific laws—for instance, the 
creationists’ assertion that there are outer limits to the change of species 
“cannot be explained by natural law.” Earlier in the Opinion, Judge Over- 
ton also writes “there is no scientific explanation for these limits which is 
guided by natural law,” and thus concludes that such limits are unscien­
tific. Still later, remarking on the hypothesis of the Noachian flood, he 
says: “A worldwide flood as an explanation of the world’s geology is not 
the product of natural law, nor can its occurrence be explained by natural 
law.” Quite how Judge Overton knows that a worldwide flood “cannot”
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be explained by the laws of science is left opaque; and even if we did not 
know now' to redueea universal flood to the familiar laws of physics, 
this requirement is an altogether inappropriate standard for ascertaining 
whether a claim is scientific. For centuries scientists have recognized a 
difference between establishing the existence o f a phenomenon and ex­
plaining that phenomenon in a lawlike way. Our ultimate goal, no doubt, 
is to do both. But to suggest, as the McLean Opinion does repeatedly, that 
an existence claim (e.g., there was a worldwide flood) is unscientific until 
we have found the laws on which the alleged phenomenon depends is 
simply outrageous. Galileo and Newton took themselves to have estab­
lished the existence of gravitational phenomena, long before anyone was 
able to give a causal or explanatory account of gravitation. Darwin took 
himself to have established the existence of natural selection almost a half- 
century before geneticists were able to lay out the laws of heredity on 
which natural selection depended. If we took the McLean Opinion cri­
terion seriously, we should have to say that Newton and Darwin were 
unscientific; and, to take an example from our own time, it would follow 
that plate tectonics is unscientific because we have not yet identified the 
laws of physics and chemistry which account for the dynamics o f crustal 
motion.

The real objection to such creationist claims as that of the (relative) 
invariability of species is not that such invariability has not been explained 
by scientific laws, but rather that the evidence for invariability is less robust 
than the evidence for its contrary, variability. But to say as much requires 
renunciation of the Opinion’s other charge—to wit, that Creationism is 
not testable.

I could continue with this tale of woeful fallacies in the Arkansas 
ruling, but that is hardly necessary. What is worrisome is that the Opinion’s 
line of reasoning—which neatly coincides with the predominant tactic 
among scientists who have entered the public fray on this issue—leaves 
many loopholes for the creationists to exploit. As numerous authors have 
shown, the requirements of testability, revisability, and falsifiability are ex­
ceedingly weak requirements. Leaving aside the fact that (as I pointed out 
above) if can be argued that-GisaBHQnasm already satisfies these require­
ments, it would be easy for a creationist to say the following: "I will aban­
don my views if we find a living specimen of a species intermediate 
between man and apes.” It is, of course, extremely unlikely that such an 
individual will be discovered. But, in that statement the creationist would 
satisfy, in one fell swoop, all the formal requirements of testability, falsi­
fiability, and revisability. If we set very weak standards for scientific 
status—and, let there be no mistake, I believe that all of the Opinion’s last 
three criteria fall in this category—then it will be quite simple for Crea­
tionism to qualify as “scientific.”

Rather than taking on the creationists obliquely and in wholesale fash­
ion by suggesting that what they are,doing is “unscientific” tout court
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(which is doubly silly because few authors can even agree on what makes 
an activity scientific), we should confront their claims directly and in 
piecemeal fashion by asking what evidence and arguments can be mar­
shalled for and against each of them. The core issue is not whether Crea­
tionism satisfies some undemanding and highly controversial definitions 
of what is scientific; the real question is whether the existing evidence 
provides stronger arguments for evolutionary theory than for Creationism. 
Once that question is settled, we will know what belongs in the classroom 
and what does not. Debating the scientific status of Creationism (especially 
when “science” is construed in such an unfortunate manner) is a 
red herring that diverts attention away from the issues that should con­
cern us.

Some defenders of the scientific orthodoxy will probably say that my 
reservations are just nitpicking ones, and that—at least to a first order of 
approximation—Judge Overton has correctly identified what is fishy about 
Creationism. The apologists for science, such as the editor o f The Skeptical 
Inquirer, have already objected to those who criticize this whitewash of 
science “on arcane, semantic grounds . . . [drawn] from the most remote 
reaches of the academic philosophy of science.”2 But let us be clear about 
what is at stake. In setting out in the McLean Opinion to characterize the 
“essential” nature of science, Judge Overton was explicitly venturing into 
philosophical terrain. His obiter dicta are about as remote from well- 
founded opinion in the philosophy of science as Creationism is from re­
spectable geology. It simply will not do for die defenders of science to 
invoke philosophy of science when it suits them (e.g., their much-loved 
principle of falsifiability comes directiy from the philosopher Karl Popper) 
and to dismiss it as “arcane” and “remote” when it does not. However 
noble the motivation, bad philosophy makes for bad law.

The victory' in the Arkansas case was hollow, for it was achieved only 
at the expense of perpetuating and canonizing a false stereotype of what 
science is and how it works. If it goes unchallenged by the scientific com­
munity’, it will raise grave doubts about that community*s intellectual in­
tegrity. No one familiar with the issues can really believe that anything 
important was settled through anachronistic efforts to revive a variety of 
discredited criteria for distinguishing between the scientific and the non- 
scientific. Fifty years ago, Clarence Darrow asked, a propos the Scopes 
trial, “Isn't it difficult to realize that a trial of this kind is possible in the 
twentieth century in the United States of America?” We can raise that 
question anew, with the added irony that, this time, the pro-science forces 
are defending a philosophy of science which is, in its way, every bit as 
outmoded as the “science” of the creationists.
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Response to the
Commentary:
Prejudice

As always, my friend Larry Laudan writes in an entertaining and provoc­
ative manner, but, in his complaint against Judge William Overton’s ruling 
in McLean v. Arkansas,* Laudan is hopelessly wide of the mark. Laudan’s 
outrage centers on tíre criteria for the demarcation of science which Judge 
Overton adopted, and the judge’s conclusion that, evaluated by these 
criteria, creation-science fails as science. I shall respond directly to this 
concern—after making three preliminary remarks.

First, although Judge Overton does not need defense from me or 
anyone else, as one who participated in die Arkansas trial, I must go on 
record as saying that I was enormously impressed by his handling of the 
case. His written judgment is a first-class piece of reasoning. With cause, 
many have criticized the State erf Arkansas for passing the “Creation- 
Science Act,” but we should not ignore that, to the state’s credit, Judge 
Overton was bom, raised, and educated in Arkansas.

Second, Judge Overton, like everyone else, was fully aware that proof 
that something is not science is not the same as proof that it is religion. 
The issue of what constitutes science arose because the creationists claim 
that their ideas qualify as genuine science rather than as fundamentalist 
religion. The attorneys developing the American Civil Liberties Union 
(ACLU) case believed it important to show that creation-science is not 
genuine science. Of course, this demonstration does raise the question of 
what creation-science really is. The plaintiffs claimed that creation-science 
always was (and still is) religion. The plaintiffs’ lawyers went beyond the 
negative argument (against science) to make the positive case (for reli­
gion). They provided considerable evidence for the religious nature of 
creation-science, including such things as the creationists’ explicit reliance 
on the Bible in their various writings. Such arguments seem about as
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strong as one could wish, and they were duly noted by Judge Overton and 
used in support of his ruling. It seems a little unfair, in the context, there­
fore, to accuse him of “specious” argumentation. He did not adopt the 
naive dichotomy of “science or religion but nothing else.”

Third, whatever the merits of the plaintiffs’ case, the kinds of con­
clusions and strategies apparently favored by Laudan are simply not strong 
enough for legal purposes. His strategy would require arguing that 
creation-science is weak science and therefore ought not to be taught:

The core issue is not whether Creationism satisfies some undemanding and 
highly controversial definitions of what is scientific; the real question is 
whether the existing evidence provides stronger arguments for evolutionary 
theory than for Creationism. Once that question is settled, we will know what 
belongs in the classroom and what does not.2

Unfortunately, the U.S. Constitution does not bar the teaching of weak 
science. What it bars (through the Establishment Clause of the First 
Amendment) is the teaching of religion. The plaintiffs’ tactic was to show 
that creation-science is less than weak or bad science. It is not science at 
all.

Turning now to the main issue, I see three questions that must be 
addressed. Using the five criteria listed by Judge Overton, can one distin­
guish science from non-science? Assuming a positive answer to the first 
question, does creation-science fail as genuine science when it is judged 
by these criteria? And, assuming a positive answer to the second, does die 
Opinion in McLean make this case?

The first question has certainly tied philosophers of science in knots 
in recent years. Simple criteria that supposedly give a clear answer to every 
case—for example, Karl Popper’s single stipulation of falsifiability1—will 
not do. Nevertheless, although there may be many grey areas, white does 
seem to be white and black does seem to be black. Less metaphorically, 
something like psychoanalytic theory may or may not be science, but there 
do appear to be clear-cut cases of real science and of real non-science. 
For instance, an explanation of the fact that.j*iy_9on has blue eyes, given 
that both parents have blue eyes, done in terms of dominant and recessive 
genes and with an appeal to Mendel’s first law, is scientific. The Catholic 
doctrine of transubstantiation (i.e., that in the Mass the bread and wine 
turn into the body and blood of Christ) is not scientific.

Furthermore, the five cited criteria of demarcation do a good job of 
distinguishing the Mendelian example from the Catholic example. Law 
and explanation through law come into the first example. They do not 
enter the. second. W e can test the first example, rejecting it if necessary'. 
In this sense, it is tentative, in that something empirical might change our 
minds. The case of transubstantiation is different. God may have His own



laws, but neither scientist nor priest can tell us about those which turn 
bread and wine into flesh and blood. There is no explanation through 
law. No empirical evidence is pertinent to the miracle. Nor would the 
believer be swayed by any empirical facts. Microscopic examination of the 
Host is considered irrelevant. In this sense, the doctrine is certainly not 
tentative.

One pair of examples certainly do not make for a definitive case, but 
at least they do. suggest that Judge Overton’s criteria are not quite as 
irrelevant as Laudan’s critique implies. What about the types of objec­
tions (to the criteria) that Laudan does or could make? As far as the use 
of law is concerned, he might complain that scientists themselves 
have certainly not always been that particular about reference to law. For 
instance, consider the following claim by Charles Lyell in his Principles 
o f Geology (1830/3): “W e are not, however, contending that a real depar­
ture from the antecedent course of physical events cannot be traced in 
the introduction of man.”4 All scholars agree that in this statement Lyell 
was going beyond law. The coming of man required special divine inter­
vention. Yet, surely the Principles as a whole qualify as a contribution to 
science.

Two replies are open: either one agrees that the case of Lyell shows 
that science has sometimes mingled law with non-law; or one argues that 
Lyell (and others) mingled science and non-science (specifically, religion 
at this point). My inclination is to argue the latter. Insofar as Lyell acted 
as scientist, he appealed only to law. A century and a half ago, people 
were not as conscientious as today about separating science and religion. 
However, even if one argues the former alternative—that some science has 
allowed place for non-lawbound events—this hardly makes Laudan’s case. 
Science, like most human cultural phenomena, has evolved. What was 
allowable in the early nineteenth century is not necessarily allowable in 
the late twentieth century'. Specifically, science today does not break with 
law. And this is what counts for us. We want criteria of science for today, 
not for yesterday. (Before I am accused of making my case by fiat, let me 
challenge Laudan to find one point within the modem geological theory 
of plate tectonics where appeal is made to miracles, that is, to breaks with 
law. O f course, saying that science appeals to law is not asserting that we 
know all of the laws. But, who said that we did? Not Judge Overton in 
his Opinion.)

What about the criterion of tentativeness, which involves a willingness 
to test and reject if necessary? Laudan objects that real science is hardly 
all that tentative: “[Historical and sociological researches on science 
strongly suggest that the scientists of any epoch likewise regard some of 
their beliefs as so fundamental as not to be open to repudiation or nego­
tiation.”5

It cannot be denied that scientists do sometimes—frequently—hang
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on to their views, even if not everything meshes precisely with the real 
world. Nevertheless, such tenacity can be exaggerated. Scientists, even 
Newtonians, have been known to change their minds. Although I would 
not want to say that the empirical evidence is all-decisive, it plays a major 
role in such mind changes. As an example, consider a major revolution 
of our own time, namely that which occurred in geology. When 1 was an 
undergraduate in 1960, students were taught that continents do not move. 
Ten years later, they were told that they do move. Where is the dogmatism 
here? Furthermore, it was the new empirical evidence—e.g., about the 
nature of the sea-bed—which persuaded geologists. In short, although sci­
ence may not be as open-minded as Karl Popper thinks it is, it is not as 
close-minded as, say, Thomas Kuhn6 thinks it is.

Let me move on to the second and third questions, the status of 
creation-science and Judge Overton’s treatment of the problem. The 
slightest acquaintance with the creation-science literature and Creationism 
movement shows that creation-science fails abysmally as science. Consider 
the following passage, written by one of the leading creationists, Duane 
T. Gish, in Evolution: The Fossils Say No!:

c r e a t io n . By creation we mean the bringing into being by a supernatural 
Creator of the basic kinds of plants and animals by the process of sudden, or 
fiat, creation.

We do not know how the Creator created, what processes He used, fo r He 
used  processes wh ich  are not now  operating anywhere in th e natural universe. 
This is why we refer to creation as Special Creation. We cannot discover by 
scientific investigations anything about the creative processes used by the 
Creator.7

The following sim ilar passage was written by Henry' M . Morris, who is 
considered to be the founder of the creation-science movement:

. . . it is . . . quite impossible to determine anything about Creation through 
a study of present processes, because present processes are not created in 
character. If man wishes to know anything about Creation (the time of Cre­
ation, the duration of Creation, the order of Creation, the methods of Cre­
ation, or anything else) his sole source of true information is that of divine 
revelation. God was there when it happened. We were not there . . . therefore, 
we are completely limited to what God has seen fit to tell us, and this infor­
mation is in His written Word. This is our textbook on the science of 
Creation 18

By their own words, therefore, creation-scientists adm it that they appeal to 
phenomena not covered or explicable by any laws that humans can grasp



as laws. It is not simply that die pertinent laws are not yet known. Creative 
processes stand outside law as humans know it (or could know it) on 
Earth—at least there is no way that scientists can know laws breaking (or 
transcending) Mendel’s laws through observation and experiment. Even if 
God did use His own laws, they are necessarily veiled from us forever in 
this life, because Genesis says nothing of them.

Furthermore, there is nothing tentative or empirically checkable 
about the central claims of creation-science. Creationists admit as much 
when they join the Creation Research Society (the leading organization 
of the movement). As a condition of membership applicants must sign 
a document specifying that they now believe and will continue to be­
lieve:
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(1) The Bible is the written Word of God, and because we believe it to be 
inspired throughout, all of its assertions are historically and scientifically true 
in all of the original autographs. To the student of nature, this means that 
the account of origins in Genesis is a factual presentation of simple historical 
truths. (2) All basic types of living things, including man, were made by direct 
creative acts of God during Creation Week as described in Genesis. Whatever 
biological changes have occurred since Creation have accomplished only 
changes within the original created kinds. (3) The great Flood described in 
Genesis, commonly referred to as the Noachian Deluge, was an historical 
event, worldwide in its extent and effect. (4) Finally, we are an organization 
of Christian men of science, who accept Jesus Christ as our Lord and Savior. 
The account of the special creation of Adam and Eve as one man and one 
woman, and their subsequent fall into sin, is the basis for our belief in the 
necessity of a Savior for all mankind. Therefore, salvation can come only thru 
accepting Jesus Christ as our Savior.9

It is difficult to imagine evolutionists signing a comparable statement, that 
they will never deviate from the literal text of Charles Darwin’s On the 
Origin of Species. The non-scientific nature of creation-science is evident 
for all to see, as is also its religious nature. Moreover, the quotes I have 
used above were all used by Judge Overton, in th'e McLean Opinion, to 
make exactly the points I have just made. Creation-science is not genuine 
science, and Judge Overton showed this.

Finally, what about Laudan’s claim that some parts of creation-science 
(e.g., claims about the Flood) are falsifiable and that other parts (e.g., 
about the originally created “kinds”) are revisable? Such parts are not 
falsifiable or revisable in a way indicative of genuine science. Creation- 
science is not like physics, which exists as part of humanity’s common 
cultural heritage and domain. It exists solely in the imaginations and writ­
ing of a relatively small group of people. Their publications (and stated 
intentions) show that, for example, there is no way they will relinquish



belief in the Flood, whatever the evidence.10 In this sense, their doctrines 
are truly unfalsifiable.

Furthermore, any revisions are not genuine revisions, but exploitations 
of the gross ambiguities in the creationists’ own position. In the matter of 
origins, for example, some elasticity could be perceived in the creationist 
position, given the conflicting claims that the possibility of (degenerative) 
change within the originally created “kinds.” Unfortunately, any open- 
mindedness soon proves illusory; for creationists have no real idea about 
what God is supposed to have created in the beginning, except that man 
was a separate species. They rely solely on the Book of Genesis:

And God said, Let the waters bring forth abundantly the moving creature 
that hath life, and the fowl that may fly above the earth in the open firmament 
of heaven.

And God created great whales, and every living creature that moveth, which 
the waters brought forth abundantly, after their kind, and every winged fowl 
after his kind: and God saw that it was good.

And God blessed them, saying Be fruitful, and multiply, and fill the waters 
in the seas, and let fowl multiply in the earth.

And the evening and the morning were the fifth day.

And God said, Let the earth bring forth the living creature after his kind, 
cattle, and creeping thing, and beast of the earth after his kind: and it was
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And God made the beast of the earth after his kind, and cattle after their 
kind, and everything that creepeth upon the earth after his kind: and God 
saw that it was good.11

But the definition of “kind,” what it really is, leaves creationists as mystified 
as it does evolutionists. For example, creationist Duane Gish makes this 
statement" ott fire-subject:

[W]e have defined a basic kind as including all of those variants which have 
been derived from a single stock. . . . We cannot always be sure, however, 
what constitutes a separate kind. The division into kinds is easier the more 
the divergence observed. It is obvious, for example, that among invertebrates 
the protozoa, sponges, jellyfish, worms, snails, trilobites, lobsters, and bees are 
all different kinds. Among the vertebrates, the fishes, amphibians, reptiles, 
birds, and mammals are obviously different basic kinds.

Among the reptiles, the turtles, crocodiles, dinosaurs, pterosaurs (flying rep­
tiles), and ichthyosaurs (aquatic reptiles) would be placed in different kinds.
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Each one of these major groups of reptiles could be further subdivided into 
the basic kinds within each.

Within the mammalian class, duck-billed platypus, bats, hedgehogs, rats, rab­
bits, dogs, cats, lemurs, monkeys, apes, and men are easily assignable to dif­
ferent basic kinds. Among die apes, the gibbons, orangutans, chimpanzees, 
and gorillas would each be included in a different basic kind.13

Apparently, a “kind” can be anything from humans (one species) to tri- 
lobites (literally thousands of species). The term is flabby to the point of 
inconsistency. Because humans are mammals, if one claims (as creationists 
do) that evolution can occur within but not across kinds, then humans 
could have evolved from common mammalian stock—but because hu­
mans themselves are kinds such evolution is impossible.

In brief, there is no true resemblance between the creationists’ treat­
ment of their concept of “kind” and the openness expected of scientists. 
Nothing can be said in favor of creation-science or its inventors. Overton’s 
judgment emerges unscathed by Laudan’s complaints.
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1.1 | Popper’s Demarcation Criterion
In “Science: Conjectures and Refutations,” Sir Karl Popper explains how 
he came to formulate his falsifiability criterion for the scientific status of 
a theory. He recognized that it was not enough to use the so-called em­
pirical (or inductive) method o f generalizing from observation and expe­
rience, for by this standard astrology might well qualify as genuine science. 
So why, Popper wondered, were Freudian psychoanalysis, Adlerian “in­
dividual psychology,” and the Marxist theory of history more like astrology 
than astronomy, more like myth than science?

His answer came from noting that, while proponents o f these disci­
plines found confirming evidence for their theories at every turn, they 
made no predictions that could be disconfirmed by evidence. With delib­
erate irony, Popper describes “the incessant stream o f confirmations, of 
observations which ‘verified’ the theories in question” (5). Moreover, it 
seemed to Popper as though just about anything, even apparent counter­
evidence, could be explained in Freudian or Adlerian or Marxist terms. 
In marked contrast to this were certain features characterizing one o f the 
most important physical theories of this century. Popper recounts how' 
impressed he was by the bold prediction of the bending of starlight near 
the surface of the sun made by Einstein’s general theory of relativity. This 
prediction was verified by two astronomical expeditions to observe the total 
solar eclipse of 29 May 1919—one to Brazil, the other to the west coast 
of Africa—organized by the British cosmologist Sir Arthur Eddington. Pho­
tographic plates produced during these expeditions revealed that starlight 
was indeed deflected by the sun by an amount very' close to Einstein’s 
prediction of 1.75 seconds of arc. This crucial observation led to the over­
throw of Newton’s theory of gravity by Einstein’s general theory of 
relativity.1

Unlike Marx’s theory of history and Adler’s theory of the inferiority 
complex, Einstein’s theory ran a serious risk of refutation by predicting 
the result of an observational test before the test was made. Popper sees . 
this possibility of refutation by observation and experiment as the hallmark 
of genuine science. .Agreement with known facts, or the ability to explain 
known facts, is not enough to make a theory scientific. Whereas the Marx­
ists and Adlerians saw confirmation of their theories everywhere and rec­
ognized nothing that their theories could not explain, Einstein’s theory is 
refutable because, by its very nature, it is incompatible with certain pos­
sible results of observation—it is open to falsifying tests. Popper insists that 
in order to be scientific a theory must take a risk by predicting something
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new.. Thus, Popper advocates falsifiability (testability), not verifiability 
(confirmability), as the demarcation criterion for distinguishing science 
from pseudoscience.

F a l s i f i a b i l i t y

Despite its simplicity and initial plausibility, there is much that is unclear 
and controversial about Popper’s demarcation criterion. Part of the un- 
clarity arises because Popper shifts back and forth between two different 
notions—between falsifiability as a logical property of statements (requir­
ing that scientific statements logically imply at least one testable predic­
tion) and falsifiability as a term prescribing how scientists should act. 
According to Popper, scientists should test their theories by trying to refute 
them; when a prediction disagrees with observation and experiment, they 
should abandon their theories as refuted. Falsifiability in this second, pre­
scriptive sense implies falsifiability in the first sense, for it is only by making 
testable predictions that a theory—made up of scientific statements—can 
be refuted. But the implication does not hold in the other direction. It is 
perfectly possible for a theory such as Marxism to imply at least one test­
able prediction (say, that all socialist revolutions will occur among the 
proletariat of industrialized capitalist nations) and yet, when the prediction 
turns out to be false (because the Russian and Chinese revolutions oc­
curred in societies that were preindustrial and feudal), the adherents of 
the theory refuse to regard it as refuted and strive to explain away the 
anomaly. Thus, a theory drat is scientific in> Popper’s (first) logical sense 
might be judged pseudoscientific in Popper’s (second) methodological 
sense because of the behavior of its proponents.

Many philosophers have criticized the prescriptive, methodological 
aspect of Popper’s demarcation criterion. They argue that abandoning a 
theory the instant it makes a false prediction would rule out too much 
good science. (This criticism, made by Kuhn and Lakatos, among others, 
will be discussed later.) Some philosophers also object to the first sense of 
Popper’s falsifiability criterion, that falsifiability is a logical property of 
scientific statements, on the grounds that it is too weak. Take any state­
ment, however implausible or crazy it may sound, and conjoin it with a 
respectable scientific theory. The crazy statement, C, might be the claim 
that aliens visited the earth during the Pleistocene era and removed all 
traces of their visit before departing. Although C is not a tautology, it 
makes no testable predictions. The respectable scientific theory, T, could 
be from any field whatever—geology, chemistry, physics, or astronomy. 
The conjunction, (T & C), makes lots o f testable predictions since its 
logical consequences include all the predictions made by T alone. Thus, 
(T & C) satisfies Popper's falsifiability criterion. The moral is clear: having 
testable consequences is a very weak requirement. At best, perhaps, it is a 
necessary condition for genuine science, and many statements that satisfy
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it are not part of science. Thus, presumably, Popper was not claiming that 
all falsifiable statements are scientific; he was merely claiming that in order 
to be scientific, a statement must be falsifiable.2

P o p p e r  a n d  t h e  T h e o r y  o f  E v o l u t i o n

Popper claimed for several decades that the principle of natural selection 
in Darwin’s theory of evolution fails to satisfy his falsifiability criterion ¡ that 
is, falsifiability as a logical property of statements) and thus, in some im­
portant sense, that it is not scientific but “metaphysical.” Popper recanted 
this belief, appropriately enough, when he delivered the first Darwin Lec­
ture at Darwin College, Cambridge University, in 1977.3 This is important 
for three reasons. First, it illustrates how difficult it can be to decide 
whether or not a component of a scientific theory is falsifiable. Second, 
it illustrates the complexity of Popper’s position, since Popper never con­
demned the whole of Darwin’s theory as a pseudoscience even when he 
judged that an important part of that theory could not be falsified. Third, 
it sheds some light—if just a little—on the position of creationists who, 
much to Popper’s dismay, have appealed to Popper’s (pre-1977) writings 
for support in their crusade against the theory o f evolution.

Before his recantation, Popper expressed reservations about Darwin’s 
theory by saying that “Darwinism is not a testable scientific theory, but a 
metaphysical research programme—a possible framework for testable sci­
entific theories.”4 What Popper meant by this is that Darwin’s theory', 
when expressed in very general terms as a group of claims about heredity', 
random mutation, and differential survival, does not make any predictions 
about which species (or indeed whether any species) will evolve. Popper 
thought that prediction and explanation seem to occur because we forget 
that adaptation or fitness is implicidy defined in terms o f survival. Thus, 
while it may seem as if we have explained why a particular species now 
thrives by saying that it adapted to its environment, Popper judged this to 
be no explanation at all. Rather, he said that the claim that a species now 
living has adapted to its environment is “almost tautological,” that is, true 
by definition.5

Popper’s charge that the phrase “the survival of the fittest” is tanta­
mount to a tautology (that to survive is to be fittest) has been repeated by 
creationists such as Henry Morris, who have then denied that evolutionary 
theory as whole is either empirical or testable.6 But even if a theory in­
cludes some elements that are true by definition or untestable for some 
other reason, it hardly follows that the theory as a whole or specific versions 
of it are untestable. Indeed, Popper regarded Darwinism as similar in this 
regard to atomism and field theory. In his view, these are all metaphysical 
generalizations that make no predictions and hence are untestable. None­
theless, they are of great scientific value because they give rise to specific 
theories that are testable and haye been tested. So when Popper judges a
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proposition to be unfalsifiable and “metaphysical,” he is not claiming that 
the proposition has no scientific value, nor is he asserting that any theory 
associated with it is pseudoscientific.

But is “the survival of the fittest” a tautology as has been charged? 
One problem in assessing this accusation is that “the survival of the fittest” 
is a phrase, not a proposition, and only propositions can be tautologies.7 
What is needed is a precise statement of the allegedly tautologous prop­
osition. Is the proposition in question a definition of fitness (or relative 
adaptiveness) in terms of the probability of reproductive success? Or is it 
the historical claim that the traits in current populations are the result of 
natural selection (i.e., selection of the fittest ancestral variants)? In his 
Darwin Lecture, Popper opted for the latter and then noted, correctly, that 
it is an empirical matter whether natural selection or some other mech­
anism (such as genetic drift) is responsible for the traits we now find in a 
population of organisms. Thus, Popper conceded that the principle of 
natural selection is falsifiable and testable.

Before concluding this section, there is one further small matter con­
cerning Darwin’s theory and Popper’s criterion of falsifiability. Sometimes 
the claim is made (often, but not always, by creationists) that Darwin’s 
theory (and, presumably, other sciences such as paleontology, geology, and 
cosmology) are unscientific because they are, at least in part, historical. 
Evolutionary theory, we are told, makes claims about historical events, 
many of which occurred before the advent of any human observers on 
this planet. Historical events are unique and unrepeatable. Therefore, crit­
ics conclude, Darwin’s theory cannot be tested or refuted.* This argument, 
as Popper himself has emphasized, is invalid: its conclusion does not fol­
low from its premises.* Claims about historical events, even events that 
occurred millions of years ago can be tested (and thus, in principle, re­
futed) by using them to make predictions about the evidence we should 
find now if the historical claims are true: cometaiy collisions with the 
earth leave craters and abnormally high concentrations of iridium in the 
surrounding rocks; animals and plants leave fossils; the “big bang” still 
resonates in the form of background microwave radiation in space.

1.2 | Kuhn’s Criticisms o f Popper
One of the many people who have challenged Popper’s appeal to falsifi­
ability as a demarcation criterion is Thomas Kuhn. In his book, The Struc­
ture o f Scientific Revolutions (1962), Kuhn insisted that if we are to arrive 
at an adequate characterization of science, close attention must be paid 
to its history: a proper philosophy of science should reflect the history of 
science. On this account, philosophy of science ought to describe the way 
scientists actually behave and the way that science has evolved over time.



Doing so shows that not all scientific activity is of the same kind. Kuhn 
thinks that scientific activity fells into two distinct types: normal science 
and extraordinary (or revolutionary) science.

N o r m a l  S c i e n c e  a n d  P u z z l e  S o l v in g

During periods of normal science, scientists take for granted the major 
theories of their day and content themselves with what Kuhn calls puzzle 
solving. In some respects, the puzzle-solving aspect of normal science is 
like trying to do the exercises at the back of a physics or chemistry text­
book. The aim of practicing scientists is not to call into question Newto­
nian mechanics or the laws of thermodynamics, but rather to see whether 
they can solve problems by using these accepted theories in conjunction 
with other assumptions and models. Just as failure to get the right answer 
to an exercise is regarded as a failure of the student, not of the theory', so, 
too, failure to solve a puzzle during a period of normal science is consid­
ered the fault of the scientist using the theory, not the fault of the theory' 
itself. Only very rarely, during periods of extraordinary science, do scien­
tists deliberately question the received theories of their day and attempt to 
refute them. Typically such periods of extraordinary science arise because 
of repeated failures to solve puzzles. If a theory is refuted, then it must be 
replaced by another theory that is at least as general in scope. Science, 
like nature, abhors a vacuum: scientists will give up a global theory only 
when they have an even better theory to adopt in its place. W hen such a 
replacement occurs, we have a scientific revolution. (For a much fuller 
discussion of Kuhn’s views on scientific revolutions, see chapter 2, “Ra­
tionality, Objectivity, and Values in Science,” below.)

Kuhn agrees with Popper and many other philosophers o f science that 
astrology is a pseudoscience. In this, as in many other cases, Popper’s 
criterion of demarcation (severity of testing) leads to the same verdict as 
Kuhn’s criterion (puzzle solving). But Kuhn rejects Popper’s demarcation 
criterion and with it Popper’s explanation of why astrology is pseudosci­
entific. Popper insists that by formulating their accounts in suitably vague 
terms, astrologers are able to “explain «way anything that might have been 
a refutation of the theory” (8). For Popper, this emphasis on confir­
mation and avoidance of testability or falsification marks the difference 
between pseudoscience and science. Kuhn’s account of why astrology is 
a pseudoscience is quite different from Popper’s. Kuhn points out that 
astrology was finally abandoned by scientists around the middle of the 
seventeenth century, mainly as a consequence of the Copemican revo­
lution. But throughout its history, astrology was notoriously unreliable and 
its predictions often failed. Interestingly, these frequent failures were never 
given as a reason for thinking that astrology is false until after astrology- 
had been abandoned. During its heyday, astrology was regarded rather as 
mediqine and., meteorology once were—as an imprecise study of an enor­
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mously complex subject. In any case, astrology can scarcely be reckoned 
a nonscience simply because it made predictions that turned out to be 
false. Still, Kuhn insists, astrology never was a science. Although astrologers 
use rules of thumb to cast horoscopes, astrology has no central theory and 
no puzzle-solving tradition of a sort characterizing normal science. Thus 
astrology was, and remains, at best a craft and not a science.

S c i e n t i f i c  R e v o l u t i o n s

In “Logic of Discovery or Psychology of Research?” Kuhn gives several 
examples of scientific revolutions: the overthrow of Newton’s theory of 
gravity by Einstein’s general theory of relativity; the replacement of the 
phlogiston theory by Lavoisier's new chemical theory (in which the ad­
dition of oxygen, not the release o f phlogiston, is responsible for the burn­
ing of metals in air); the experimental confirmation of Lee and Yang’s 
theory that the weak interaction—the nuclear process responsible for the 
release of electrons during radioactive decay—does not conserve parity. 
One of Kuhn’s main criticisms of Popper is that sincere attempts to refute 
theories are quite rare in science. Such attempts are usually confined to 
the periods of extraordinary science that immediately precede scientific 
revolutions. Thus, according to Kuhn, Popper’s falsifiability account of 
science fails to describe normal science. If falsifiability were the criterion 
marking off science from pseudoscience, then genuine science as it is 
done most of the time, being normal and not extraordinary, would be 
improperly classified as pseudoscientific.

As we have seen, Kuhn rejects Popper's falsifiability criterion as an 
account of normal science; but how well does it fit those episodes of 
extraordinary science (scientific revolutions) in which large-scale theories 
are refuted and replaced? According to Kuhn, another flaw in Popper’s 
historically insensitive treatment is that in some scientific revolutions— 
Kuhn gives the Copemican revolution as an example—the old theory (Pto­
lemy’s geocentric theory) was replaced by the new theory (Copernicus’s 
heliocentric theory) before the old theory was refuted. For example, Ga­
lileo’s telescopic observations of the phases of Venus, the moons of Jupiter, 
and the motion of sunspots were made at least sixty years after die publi­
cation of Copernicus’s De Revolutionibus (1543) and only after Galileo 
had become a convinced Copemican. Arguably, Ptolemy’s theory (in 
which the earth is stationary at the center of the universe) was decisively 
refuted only when Newton’s theory of mechanics and gravity was accepted. 
(Newton’s Principia was published in 1687.) Newton’s theory showed that 
it was physically impossible for the entire heavens to rotate around the 
earth’s north-south axis. When Copernicus proposed his new theory, most 
astronomers thought that the Ptolemaic theory could solve all its problems 
by adjusting a few parameters. Hardly anyone thought that Ptolemy’s the­
ory had been severely tested and found irreparably wanting. Here again,
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Kuhn argues, Popper’s account of science does not fit the history of sci­
ence. There is more to science and being scientific than falsifiability and 
testing.

1 3  | Lakatos and Scientific Research Programmes
In “Science and Pseudoscience,” Imre Lakatos notes that genuine scientia 
(knowledge) cannot be marked off from impostors simply in terms of the 
number of people who believe it or how strongly they believe it. The worst 
of pseudoscience has, in the past, commanded dogged assent from large 
numbers of intellectuals. Nor can we rest a criterion of demarcation on 
the commonplace assertion that genuine science is supported by the ob­
servable facts. For, Lakatos asks, how could this criterion be justified? Like 
Kuhn and Popper, Lakatos agrees that no scientific theory can be deduced 
from observational and experimental facts. When scientists such as New­
ton and Ampere claimed that their theories were not hypotheses but proven 
tru ths  because they were deduced from experiments and observations, they 
were simply wrong.

W h y  A l l  T h e o r i e s  A r e  U n p r o v a b l e

We can appreciate Lakatos’s point by considering a single example: New­
ton’s theory of gravitation. Newton’s theory says that every particle o f matter 
in the universe attracts every other particle with a force according to an 
inverse square law. Newton’s theory is a universal generalization that ap­
plies to every particle of matter, anywhere in the universe, at any time. 
But however numerous they might be, our observations of planets, felling 
bodies, and projectiles concern only a finite number of bodies during 
finite amounts of time. So the scope of Newton’s theory vastly exceeds the 
scope of the evidence. It is possible that all our observations are correct, 
and yet Newton’s theory is false because some bodies not yet observed 
violate the inverse square law. Since "All Fs are G ” cannot be deduced 
from “Some Fs are G,” it cannot be true that Newton’s theory can be 
proven by logically deducing it from the evidence. As Lakatos points out, 
this prevents us from claiming that scientific theories, unlike pseudosci­
entific theories, can be proven from observational facts. Tire truth is that 
no theory can be deduced from such facts. All theories are unprovable, 
scientific and unscientific alike.

W h y  A l l  T h e o r i e s  A r e  I m p r o b a b l e

While conceding that scientific theories cannot be proven, most people 
still believe that theories can be made more probable by evidence. Lakatos
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follows Popper in denying that any theory can be made probable by any 
amount of evidence. Popper’s argument for this controversial claim rests 
on the analysis of the objective probability of statements given by inductive 
logicians.10 Consider a card randomly drawn from a standard deck of fifty- 
two cards. What is the probability that the card selected is the ten of hearts? 
Obviously, the answer is Vsz. There are fifty-two possibilities, each of which 
is equally likely and only one of which would render true the statement 
“This card is the ten of hearts.” Now consider a scientific theory that, like 
Newton’s theory of gravitation, is universal. The number of things to which 
Newton’s theory applies is, presumably, infinite. Imagine that we name 
each of these things by numbering them 1, 2, 3, . . . , n, . . . . There are 
infinitely many ways the world could be, each equally probable.

1 obeys Newton’s theory, but none of the others do.
1 and 2 obey Newton’s theory, but none of the others do.
1, 2, and 3 obey Newton’s theory, but none of the others do.

All bodies (1, 2, 3, . . . , n, . . . ) obey Newton’s theory.

Since these possibilities are infinite in number, and each of them has the 
same probability, the probability of any one of them must be 0.” But only 
one, the last one, represents the way the world would be if Newton’s theory 
were true. So the probability of Newton’s theory (and any other universal 
generalization) must be 0.

Now one might think that, even if the initial probability o f a theory 
must be 0, the probability of the theory when it has been confirmed by 
evidence will be greater than 0. As it turns out, the probability calculus 
denies this. Let our theory be T, and let our evidence for T be E. We are 
interested in P(T/E), the probability of T given our evidence E. Bayes’s 
theorem (which follows logically from the axioms of the probability cal­
culus) tells us that this probability is:

P(E/T)xP(T)
?(T/E)----------P(E)

If the initial probability of T—that is, P(T)—is 0, then P(T/E) must also 
be 0.12 Thus, no theory can increase in objective probability, regardless of 
the amount of evidence for it  For this reason, Lakatos joins Popper in 
regarding all theories, whether scientific or not, as equally unprovable and 
equally improbable.
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T h e  M e t h o d o l o g y  o f  S c i e n t i f i c  R e s e a r c h  P r o g r a m m e s

The failure to specify demarcation criteria along the intuitively attractive 
lines of “whatever is proved or made probable by evidence” might suggest 
returning to the Popperian model. But like Kuhn (and Thagard after him), 
Lakatos rejects Popper’s falsifiability criterion as a solution to the demar­
cation problem. Scientists rarely specify in advance of observation and 
experiment those results that, if found, would refute their theories. At best, 
such results would be regarded as anomalous or recalcitrant, not as gen­
uine refutations. Even when they are first proposed, some theories are (or 
are thought to be) inconsistent with the known data. Newton’s gravitational 
theory is a good example. By his own admission, Newton was unable to 
reconcile his theory with the known orbit of the earth’s moon. (This anom­
aly was later cleared up by Alexis Clairault who found a mistake in New­
ton’s calculations.15) But Newton did not immediately abandon his theory 
as refuted. Later, after the discovery of the planet Uranus (by William 
Herschel in 1781), it was noted that Uranus did not move precisely as 
Newton’s theory predicted. Again, scientists did not abandon the inverse 
square law; rather, they postulated another planet, as yet unobserved, 
which was perturbing the orbit of Uranus. This hypothetical new planet 
was eventually discovered and given the name Neptune.1'’

In order to make sense of the ways in which scientists protect their 
theories from refutation, Lakatos proposes that scientific theories be re­
garded as having three components: a hard core, a protective belt, and a 
positive heuristic. The hard core o f Newton’s theory consists o f his three 
laws of motion plus the inverse square law of gravitational attraction. These 
are basic postulates that scientists were extremely reluctant to give up. The 
protective belt consists o f many auxiliary hypotheses such as assumptions 
about the number and the masses of the planets. The positive heuristic 
tells scientists how to solve problems using the theory and how to respond 
to anomalies by revising the protective belt. Lakatos proposes that we stop 
thinking o f scientific theories as frozen in time but instead regard theories 
as historically extended scientific research programmes. The Newtonian 
research programme covered several centuries. Foe-much x>f its history' it 
was progressive. Why? Because in dealing with anomalies and other prob­
lems, the Newtonian programme continued to predict novel facts.

According to Lakatos, Popper is wrong in thinking that a crucial ex­
periment can (or should) instantly refute a theory. As Kuhn has shown, 
the actual history o f science teaches us otherwise: genuine scientific pro­
gress (as opposed to degenerating science or pseudoscience) is not simply' 
a matter o f one theory' remaining unrefuted while others are falsified. But 
Lakatos is equally critical of Kuhn for suggesting that scientific revolutions 
are largely irrational affairs, dependent on a kind o f group psychology. 
Were Kuhn right, there would be no objective way of marking off scientific 
progress from scientific regress or decay. Instead, Lakatos suggests that



scientific change occurs as the result of competition between rival research 
programmes. If one programme is progressive (because it continues to 
predict novel facts), and if its rival is degenerating, then most scientists 
will, rationally, switch their allegiance. In this way, progressive research 
programmes replace degenerating ones.
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1.4 | Thagard on W hy Astrology Is a Pseudoscience
Paul Thagard takes up Lakatos’s notion of scientific theories as research 
programmes, and develops it into an explicit criterion for demarcating 
science from pseudoscience. In “Why Astrology Is a Pseudoscience,” Tha­
gard surveys several different proposals for a demarcation criterion that 
would explain why astrology is a pseudoscience and finds each of them 
deficient. In light of the alchemical and occult origins of chemistry and 
medicine, one cannot uncritically cite astrology’s origin in magic as what 
makes it a pseudoscience. (Indeed, this merely postpones die question, 
Why is magic not itself a genuine science?) Nor can the supposed im­
munity from testing, verification, or falsification be what makes astrology 
a pseudoscience. As Thagard notes, some astrological claims (about the 
influence of planetary positions at the time of one's birth on one's person­
ality and future career, for example) are testable. Moreover, Thagard 
agrees with Kuhn and Lakatos that abandoning a theory the moment one 
of its predictions failed would be irrational. Many of our best scientific 
theories have been modified in the light of failed predictions and recal­
citrant observations. Hasty rejection would nip too many good theories in 
the bud, before they had the chance to grow and blossom. (The ambiguity 
of falsification and the Duhem-Quine thesis are discussed further in chap­
ter 3, “The Duhem-Quine Thesis and Underdetermination.”)

Contrary to Kuhn, Thagard claims that modem astrology does indeed 
present a number of unsolved problems (such as accommodating the pre­
cession of the equinoxes and planets that were discovered many centuries 
after Ptolemy’s death). This undercuts the Kuhnian proposal that astrology 
fails as a science simply because it is not a paradigm-dominated discipline 
of problem solving. Against Lakatos, Thagard suggests that lack of progress 
is not by itself a sufficient condition of pseudoscience, since it might be 
nonprogressive only in periods when it faces no progressive competitors. 
Despite these differences, however, Thagard agrees with Kuhn that judg­
ments about the scientific status of a theory or discipline must involve 
both a social and a historical dimension, and he agrees with Lakatos that 
progress is necessary for genuine science.
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T h a g a r d ’ s  D e f i n i t i o n  o f  P s e u d o s c i e n c e

In light of his criticisms of Kuhn and Lakatos, Thagard proposes two con­
ditions that are necessary and sufficient for a theory or discipline to be 
pseudoscientific.

A theory or discip line which purports to be scientific is pseudoscientific if  and
only if:1 it has been less progressive than alternative theories over a long period of 

time, and faces many unsolved problems; but2 the com munity of practitioners makes little attempt to develop the theory 
towards solutions of the problems, shows no concern for attempts to eval­
uate the theory in relation to others, and is selective in considering confir­
mations and disconfirmations. (33)

According to these conditions, astrology is pseudoscientific in part 
because it has not changed much since the time of Ptolemy. Unsolved 
problems have accumulated, and as Thagard notes, we now have (since 
the nineteenth century) psychological theories that do a better job of ex­
plaining and predicting human behavior. Despite this competition from 
psychology, astrologers have shown little interest in improving their theory 
or in evaluating it with respect to rivals.

Thagard concludes by isolating a number of interesting logical (and, 
to some, startling) consequences of his demarcation criterion. One might 
view the acceptability of these consequences as a measure of the plausi­
bility of his proposal. First, some current fads, such as pyramidologv and 
biorhythms, would not be considered pseudosciences because, at the mo­
ment, they lack serious competitors. Second, a theory can be scientific at 
one time and pseudoscientific at a later time; being scientific is not an 
unchanging property of a theory. Third, Thagard concludes that astrology 
used to be a genuine science but became pseudoscientific only when 
modern psychology arose in the late nineteenth century. If this is correct, 
then those scientists (the vast majority) who rejected astrology as pseudo­
scientific in the eighteenth century were being irrational.

T h a g a r d ’ s L a t e r  T h o u g h t s  a b o u t  P s e u d o s c i e n c e

Because of objections to his demarcation principle for pseudoscience, es­
pecially the objection that nothing can be a pseudoscience unless it has 
competitors, Thagard has changed his views. In his book Computational 
Philosophy of Science (1988) he gives up trying to provide necessary and 
sufficient conditions for pseudoscience. Instead, he offers contrasting pro­
files of genuine science and pseudoscience. Relative progressiveness and
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a concern with confirmation and disconfirmation are still presented as 
hallmarks of science (and their absence is still associated with pseudosci­
ence), but Thagard no longer claims that science must always possess these 
features or that pseudoscience must necessarily lack them. Thagard also 
introduces two new criteria for pseudoscience. One of these criteria is that 
pseudoscientific theories are often highly complex and riddled with ad 
hoc hypotheses. This provides some grounds for judging a doctrine pseu­
doscientific on its content, even if it currently has no scientific com­
petitors.

Thagard's second new criterion concerns die sort of reasoning em­
ployed by many practitioners of pseudoscience, such as astrologers, 
namely, reasoning based on resemblances. Instead of testing causal claims 
by looking for statistical correlations, pseudoscientists are often content to 
rest their beliefs on superficial analogies. Traditional astrology is full of 
this sort of “resemblance thinking.” For example, the planet Mars often 
has a reddish appearance, and so astrologers associate it with blood, war, 
and aggression. From this they conclude that Mars causes-(or, at least, has 
a tendency to cause) aggressive personalities in people bom at the appro­
priate time. In a similar way believers in folk medicine recommend tur­
meric as a treatment for jaundice and powdered rhinoceros horn as a cure 
for impotence.

As Thagard recognizes, not all pseudosciences employ resemblance 
thinking, and some pseudosciences employ reasoning based on statistical 
correlations that mimics, to some extent, reasoning found in the genuine 
sciences. Proponents of biorhythms, for example, rest much of their case 
on alleged correlations as do Velikovsky and von Daniken when they ap­
peal to common elements in ancient myths to support their astronomical 
theories. Thus, in Thagard’s revised account of pseudoscience, none of 
the elements mentioned—using resemblance thinking, refusing to seek 
confirmations and discontinuations, ignoring alternative theories, traffick­
ing in ad hoc hypotheses, sticking with theories that fail to progress—is a 
necessary feature of pseudoscience, and genuine sciences might, from 
time to time, share one or two of these features. But, Thagard claims, 
pseudosciences usually have most of these features and genuine sciences 
nearly always lack most of them. Thus, the difference between science 
and pseudoscience is a matter of degree rather than kind, although Tha­
gard remains convinced that the difference of degree is usually large and 
obvious.

1-5 | Creation-Science and the Arkansas Trial

The search for demarcation criteria is not simply a curiosity to entertain 
armchair intellectuals or a pastime for students in philosophy o f science.
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Consider, for instance, the 1982 case of McLean v. Arkansas Board of 
Education.Is At issue in the case was the constitutionality of Arkansas Act 
590, which required teachers to give “balanced treatment” to both evo­
lutionär}' theory and creationism in the biology classes taught in public 
schools. Act 590 describes “evolution-science” and “creation-science” as 
competing scientific models of the origin of species and offers the follow­
ing definition for creation-science:

“Creation-science” means the scientific evidences [sic] for creation and in­
ferences from those scientific evidences. Creation-science includes the sci­
entific evidences and related inferences that indicate: (1) Sudden creation of 
die universe, energy, and life from nothing; (2) The insufficiency of mutation 
and natural selection in bringing about development of all living kinds from 
a single organism; (3) Changes only within fixed limits of originally created 
kinds of plants and animals; (4) Separate ancestiy for man and apes; 
(5) Explanation of the earth’s geology by catastrophism, including the occur­
rence of a worldwide flood; and (6) A relatively recent inception of the earth 
and living kinds.16

J u d g e  O v e r t o n ’ s  O p i n i o n

The task of the presiding judge, William Overton, was to decide whether 
Act 590 violates the Constitution of the United States. He reasoned that 
Act 590 is consistent with the Constitution only if the act satisfies the 
Establishment Clause of the First Amendment, which says that “Congress 
shall make no law respecting an establishment of religion, or prohibiting 
the free exercise thereof.” The Supreme Court of the United States has 
for many years applied the articles of the Bill of Rights (the first ten amend­
ments to the Constitution) not only to federal legislation but also to the 
laws passed by individual states. The Supreme Court’s interpretation of 
the Establishment Clause has evolved into a three-part test for the consti­
tutionality of any legislation involving religion. It was this three-part test 
that Judge Overton applied to Arkansas’s Act 590. Failing any one of these 
three parts is sufficient to render a piece of legislation unconstitutional. 
Here is the test:

First, the statute must have a secular purpose; second, its principal or primary 
effect must be one that neither advances nor inhibits religion . . .  ; finally, 
the statute must not foster “an excessive government entanglement with 
religion.”17

Judge Overton thought it clear that Act 590 was passed by the Arkansas 
General Assembly with the specific intention of advancing religion, and 
that feet alone—the lack of a secular purpose—would suffice to invalidate 
the statute. But Judge Overton wanted to show that Act 590 also fails the



second and third parts of the three-part test. In order to show that Act 590 
fails the second part, it is necessary to show that the statute-either advances 
of .inhibits religion as its “principal or primary effect.” To accomplish this, 
Judge Overton thought it necessary to establish that creation-science is not 
a genuine science. For, as he argued (at the end of part IV(D) of his 
Opinion), “Since creation-science is not science, the conclusion is ines­
capable that the only real effect of Act 590 is the advancement of reli­
gion.”18

Thus Judge Overton entered the philosophical debate over the criteria 
for genuine science. He sought guidance from expert witnesses, especially 
from a philosopher of biology, Michael Ruse.19 It was primarily Ruse who 
developed the five characteristics that Overton lists as essential (necessary 
conditions) for genuine science:

1 it is guided by natural law;
2 it has to be explanatory by reference to natural law;
3 it is testable against the empirical world;
4 its conclusions are tentative, i.e., they are not necessarily the final 

word; and
5 it is falsifiable.

R u s e  o n  t h e  S t a t u s  o f  C r e a t i o n - S c i e n c e

In “Creation-Science Is Not Science” Ruse defends the five items on 
Overton’s list and argues that creation-science satisfies none of them. Ruse 
sees an intimate connection between items (1) and (2) on the list: it is 
only because scientific theories posit natural laws that the theories are able 
to explain; genuinely to explain something is to show why, given the rel­
evant circumstances, it had to happen, and that requires an appeal to laws. 
(For more on explanation and laws, see chapter 6, “Models of Explana­
tion,” and chapter 7, “Laws o f Nature.”) Since creation-science posits acts 
of creation that are miraculous and unlawlike, Ruse concludes that it is 
not scientific. He also points out that creation-scientists make few if any 
testable predictions. Most of the time, creationists content themselves with 
describing the evidence in ways that are consistent with their doctrines. 
For example, creationists regard the common pattern of bones in the fore­
limbs of humans, bats, whales, and other mammals as an instance of God’s 
design plan for mammals, but they offer no reason why this particular 
pattern exists rather than some other pattern or several different patterns. 
Evolutionists follow Darwin in explaining the pattern as the result of com­
mon descent: because all mammals have descended from a common an­
cestor, they share a common anatomical structure. Ruse concludes his 
case against creation-science by noting that most creationist research aims 
at trying to find flaws in evolutionary theory rather than making testable
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predictions based on the creationists’ own theory. Modem creationists are 
dogmatic (not tentative) about their fundamental beliefs and show little 
or no interest in trying to falsify them.

L a u d a n ’ s  C r i t i c i s m s  o f  R u s e

In his “Commentary. Science at the Bar—Causes for Concern/’ Larry 
Laudan chastizes Ruse for perpetuating a view of science that, he claims, 
both of them know to be false. Laudan denies that philosophers of science 
would accept any list of characteristics as capturing the essence o f science. 
Why, for example, should explanation by means of laws be regarded as a 
necessary condition for a theory to be scientific? Many theories begin by 
describing a new phenomenon, and only later, if  at all, explain the phe­
nomenon in a lawlike way. For example, Galileo discovered that all bodies 
released near the surface of the earth fall with the same acceleration but 
offered no explanation for this. Similarly, Newton claimed to have “de­
duced” the universal law of gravitation “from the phenomena” but ac­
cepted action at a distance as ultimately unexplainable.20 Indeed, if one 
accepts the deductive-nomological model of explanation, according to 
which scientific explanations are deductive arguments with at least one 
statement of a law in their premises (see chapter 6, “Models of Explana­
tion”), then in any such explanation there will remain, at least provision­
ally, something that is not explained, namely the premises that do the 
explaining. So Laudan rejects item (2) from the Ruse-Overton list as too 
strong.

Laudan also criticizes items (3) and (5) as being too weak, since, he 
argues, they are all too easily satisfied. Any theory, even a theory like 
creation-science that posits a divine creator, implies something about the 
observable world. For example, many creationists claim that all living 
things were created at the same time fewer than 50,000 years ago and that 
a worldwide flood caused many of the geological features now observed 
on the earth. As Laudan sees it, the flaw with creationism is not that such 
claims are untestable or unfalsifiable but rather that they have been tested 
and falsified.21 Ruse responds to these and other criticisms by Laudan in 
the final piece in this chapter, “Response to the Commentary: Pro 
Judice.”22

1.6 | Summary
In this chapter, we have explored a number of attempts to demarcate 
science from pseudoscience. But the results have been curiously incon­
clusive. Most scientists and philosophers of science readily agree that such 
things as pyramidology and creation-science are not genuine sciences, but



there is no consensus on why this is so. Like obscenity, most people are 
able to recognize pseudoscience when they encounter it but find it much 
harder to explain why what they have encountered is pseudoscientific. The 
stress on explanation is important here. What we are seeking, as philoso­
phers of science, is not just a handy way of detecting pseudoscience (on 
the basis, say, of a majority vote of the National Academy of Sciences) but 
a philosophically informative account of what makes a discipline genu­
inely scientific.

Despite the defects of his own demarcation criterion—falsifiability— 
Popper deserves credit for disposing of one tempting answer to the de­
marcation problem. No appeal to confirming evidence, by itself, is going 
to distinguish genuine science from its counterfeit. Inventing an elaborate 
hypothesis that is consistent with the known facts is just too easy. Popper’s 
fruitful idea was to seek the demarcation between science and pseudosci­
ence, not in confirmation, but in falsification. The hallmark of true sci­
ence is its willingness to make testable predictions. If the predictions fail, 
then the theory* should be abandoned as false. Unfortunately, Popper’s 
simple idea does not work. As Lakatos and Thagard explain, falsifiability 
is both too weak and too strong. It is too weak because it would allow as 
scientific any number of claims that are testable in principle but that are, 
by no stretch of the imagination, scientific. It is too strong because it would 
rule out as unscientific many of the best theories in the history of science. 
Few scientists give up their theories simply because they have come into 
conflict with observation and experiment Instead, they either look for a 
flaw in the data, or they modify their theories. The rejection of a theory 
simply because is disagrees with the facts (or what are taken to be facts) 
is the exception rather than the rule in science.

In differing ways, Kuhn, Lakatos, and Thagard each propose that there 
is a historical and a social dimension to judgments concerning the sci­
entific status of a theory. All three insist that when we ask of a theory “Is 
it genuinely scientific?” it is a mistake to look at the theory as if it were a 
snapshot, caught at an instant of time. Rather, they argue, we have to 
consider how the theory has developed, especially how the theory has been 
modified to deal with new problems and recalcitrant data. For Kuhn, this 
means seeing the theory as part of a larger whole—what Kuhn calls a 
paradigm. (For more on Kuhn’s notion of a paradigm see chapter 2, “Ra­
tionality, Objectivity, and Values in Science.”) Thagard adopts Lakatos’s 
notion of a scientific research programme in order to define a demarcation 
criterion. On this approach, roughly speaking, a theory is pseudoscientific 
if the research programme with which it is associated has been less pro­
gressive over time than has its rivals. As suggested in our discussion of 
Thagard’s proposal, this comparative-progress definition of pseudoscience 
has a number of startling consequences. For example, some modem feds, 
such as pyramidology, might fail to qualify as pseudosciences simply be­
cause, at the moment, they lack competitors. Because of these defects,
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Thagard has avoided giving necessary and sufficient conditions for pseu­
doscience in his more recent writings.

As the debate between Ruse and Laudan concerning the status of 
creation-science makes clear, judgments about pseudosciences often de­
pend on detailed considerations of the nature of law, explanation, 
confirmation, and falsification. It is highly unlikely that any simple- 
minded, one- or two-sentence definition of science will yield a plausible 
demarcation criterion that we can use to label and condemn as pseudo­
scientific those theories (and their advocates) that fail to meet the standards 
of good science. Ultimately, discriminating between science and its coun­
terfeit depends on a detailed understanding of how science works. Despite 
the variety and complexity of the many different theories and activities 
that are, by common consent, genuinely scientific, are there general prin­
ciples concerning explanation, confirmation, testing, and the like that 
these theories and activities share? In the rest of our book, some important 
attempts to answer this question will be explained and evaluated. Thus, 
what follows can be seen as an attempt to answer the questions left un­
answered in this first chapter.
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■ | Notes
1. Newton’s theory also predicts the bending of starlight if light rays are regarded 
as a stream of particles traveling at the speed of light. Because inertial mass is 
exactly equal to gravitational mass, the orbit of any object moving around the sun 
depends only on the velocity of the moving object, not on its mass. (The same 
thing is true of bodies near the surface of the earth. If you throw two objects with 
the same velocity in the same direction, then they will follow the same path 
regardless of their mass.) Thus, we do not have to know the mass of the light 
particles in order to calculate how they will move when close to the sun. But, 
Newton’s theory predicts an amount of bending which is only half of that predicted 
by Einstein. The difference arises because Einstein’s theory entails that the grav­
itational field close to the sun is slightly stronger than in Newton’s theory. Thus, 
it is not that Einstein’s theory predicted a kind of effect,..the ¿ending of starlight, 
that Newton’s theory did not. Rather, both theories gave competing predictions of 
its magnitude, and Einstein’s prediction was more nearly right Interesting]}-, ob­
servations made during some later eclipses (1929, 1947) found deviations that were 
higher than those predicted by Einstein. But more recent observations are in closer 
agreement with Einstein’s theory, and none of the observations agrees with New­
ton’s. (The issue of whether theories such as Newton’s theory of gravity' can be 
conclusively refuted is discussed in chapter 3, “The Duhem-Quine Thesis and 
Underdetermination.”) Eddington’s role in this episode is controversial because 
he threw out as biased one set of observations that agreed with Newton's predic­
tion. For details about the difficulties of making the eclipse observations and com­
peting interpretations of Eddington’s behavior, see John Earman and Clark 
Glymour, “Relativity and Eclipses: The British Eclipse Expeditions of 1919 and
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Their Predecessors," Historical Studies in the Physical Sciences 11 (1980): 49-85; 
Deborah Mayo, “Novel Evidence and Severe Tests,” Philosophy of Science 58 
(1991): 523-52; and Harry Collins and Trevor Pinch, The Golem: What Everyone 
Should Know about Science (Cambridge: Cambridge University Press, 1993).
2. It is tempting to try to rule out cases such as (T & C) by requiring not merely 
that the theory as a whole make testable predictions but that each individual 
component of the theory also make testable predictions. See chapter 3 for a dis­
cussion of whether any significant scientific theory could meet this additional
requirement.
3. See Karl R. Popper, “Natural Selection and the Emergence of Mind,” Dialec­
tic  32 (1978): 339-55.
4. Karl R. Popper, “Autobiography of Karl Popper,” in The Philosophy of Karl 
Popper, ed. Paul A. Schilpp (La Salle, 111.: Open Court, 1974), 1: 134.
5. T h e P h ilo s o p h y  o f  Karl Popper, 1: 137. For excellent discussions of the tautology 
problem, see chapter 2 of Elliott Sober’s T h e  Nature of Selection (Chicago, 111.: 
LTniversity of Chicago Press, 1984), and chapter'4, “The Structure of the Theory 
of Natural Selection,” in Robert N. Brandon’s Adaptation and Environment 
(Princeton, N.J.: Princeton University Press, 1990).
6. Thus, somewhat paradoxically given the Arkansas trial (discussed later in this 
commentary), one of the themes in creationist literature is that creationism and 
evolutionary theory are both equally unscientific because neither makes testable 
predictions. Needless to say, this position is hard to reconcile with another crea­
tionist theme, namely, that evolutionary theory has been significantly disconfirmed 
by a variety of evidence.
7. Another problem is that tautologies, strictly speaking, are propositions that are 
true solely in virtue of their logical form. Presumably, the issue is not whether 
some biological statement is a tautology but whether it is analytic. Analytic state­
ments, on one characterization of analyticity, are statements that are true solely in 
virtue of the meanings of the words and symbols used to express them. In chap­
ter 3, there is an extended discussion of Quine’s thesis that no line can be drawn, 
eyen in principle, between statements that are analytic and those that are not If 
Quine is right, then the charge of being tautologous evaporates.
8. See, for example, the authors quoted in Beverly Halstead, “Popper: Good Phi­
losophy, Bad Science?” New Scientist (17 July 1980): 215—17.
9. Karl R. Popper, “Letter on Evolution,” New Scientist (21 August 1980): 611.
10. The argument that follows is a simplified version of the one given in Appendix 
*vii of Karl R. Popper, The Logic o f  S c ie n t if ic  Discovery (New York: Basic Books, 
1959), 363-77.
11. The possible hypotheses enumerated in the text—exactly one particle obeys 
Newton’s theory, exactly two particles obey Newton’s theory, etc.—are exclusive: 
if any one of them is true, then all the others must be false. If each hypothesis 
has the same prior probability, p, and there are n of diem, then the probability 
that at least one of the hypotheses is true is n x p. (See axiom 3, the special 
addition rule, in “Bayes’s Theorem and the Axioms of Probability Theory” in the 
commentary on chapter 5.) Since n X p is a probability, it cannot be greater than



1. So, if n is infinite, p  cannot be finite. Thus, p  must be 0. The derivation of 
this result depends on assuming that each hypothesis has the same prior proba­
bility, something that Bayesians deny. For this and other Bayesian criticisms of 
Popper’s argument, see Colin Howson, “Must the Logical Probability' of Laws Be 
Zero?” B rit ish  Jo u r n a l fo r  th e  P h ilo s o p h y  of S c ie n c e  35 (1973): 153—63.
12. For a fuller discussion of this and other applications of Bayes’s theorem to 
issues in confirmation, see chapter 5, “Confirmation and Relevance: Bayesian 
Approaches.’’
13. As Newton realized, the main irregularities in the motion of the moon are 
due to the attraction of the sun. The force exerted on the moon by the sun is a 
rather large fraction (*/s9 at new and full moon) of the force exerted by the earth. 
As in all such three-body problems, no exact solution of Newton’s equations is 
possible. Because the moon is close to the earth, even small perturbations are 
easily observed. This requires the calculations to be extended down to very small 
terms. Initially, Clairault’s calculations yielded a rate of precession of the moon’s 
apogee of 20 degrees per year, only half the real amount. At first, Clairault spec­
ulated that Newton’s inverse-square law' gravitational formula was incorrect for 
small distances and should be supplemented by an extra term varying as the inverse 
fourth pow'er of the distance. But on extending his calculations to include higher 
order terms that had been neglected in his original approximation, Clairault found 
that his first result was doubled. So Newton’s theory was vindicated. For more on 
the problem of the moon, see Anton Pannekoek, A History of Astronomy, rpt. 
(1951; New York: Dover Publications, 1990) ch. 30.
14. See Morton Grosser, T h e  D is c o v e ry  o f  H e p t a n e  (Cambridge, Mass.: Harvard 
University Press, 1962). For a lively criticism of the oft-repeated claim (by Popper, 
Lakatos, and others) that Newton’s theory was prima facie falsified by the discovery 
of perturbations in tire orbit of Uranus, see Greg Bantford, “Popper and His Com­
mentators on the Discovery' of Neptune: A Close Shave for the Law of Gravita­
tion?” S t u d ie s  in  H istory> a n d  P h ilo s o p h y  o f  S c ie n c e  27 (1996): 207—32.
15. Judge Overton’s opinion in this case is reprinted in S c ie n c e  215 (1952): 
934-43, in S c ie n c e , T e c h n o lo g y , a n d  H u m a n  V a lu e s  7 No. 40 (1982): 28-42, and 
in Michael Ruse, ed., B u t  Is It  S c ie n c e ?  (Buffalo, N.Y.: Prometheus Books, 198S).
16. B a la n c e d  T rea tm en t fo r  C re a t io n -S c ie n c e  a n d  E v o lu t io n -S c ie n c e  A c t (19S1), 
73d General Assembly, State of Arkansas, Act 590 sec. 4; reprinted in S c ie n c e , 
T e c h n o lo g y , a n d  H u m a n  V a lu e s  7 No. 40 (1982): 11.
17. William R. Overton, “Opinion in M c L e a n  v. A r k a n s a s ,"  S c ie n c e , T ec h n o lo g y , 
a n d  H u m a n  V a lu e s  7 No. 40 (1982): 29.
18. For a criticism of this inference and other aspects of Overton's opinion, see 
Philip L. Quinn, “The Philosopher of Science as Expert Witness,” in S c ie n c e  a n d  
R e a lity , ed. J. T. Cushing, C. F. Delaney, and G. M. Gutting (Norte Dame, Ind.: 
University of Notre Dame Press, 1984), 32-53. As Quinn explains in a later article, 
he agrees with Overton’s conclusion that Arkansas Act 590 is unconstitutional 
because it lacks a secular purpose. What he criticizes is Overton’s attempt to show 
that Act 590 has the advancement of religion as its primary effect because, as it is 
alleged, creation-science fails each of the five conditions on Ruse’s list deemed 
necessary for genuine science. Like Laudan, Quinn argues that each of Ruse’s
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conditions is either not necessary for genuine science (because some bona fide 
sciences lack it) or, when properly interpreted, is possessed by creation-science. 
According to Quinn, the proper thing to say about creation-science is not that we 
can show that it is not science but that, at best, it is dreadful science. See Philip 
L. Q uinn, ‘‘Creationism, Methodology, and Politics,” in M ichael Ruse, ed., B ut 
Is It Science? 395—99.
19. For an entertaining account of Ruse's participation in the Arkansas trial and 
a transcript of his testimony, see M ichael Ruse, ed., B ut Is It Science? 13-35, 
287-306.
20. In the General Scholium  of the Principia, added to the second edition of 
1713, Newton wrote: “But hitherto I have not been able to discover the cause of 
those properties of gravity [i.e., the proportionality of gravitational force to the 
quantity of matter and its variation with the inverse square of distance], and I 
frame no hypotheses [hypotheses non fingo]; for whatever is not deduced from the 
phenomena is to be called an hypothesis; and hypotheses, whether metaphysical 
or physical, whether of occult qualities or mechanical, have no place in experi­
mental philosophy. In this philosophy particular propositions are inferred from tire 
phenomena, and afterwards rendered general by induction.” Isaac Newton, Phi- 
losophiae natura lis prin cip ia  m athem atica, vol. 2, trans. A. Motte, rev. F. Cajori 
(Berkeley: University of California Press, 1934), 547. Throughout the Principia, 
Newton argues that gravity cannot be explained by any mechanism acting by direct 
contact, as Descartes and the Cartesians had hypothesized. This seems to leave 
only two choices, both of which Newton entertained in his writings: either gravity 
is due to the direct action of God, or it is caused by an aether, itself composed of 
particles between which forces act at a distance across empty space. Many philos­
ophers of science, notably Duhem and Popper, have criticized Newton’s claim  
that his own theory can be “deduced from the phenomena.” See “Duhem’s C ri­
tique of Inductivism: The Attack on Newtonian Method,” in the commentary on 
chapter 3.
21. Elsewhere, Laudan has argued that the wide diversity of scientific beliefs and 
activities and the failure of the attempts by Popper, Thagard, and others to solve 
the demarcation problem make it unlikely that we will ever find a demarcation 
criterion in the form of necessary conditions for genuine science. See Larry Lau­
dan, “The Demise of the Demarcation Problem,” in Physics, Philosophy, an d  
Psychoanalysis, ed. R. S. Cohen and L. Laudan (Dordrecht, Netherlands: D. Rei- 
del, 1983),' l l  1-28.
22. The debate between Ruse and Laudan is continued in Larry Laudan, “More 
on Creationism ,” Science, Technology, and  H um an V alues  8 (W inter 1983): 36— 
38, and M ichael Ruse, “7716 Academic as Expert Witness,” Science, Technology, 
an d  H um an V alues 11 (Spring 1986): 68-73. These and other relevant articles 
are conveniently reprinted in M ichael Ruse, ed., B u t Is It Science?
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Rationality, 
Objectivity, 
and Values 
in Science

In t r o d u c t i o n

M u c h  o f the re c e n t debate about the ro le o f va lues in  sc ien ce  and  the 
n atu re  o f sc ien tif ic  o b jec tiv ity  has been  c ru c ia l ly  affected  by the w ork of 
T h om as K uhn. C la rk  G lym o u r has ap tly  described  K u h n ’s T h e S t ru c tu re  
o f  S c ie n t i f ic  R e v o lu tio n s  as ‘Very' lik e ly  th e  s in g le  m ost in f lu e n t ia l w ork on 
the ph ilo sop h y o f sc ien ce  th at has been  or w ill be w ritten  in  this c e n tu ry . ' ’ 1 

It is c e r ta in ly  th e  m ost w id e ly  read . S in c e  its p u b lic a t io n  in 1962 , the 
U n ivers ity  o f C h ic a g o  Press has sold over o n e-an d -a-ha lf m illio n  co p ies  of 
the E n g lish -lan g u age  ed itio n , and  tire book had  b een  translated  in to  at 
least n in e te en  lan g u ag es . T h e  freq u en cy  w ith  w h ich  th e  term  p a ra d ig m  is 
b an d ied  ab o u t in  d isc ip lin e s  as d iverse as literary' c r it ic ism , art h isto ry, 
socio logy o f kn o w led ge , an d  theology' attest to the fa r-reach in g  ch a rac te r  
of K u h n ’s work. 5.

W h a t m ad e K u h n ’s book so con troversia l was its re jec tio n  of m a n y  of 
the w ays o f th in k in g  ab o u t sc ien ce  th a t h ad  b eco m e standard  d u r in g  th e  
first h a lf  o f the tw en tie th  cen tu ry . Instead  of g iv in g  lo g ic a l an a lyses  of 
in d iv id u a l sc ien tif ic  th eo ries or co n stru cting  form al m o d e ls  o f concep ts 
such  as exp lan atio n  and  co n firm ation , K uhn tu rned  to psycho logy , soci­
ology', and  history' in  o rder to draw  a p ic tu re  o f sc ien ce  th at, he c la im e d , 
was far m ore fa ith fu l to th e  o rig in a l th an  an y th in g  th a t ph ilo sophers of 
s c ie n c e  had  ye t proposed. T h e  first re ad in g  in  this ch ap te r , “T h e N atu re  
and  N ecessity  o f S c ien t if ic  R evo lu tio n s ,” is taken  from  th e  h eart o f K u h n ’s 
p a th -b reak in g  book. In it K uhn  exp la in s w hy he th inks th a t reason  and  
ev id en ce  can  p la y  o n ly  a lim ite d  ro le in  d e te rm in in g  th e  o u tco m e of



scientific revolutions and why we must abandon the traditional assumption 
that science progresses by getting ever closer to the truth.

Soon after The Structure o f Scientific Revolutions was published, Kuhn 
was criticized for portraying science, at least during scientific revolutions, 
as an irrational affair that is largely “a matter for mob psychology/’2 M any 
philosophers of science also deplored Kuhn’s rejection of objective pro­
gress and realism in  favor of relativism about truth and instrumentalism 
about theories. In response to these criticisms, Kuhn added a substantial 
postscript to The Structure of Scientific Revolutions in 1970 and delivered 
a lecture in 1973, “Objectivity', Value Judgment, and Theory Choice,” 
which is reprinted as the second reading in this chapter. In this widely 
cited paper, Kuhn tried to defuse his critics’ accusations of irrationalism 
and subjectivism by' acknowledging that, during scientific revolutions, pro­
ponents of rival paradigms often share a number of important cognitive 
values. To the extent that arguments can be based on these shared values, 
scientific revolutions are rational. But Kuhn still insisted that there is no 
set of universal rules for choosing between rival theories, that cognitive 
values are ultim ately a matter of subjective preference that transcends ra­
tionality, and that nonrational psychological and social factors must play 
a vital role in determining which theory wins the allegiance of the sci­
entific community. Moreover, Kuhn continued to reject scientific realism, 
persisting in his view that scientific theories should be regarded as instru­
ments for solving puzzles rather than as literal descriptions (or would-be 
descriptions) of reality.

Despite their influence on other academic disciplines, Kuhn’s views 
are primarily about science, and it is on the basis of their adequacy as a 
philosophically informative account of science that they must be assessed. 
The next two readings in this chapter (by Ernan M cM ullin  and Larry 
Laudan) explain and evaluate Kuhn’s claims about the role of values in 
science, especially during those upheavals that constitute scientific revo­
lutions. In "Rationality and Paradigm Change in Science,” M cM ullin 
takes Kuhn to task for denying that the notions of objective progress and 
truth are relevant to understanding scientific revolutions, illustrating his 
criticism of Kuhn’s instrumentalism with an analysis of the Copemican 
revolution in which the sun-centered astronomy of Copernicus replaced 
the earth-centered astronomy of Ptolemy. Laudan also attacks Kuhn, but 
from a different angle. In "Dissecting the Holist Picture of Scientific 
Change,” he accuses Kuhn of having adopted a false and misleading pic­
ture of scientific rationality, a picture that Laudan calls the hierarchical 
model. Laudan proposes his own reticulational model of scientific ration­
ality' and uses it to expose the flaws in Kuhn’s arguments for relativism. 
Like M cM ullin , Laudan thinks that Kuhn is wrong to deny that there can 
be rational debate about cognitive values, but unlike M cM ullin , Laudan 
does not think that it is necessary to embrace realism in order to make 
that debate intelligible.
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In the remaining two readings, by Helen Longino and Kathleen 
Okruhlik respectively, the emphasis shifts from cognitive values in scien­
tific revolutions to contextual values in normal science. In Longino’s “Val­
ues and Objectivity,” the main topic is the role that contextual values (in 
the form of background beliefs, possibly of a sexist or racist nature) play 
in everyday scientific assumptions about theories by shaping what scientists 
recognize as evidence for their theories. Two key questions are whether 
such beliefs could be eliminated from science, even in principle, and 
whether the presence of such beliefs prevents science from being objec­
tive. Longino defends a contextualist analysis of evidence and locates sci­
entific objectivity, not in rules for choosing between theories, but in a 
social organization that permits diverse viewpoints and encourages criti­
cism. In “Gender and the Biological Sciences,” Okruhlik gives examples 
of androcentric bias in the life sciences to illustrate the ways in which 
contextual values can affect scientific judgment. She then compares and 
contrasts several different feminist critiques of science and defends a ver­
sion of feminist empiricism.

Since all the readings in this chapter concern the role of values in 
the practice of science, it is helpful to consider what kinds of things values 
are and what sorts of values are relevant to the question of scientific ob­
jectivity and rationality. The important distinction between cognitive and 
contextual values is explored in the first section of the commentary that 
follows the readings. This section also includes a brief discussion of the 
value-neutrality thesis—that is, the thesis that only cognitive values should 
play a role in the decisions that scientists make about theories.

In t r o d u c t i o n  | 85

■ | Notes
1. Clark Glymour, Theory and  E vidence (Princeton, N.J.: Princeton University 
Press, 1980), 94. The quotation comes from the opening sentence of a. chapter 
entitled “New Fuzziness and Old Problems.” By attesting to Kuhn’s influence on 
the discipline, Glymour is not endorsing the approach of Kuhn and his successors 
to the philosophy of science. Rather, he berates the “new fuzziness” for failing to 
solve the "old problems” of explaining what makes evidence relevant to theory 
and why evidence varies in its confirming power. These traditional questions of 
confirmation theory are addressed in chapters 4 and 5 below.
2. Imre Lakatos, “Falsification and the Methodology of Scientific Research Pro­
grammes,” in Criticism  and th e Growth o f  K now ledge, ed. I. Lakatos and A. Mus- 
grave (Cambridge: Cambridge University Press, 1970), 178. Kuhn replies to this 
and similar criticisms in the second reading in chapter 2, “Objectivity, Value 
Judgment, and Theory Choice.”



T h o m a s  S . K uhn

The Nature and 
Necessity o f 
Scientific Revolutions

. . .What are scientific revolutions, and what is their function in scientific 
development? . . . Scientific revolutions are here taken to be those non- 
cumulative developmental episodes in which an older paradigm is re­
placed in whole or in part by an incompatible new one. There is more 
to be said, however, and an essential part of it can be introduced by asking 
one further question. W hy should a change of paradigm be called a rev­
olution? In the face of the vast and essential differences between political 
and scientific development, what parallelism can justify the metaphor that 
finds revolutions in both?

One aspect of the parallelism must already be apparent. Political rev­
olutions are inaugurated by a growing sense, often restricted to a segment 
of the political community, that existing institutions have ceased ade­
quately to meet the problems posed by an environment that they have in 
part created. In much the same way, scientific revolutions are inaugurated 
by a growing sense, again often restricted to a narrow subdivision of the 
scientific community, that an existing paradigm has ceased to function 
adequately in the exploration of an aspect of nature to which that para­
digm itself had previously led  the way. In both political and scientific 
development the sense of malfunction that can lead to crisis is prerequisite 
to revolution. Furthermore, though it admittedly strains the metaphor, that 
parallelism holds not only for the major paradigm changes, like those 
attributable to Copernicus and Lavoisier, but also for the far smaller ones 
associated with the assimilation of a new sort of phenomenon, like oxygen 
or X-rays. Scientific revolutions . . . need seem revolutionary only to those 
whose paradigms are affected by them. To outsiders they may, like the 
Balkan revolutions of the early twentieth century, seem normal parts of 
the developmental process. Astronomers, for example, could accept X-rays

From Thomas S. Kuhn, The Structure  o f  Scien tific  R evolutions, 2d  ed. (Chicago: 
University of Chicago Press, 1970), 92-110.
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as a mere addition to knowledge, for their paradigms were unaffected by 
the existence of the new ladiation. But for men like Kelvin, Crookes, and 
Roentgen, whose research dealt with radiation theory or with cathode ray 
tubes, the emergence o f X-rays necessarily violated one paradigm as it 
created another. That is why these rays could be discovered only through 
something’s first going wrong with normal research.®

This -genetic aspect of the parallel between political and scientific 
development should no longer be open to doubt. The parallel has, how­
ever, a second and more profound aspect upon which the significance of 
the first depends. Political revolutions aim to change political institutions 
in ways that those institutions themselves prohibit. Their success therefore 
necessitates the partial relinquishment of one set of institutions in favor of 
another, and in the interim, society is not fully governed by institutions at 
all. Initially it is crisis alone that attenuates the role of political institutions 
as we have already seen it attenuate the role of paradigms. In increasing 
numbers individuals become increasingly estranged from political life and 
behave more and more eccentrically within it. Then, as the crisis deepens, 
many of these individuals commit themselves to some concrete proposal 
for the reconstruction of society in a new institutional framework. At that 
point the society is divided into competing camps or parties, one seeking 
to defend the old institutional constellation, the others seeking to institute 
some new one. And, once that polarization has occurred, political recourse 
fails. Because they differ about the institutional matrix within which po­
litical change is to be achieved and evaluated, because they acknowledge 
no supra-institutional framework for the adjudication of revolutionary dif­
ference, the parties to a revolutionary conflict must finally resort to the 
techniques of mass persuasion, often including force. Though revolu- *

* Kuhn discusses the discovery of X rays in chapter 6  of The Structure o f  S cien tific 
Revolutions and in his paper, “The Historical Structure of Scientific Discovery,” 
S cien ce  136 (1962): 760—64, reprinted in T . S. Kuhn, The Essential T ension  (Chi­
cago, 111.: University of C hicago Press, 1977), 165—77. X rays are produced in a 
high-tension vacuum  tube when cathode rays h it the glass wall of the tube. X ravs 
were discovered accidentally by Roentgen in 1895 during his investigation of cath­
ode rays. Roentgen noticed that a radiation detection-screen at some distance from 
his vacuum tube glowed when current was passing through the tube, even though 
the apparatus was shielded. After seven weeks of intense experimental work, Roent­
gen ruled out cathode rays as a cause of the glow and announced his discovery of 
a new form of radiation that could pass easily through matter. His announcem ent 
was initially' greeted with skepticism and surprise; Kelvin, for example, at first 
thought it must be a hoax.

Kuhn regards Roentgen’s discovery' as paradigm breaking because it required 
physicists to revise the way they performed and interpreted their experiments with 
cathode ray tubes. It also inspired the search for other new forms of radiation such 
as gam m a rays and the notorious “N rays.” (N rays were ultim ately proved to be 
spurious—see Irving J. Langm uir, “Pathological Science,” Physics Today 42 (1989): 
36—48, for a revealing account of how respectable scientists can believe they are 
detecting and m easuring phenom ena that turn out to be nonexistent.)

K uhn ■ Na t u r e  and Ne c e s s i t y  o r  S c ie n t ih s  R e v o l u t io n s  1 87



8 8

tions have had a vital role in the evolution of political institutions, that 
role depends upon their being partially extrapolitical or extrainstitutional 
events.

The remainder of this essay aims to demonstrate that the historical 
study of paradigm change reveals very similar characteristics in the evo­
lution of the sciences.* Like the choice between competing political in­
stitutions, that between competing paradigms proves to be a choice 
between incompatible modes of community life. Because it has that char­
acter, the choice is not and cannot be determined merely by the evaluative 
procedures characteristic of normal science, for these depend in part upon 
a particular paradigm, and that paradigm is at issue. When paradigms 
enter, as they must, into a debate about paradigm choice, their role is 
necessarily circular. Each group uses its own paradigm to argue in that 
paradigm’s defense.

The resulting circularity does not, of course, make the arguments 
wrong or even ineffectual. The man who premises a paradigm when ar­
guing in its defense can nonetheless provide a clear exhibit of what sci­
entific practice will be like for those who adopt the new view of nature. 
That exhibit can be immensely persuasive, often compellingly so. Yet, 
whatever its force, the status of the circular argument is only that of per­
suasion. It cannot be made logically or even probabilistically compelling 
for those who refuse to step into the circle. The premises and values shared 
by the two parties to a debate over paradigms are not sufficiently extensive 
for that. As in political revolutions, so in paradigm choice—there is no 
standard higher than the assent of the relevant community'. To discover 
how scientific revolutions are effected, we shall therefore have to examine 
not only the impact of nature and of logic, but also the techniques of 
persuasive argumentation effective within the quite special groups that 
constitute the community of scientists.

To discover why this issue of paradigm choice can never be unequiv­
ocally settled by logic and experiment alone, we must, shortly examine the 
nature of the differences that separate the proponents of a traditional par­
adigm from their revolutionary successors. That examination is the prin­
cipal object of this section . . . .  We have, however, already noted 
numerous examples of such differences, and no one will doubt that history 
can supply many others. What is more likely to be doubted than their 
existence—and what must therefore be considered first—is that such ex­
amples provide essential information about the nature of science. Granting 
that paradigm rejection has been a historic feet, does it illuminate more 
than human credulity and confusion? Are there intrinsic reasons why the

" By "the remainder of this essay,” Kuhn means the final five chapters of The 
Structure o f Scientific Revolutions of which the present selection (from chapter 9) 
is a crucial part
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assimilation of either a new sort of phenomenon or a new scientific theory 
must demand the rejection of an older paradigm?

First notice that if there are such reasons, they do not derive from the 
logical structure of scientific knowledge. In principle, a new’ phenomenon 
might emerge without reflecting destructively upon any part of past sci­
entific practice. Though discovering life on the moon would today be 
destructive of existing paradigms (these tell us things about the moon that 
seem incompatible with life’s existence there), discovering life in some 
less well-known part of the galaxy would not. By the same token, a new 
theory does not have to conflict w’ith any of its predecessors. It might deal 
exclusively with phenomena not previously known, as the quantum theory' 
deals (but, significantly, not exclusively) with subatomic phenomena un­
known before the twentieth century. Or again, the new theory might be 
simply a higher level theory than those known before, one that linked 
together a whole group of lower level theories without substantially chang­
ing, any. Today, the theory of energy’ conservation provides just such links 
between dynamics, chemistry, electricity, optics, thermal theory, and so 
on. Still other compatible relationships between old and new theories can 
be conceived. Any and all of them might be exemplified by the historical 
process through which science has developed. If they were, scientific de­
velopment w’ould be genuinely cumulative. New sorts of phenomena 
would simply disclose order in an aspect of nature where none had been 
seen before. In the evolution of science new knowledge would replace 
ignorance rather than replace knowledge of another and incompatible sort.

O f course, science (or some other enterprise, perhaps less effective) 
might have developed in that fully cumulative manner. Many people have 
believed that it did so, and most still seem to suppose that cumulation is 
at least the ideal that historical development would display if only it had 
not so often been distorted by' human idiosyncrasy. There are important 
reasons for that belief. . . . Nevertheless, despite the immense plausibility 
of that ideal image, there is increasing reason to wonder whether it can 
possibly be an image of science. After the pre-paradigm period the assim­
ilation of all new theories and of almost all new sorts of phenomena has 
in fact demanded the destruction of a prior paradigm and a consequent 
conflict between competing schools of scientific thought. Cumulative ac­
quisition of unanticipated novelties proves to be an almost non-existent 
exception to the rule of scientific development. The man who takes his­
toric fact seriously must suspect that science does not tend toward the 
ideal that our image of its cumulativeness has suggested. Perhaps it is 
another sort of enterprise.

If, however, resistant facts can carry us that far, then a second look at 
the ground we have already covered may suggest that cumulative acqui­
sition o f novelty is not only rare in fact but improbable in principle. Nor­
mal research, which is cumulative, owes its success to the ability of

K uhn ■ N ature  and  N e c e s s it y  of  S c ie n t if ic  Re v o l u t io n s  | 8 9



9o C h . 2 Ra tio n a lity , O b je c t iv it y , and V a l u e s  in S c ien ce

scientists regularly to select problems that can be solved with conceptual 
and instrumental techniques close to those already in existence. (That is 
why an excessive concern with useful problems, regardless of their relation 
to existing knowledge and technique, can so easily inhibit scientific de­
velopment.) The man who is striving to solve a problem defined by exist­
ing knowledge and technique is not, however, just looking around. He 
knows what he wants to achieve, and he designs his instruments and di­
rects his thoughts accordingly. Unanticipated novelty, the new discovery, 
can emerge only to the extent that his anticipations about nature and his 
instruments prove wrong.. Often the importance of the resulting discovery 
will itself be proportional to the extent and stubbornness of the anomaly 
that foreshadowed it. Obviously, then, there must be a conflict between 
the paradigm that discloses anomaly and the one that later renders the 
anomaly lawlike. . . . There is no other effective way in which discoveries 
might be generated.

The same argument applies even more clearly to the invention of 
new theories. There are, in principle, only three types of phenomena 
about which a new theory might be developed. The first consists of phe­
nomena already well explained by existing paradigms, and these seldom 
provide either motive or point of departure for theory construction. When 
they do, . . . the theories that result are seldom accepted, because nature 
provides no ground for discrimination. A second class of phenomena con­
sists of those whose nature is indicated by existing paradigms but whose 
details can be understood only through further theory articulation. These 
are the phenomena to which scientists direct their research much o f the 
time, but that research aims at the articulation of existing paradigms rather 
than at the invention of new ones. Only when these attempts at articula­
tion fail do scientists encounter the third type of phenomena, the recog­
nized anomalies whose characteristic feature is their stubborn refusal to 
be assimilated to existing paradigms. This type alone gives rise to new 
theories. Paradigms provide all phenomena except anomalies with a 
theory-determined place in the scientist’s field of vision.

But if new theories are called forth to resolve anomalies in the relation 
of an existing theory to nature, then the successful new theory' must some­
where permit predictions that are different from those derived from its 
predecessor. That difference could not occur if the two were logically 
compatible. In the process of being assimilated, the second must displace 
the first. Even a theory like energy conservation, which today seems a 
logical superstructure that relates to nature only through independently 
established theories, did not develop historically without paradigm destruc­
tion. Instead, it emerged from a crisis in which an essential ingredient was 
the incompatibility between Newtonian dynamics and some recently for­
mulated consequences of the caloric theory of heat. Only after the caloric 
theory had been rejected could energy conservation become part of sci­
ence.1 And only after it had been part of science for some time could it
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come to seem a theory of a logically higher type, one not in conflict with 
Its predecessors.* It is hard to- see. how-new theories, could arise without 
these destructive changes in beliefs about nature. Though logical inclu­
siveness remains a permissible view of the relation between successive 
scientific theories, it is a historical implausibility.

A century ago it would, 1 think, have been possible to let the case for 
the necessity of revolutions rest at this point. But today, unfortunately, that 
cannot be done because the view of the subject developed above can n o t 
be maintained if the most prevalent contemporary interpretation of the 
nature and function of scientific theory is accepted. That interpretation, 
closely associated with early logical positivism and not categorically re­
jected by its successors, would restrict the range and meaning of an ac­
cepted theory so that it could not possibly conflict with any later theory* 
that made predictions about some of the same natural phenomena. The 
best-known and the strongest case for this restricted conception of a sci­
entific theory emerges in discussions of the relation between contemporary 
Einsteinian dynamics and the older dynamical equations that descend 
from Newton’s Principia. From the viewpoint of this essay these two the­
ories are fundamentally incompatible in the sense illustrated by* the rela­
tion of Copemican to Ptolemaic astronomy: Einstein’s theory can be 
accepted only' with the recognition that Newton’s was wrong. Today* this 
remains a minority view.2 W e must therefore examine the most prevalent 
objections to it.

The gist of these objections can be developed as follows. Relativistic 
dynamics cannot have shown Newtonian dynamics to be wrong, for New­
tonian dynamics is still used with great success by most engineers and, in 
selected applications, by many physicists. Furthermore, the propriety of 
this use of the older theory can be proved from the very theory that has, 
in other applications, replaced it. Einstein’s theory can be used to show 
that predictions from Newton’s equations will be as good as our measuring 
instruments in all applications that satisfy a small number of restrictive 
conditions. For example, if Newtonian theory is to provide a good ap-

* According to the caloric theory', heat is a conserved fluid: its total quantity re­
mains constant in its interactions with matter. So, for example, during the oper­
ation of a heat engine, no heat is destroyed when work is produced. This 
contradicts the energy conservation principle, according to which heat must be 
converted into an equivalent amount of work when the engine operates. .As Kuhn 
writes, acceptance of the conservation-of-energy principle required the rejection 
of the caloric theory of heat. This rejection was hard to achieve because of the 
many well-confirmed results in thermodynamics obtained by Sadi Carnot using 
the caloric theory'. Thus, accepting the energy conservation principle required not 
only overturning the prevailing caloric paradigm but also rewriting the foundations 
of thermodynamics. See D. S. L. Cardwell, From Watt to C lausius: The Rise o f  
Therm odynam ics in the Early Industrial Age (Ithaca, N.Y.: Cornell University Press, 
1971), for a fascinating account of this revolution in physics.



proximate solution, the relative velocities of the bodies considered must 
be small compared with the velocity of light. Subject to this condition 
and a-few others, Newtonian theory seems to be derivable from Einstein- 
ian, of which it is therefore a special case.*

But, the objection continues, no theory can possibly conflict with one 
of its special cases. If Einsteinian science seems to make Newtonian dy­
namics wrong, that is only because some Newtonians were so incautious 
as to claim that Newtonian theory yielded entirely precise results or that 
it was valid at very high relative velocities. Since they could not have had 
any evidence for such claims, they betrayed the standards of science when 
they made them. In so far as Newtonian theory was ever a truly scientific 
theory supported by valid evidence, it still is. Only extravagant claims for 
the theory—claims that were never properly parts of science—can have 
been shown by Einstein to be wrong. Purged of these merely human 
extravagances, Newtonian theory has never been challenged and can­
not be.

Some variant of tills argument is quite sufficient to make any theory 
ever used by a significant group of competent scientists immune to attack. 
The much-maligned phlogiston theory, for example, gave order to a large 
number of physical and chemical phenomena. It explained why bodies 
burned—they were rich in phlogiston—and why metals had so many more 
properties in common than did their ores. The metals were all com­
pounded from different elementary earths combined with phlogiston, and 
the latter, common to all metals, produced common properties. In addi­
tion, the phlogiston theory accounted for a number of reactions in which 
acids were formed by the combustion of substances like carbon and sul­
phur. Also, it explained the decrease of volume when combustion occurs 
in a confined volume of air—the phlogiston released by combustion 
“spoils” the elasticity of the air that absorbed it, just as fire “spoils” the 
elasticity of a steel spring.3 If these were the only phenomena that the 
phlogiston theorists had claimed for their theory, that theory could never 
have been challenged. A similar argument will suffice for any theory that 
has ever been successfully applied to any range of phenomena at all.

But to save theories in this way, their range of application must be 
restricted to those phenomena and to that precision of observation with 
which the experimental evidence in hand already deals.4 Carried just a 
step further (and the step can scarcely be avoided once the first is taken),

* Attempts to understand scientific change by viewing the relation between earlier 
theories and their successors as a type of reduction are discussed in chapter 8. The 
sort of relation between Newton’s theory and Einstein's that Kuhn is alluding to 
here is treated as an instance of a domain-preserving reduction in the selection by 
Thomas Nickles, “Two Concepts of Intertheoretic Reduction” included there. A 
sustained attack on the traditional account of reduction—including the derivability 
requirement discussed by Kuhn below—can be found in Paul Feyerabend, “How 
to Be a Good Empiricist” also included in chapter 8.
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such a limitation prohibits the scientist from claiming to speak “scientifi­
cally” about any phenomenon not already observed. Even in its present 
form the restriction forbids the scientist to rely upon a theory in his own 
research whenever that research enters an area or seeks a degree of pre­
cision for which past practice with the theory offers no precedent. These 
prohibitions are logically unexceptionable. But the result of accepting 
them would be the end of the research through which science may de­
velop further.

By now that point too is virtually a tautology. Without commitment 
to a paradigm there could be no normal science. Furthermore, that com­
mitment must extend to areas and to degrees of precision for which there 
is no full precedent. If it did not, the paradigm could provide no puzzles 
that had not already been solved. Besides, it is not only normal science 
that depends upon commitment to a paradigm. If existing theory binds 
the scientist only with respect to existing applications, then there can be 
no surprises, anomalies, or crises. But these are just the signposts that point 
the way to extraordinary science. If positivistic restrictions on the range of 
a theory’s legitimate applicability are taken literally, the mechanism that 
tells the scientific community what problems may lead to fundamental 
change must cease to function. And when that occurs, the community 
will inevitably return to something much like its pre-paradigm state, a 
condition in which all members practice science but in which their gross 
product scarcely resembles science at all. Is it really any wonder that the 
price of significant scientific advance is a commitment that runs the risk 
of being wrong?

More important, there is a revealing logical lacuna in the positivist’s 
argument, one that will reintroduce us immediately to the nature of rev­
olutionary change. Can Newtonian dynamics really be derived from rela­
tivistic dynamics? What would such a derivation look like? Imagine a set 
of statements, E,, E2, . . . , E„, which together embody the laws o f relativity 
theory. These statements contain variables and parameters representing 
spatial position, time, rest mass, etc. From them, together with the appa­
ratus of logic and mathematics, is deducible a whole set of further state­
ments including some that can be checked by observation. To prove the 
adequacy of Newtonian dynamics as a special case, we must add to the 
E ’s additional statements, like (v/c)1 < < 1, restricting the range of 
the parameters and variables. This enlarged set of statements is then ma­
nipulated to yield a new set, Nly Nz, . . . , Nm, which is identical in form 
with Newton’s laws of motion, the law of gravity, and so on. Apparently 
Newtonian dynamics has been derived from Einsteinian, subject to a few 
limiting conditions.

Yet the derivation is spurious, at least to this point. Though the Nj’s 
are a special case of the laws of relativistic mechanics, they are not New­
ton’s Laws. Or at least they are not unless those laws are reinterpreted in 
a way that would have been impossible until after Einstein’s work. The



variables and parameters that in the Einsteinian E,’s represented spatial 
position, time, mass, etc., still occur in the N ’s; and they there still rep- 
resent Einsteinian space, time, and mass. But the physical referents of 
these Einsteinian concepts are by no means identical with those of the 
Newtonian concepts that bear the same name. (Newtonian mass is con­
served; Einsteinian is convertible with energy. Only at low relative veloc­
ities may the two be measured in the same way, and even then they must 
not be conceived to be the same.) Unless we change the definitions of 
the variables in the N/s, the statements we have derived are not Newto­
nian. If we do change them, we cannot properly be said to have derived. 
Newton’s Laws, at least not in any sense of “derive” now generally rec­
ognized. Our argument has, of course, explained why Newton's Laws ever 
seemed to work. In doing so it has justified, say, an automobile driver in 
acting as though he lived in a Newtonian universe. An argument of the 
same type is used to justify teaching earth-centered astronomy to surveyors. 
But the argument has still not done what it purported to do. It has not, 
that is, shown Newton’s Laws to be a limiting case of Einstein’s. For in 
the passage to the limit it is not only the forms of the laws that have 
changed. Simultaneously we have had to alter the fundamental structural 
elements of which the universe to which they apply is composed.

This need to change the meaning of established and familiar concepts 
is central to the revolutionary impact of Einstein’s theory. Though subder 
than the changes from geocentrism to heliocentrism, from phlogiston to 
oxygen, or from corpuscles to waves [as an account of the nature of light], 
the resulting conceptual transformation is no less decisively destructive of 
a previously established paradigm. We may even come to see it as a pro­
totype for revolutionary reorientations in the sciences. Just because it did 
not involve the introduction of additional objects or concepts, the transi­
tion from Newtonian to Einsteinian mechanics illustrates with particular 
clarity the scientific revolution as a displacement of the conceptual net­
work through which scientists view the world.

These remarks should suffice to show what might, in another philo­
sophical climate, have been taken for granted. At least for scientists, most 
of the apparent differences between a discarded scientific theory and its 
successor are real. Though an out-of-date theory can always be viewed as 
a special case of its up-to-date successor, it must be transformed for the 
purpose. And the transformation is one that can be undertaken only with 
the advantages of hindsight, the explicit guidance of the more recent the­
ory'. Furthermore, even if that transformation were a legitimate device to 
employ in interpreting the older theory, the result of its application would 
be a theory' so restricted that it could only restate what was already known. 
Because of its economy', that restatement would have utility', but it could 
not suffice for the guidance of research.

Let us, therefore, now take it for granted that the differences between 
successive paradigms are both necessary and irreconcilable. Can we then
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say more explicitly what sorts of differences these are? The most apparent 
type has already been illustrated repeatedly. Successive paradigms tell us 
different things about the population of the universe and about that pop­
ulation’s behavior. They differ, that is, about such questions as the exis­
tence of subatomic particles, the materiality of light, and the conservation 
of heat or of energy. These are the substantive differences between suc­
cessive paradigms, and they require no further illustration. But paradigms 
differ in more than substance, for they are directed not only to nature but 
also back upon the science that produced them. They are the source of 
the methods, problem-field, and standards of solution accepted by any 
mature scientific community at any given time. As a result, the reception 
of a new paradigm often necessitates a redefinition of the corresponding 
science. Some old problems may be relegated to another science or de­
clared entirely “unscientific.” Others that were previously non-existent or 
trivial may, with a new paradigm, become the very archetypes of signifi­
cant scientific achievement. And as the problems change, so, often, does 
the standard that distinguishes a real scientific solution from a mere 
metaphysical speculation, word game, or mathematical play. The normal- 
scientific tradition that emerges from a scientific revolution is not only- 
incompatible but often actually incommensurable with that which has 
gone before.

The impact of Newton’s work upon the normal seventeenth-century 
tradition of scientific practice provides a striking example of these subtler 
effects of paradigm shift. Before Newton was born the "new science” of 
the century had at last succeeded in rejecting Aristotelian and scholastic 
explanations expressed in tenus of the essences of material bodies. To say 
that a stone fell because its “nature” drove it toward the center of the 
universe had been made to look a mere tautological word-play, something 
it had not previously been. Henceforth the entire flux of sensory appear­
ances, including color, taste, and even weight, was to be explained in terms 
of the size, shape, position, and motion of the elementary corpuscles of 
base matter. The attribution of other qualities to the elementary atoms 
was a resort to the occult and therefore out of bounds for science. Molière 
caught the new spirit precisely when.. he-rridiculed the doctor who ex­
plained opium’s efficacy as a soporific by attributing to it a dormitn-e 
potency.* During the last half of the seventeenth century many sc ien tists
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* M olière satirizes virtus dorm itiva  (dormitive potency) as an explanation of op­
ium ’s power to induce sleep in his last play, Le m a la d e  im aginaire  (The imaginary 
invalid, 1673). As Kuhn suggests (with deliberate irony) in his next sentence, the 
purported explanations given by the mechanico-corpuscular philosophy could be 
just as superficial as those offered by the Aristotelians and scholastics. More im ­
portantly, as Kuhn notes in the following paragraphs, the vis in ertiae  (force of 
inertia) and gravitational action-at-a-distance that Newton attributed to matter bear 
more than a casual resemblance to the essences and powers of the Aristotelians. 
In this respect, Newton was more of an Aristotelian than his corpuscularian con-
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preferred to say that the round shape of the opium particles enabled them 
to sooth the nerves about which they moved.5

In an earlier period explanations in terms of occult qualities had been 
an integral part of productive scientific work. Nevertheless, the seventeenth 
century’s new commitment to mechanico-corpuscular explanation proved 
immensely fruitful for a number of sciences, ridding them of problems 
that had defied generally accepted solution and suggesting others to re­
place them. In dynamics, for example, Newton’s three laws of motion are 
less a product o f novel experiments than of the attempt to reinterpret well- 
known observations in terms of the motions and interactions of primary 
neutral corpuscles. Consider just one concrete illustration. Since neutral 
corpuscles could act on each other only by contact, the mechanico- 
corpuscular view of nature directed scientific attention to a brand-new 
subject of study, the alteration of particulate motions by collisions. Des­
cartes announced the problem and provided its first putative solution. Huy- 
ghens, Wren, and Wallis carried it still further, partly by experimenting 
with colliding pendulum bobs, but mostly by applying previously well- 
know n characteristics of motion to the new problem. And Newton em­
bedded their results in his laws of motion. The equal "action” and 
“reaction” of the third law are the changes in quantity of motion experi­
enced by the two parties to a collision. The same change of motion sup­
plies the definition of dynamical force implicit in the second law. In this 
case, as in many others during the seventeenth century, the corpuscular 
paradigm bred both a new problem and a large part of that problem’s 
solution.6

Yet, though much of Newton’s work was directed to problems and 
embodied standards derived from the mechanico-corpuscular world view, 
the effect of the paradigm that resulted from his work was a further and 
partially destructive change in the problems and standards legitimate for 
science. Gravity, interpreted as an innate attraction between every pair of 
particles of matter, was an occult quality in the same sense as the scho­
lastics’ “tendency to fell” had been. Therefore, while the standards of cor- 
puscularism remained in effect, the search for a mechanical explanation 
of gravity was one of the most challenging problems for those who ac­
cepted the Principia as paradigm. Newton devoted much attention to it 
and so did many of his eighteenth-century successors. The only apparent 
option was to reject Newton’s theory for its failure to explain gravity, and 
that alternative, too, was widely adopted. Yet neither of these views ulti­
mately triumphed. Unable either to practice science without the Principia

temporaries. Newton’s achievement lay not in banishing essences and powers from 
science but in discovering the precise mathematical laws according to which they 
operate and being able to use those laws to make testable predictions. For further 
thoughts in this direction, see Rudolf Carnap, “The Value of Laws: Explanation 
and Prediction” in chapter 6 below.
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or to make that work conform to the corpuscular standards o f the seven­
teenth century., scientists gradually accepted the view that gravity was in­
deed innate. By the mid-eighteenth century that interpretation had been 
almost universally accepted, and the result was a genuine reversion (which 
is not the same as a retrogression) to a scholastic standard. Innate attrac­
tions and repulsions joined size, shape, position, and motion as physically 
irreducible primary properties of matter.7

The resulting change in the standards and problem-field of physical 
science was once again consequential. By the 1740’s, for example, elec­
tricians could speak of the attractive “virtue” of the electric fluid without 
thereby inviting the ridicule that had greeted Moliére’s doctor a century- 
before. As they did so, electrical phenomena increasingly displayed an 
order different from the one they had shown when viewed as the effects 
of a mechanical effluvium that could act only by contact. In particular, 
when electrical action-at-a-distance became a subject for study in its own 
right, the phenomenon we now call charging by induction could be rec­
ognized as one of its effects. Previously, when seen at all, it had been 
attributed to the direct action of electrical “atmospheres” or to the leakages 
inevitable in any electrical laboratory. The new view of inductive effects 
was, in turn, the key to Franklin’s analysis of the Leyden jar and thus to 
the emergence of a new and Newtonian paradigm for electricity'. Nor were 
dynamics and electricity' the only scientific fields affected by the legiti­
mization of the search for forces innate to matter. The large body of 
eighteenth-century literature on chemical affinities and replacement series 
also derives from this supramechanical aspect of Newtonianism. Chemists 
who believed in these differential attractions between the various chemical 
species set up previously unimagined experiments and searched for new 
sorts of reactions. Without the data and the chemical concepts developed 
in that process, the later w’ork of Lavoisier and, more particularly, of Dal­
ton would be incomprehensible.8" Changes in the standards govern­
ing permissible problems, concepts, and explanations can transform a 
science. . . . *

* The oxygen theory of Antoine Lavoisier (1743—94) owed much to experiments 
on calcination and the isolation of gases by Joseph Priestley, Carl Scheele, and 
Henry Cavendish, a ll of whom were proponents of the phlogiston theory. Sim i­
larly, the atomic theory' of John Dalton (1766—1844) was indebted to the discovery 
of the law of equivalent proportions (die basis for assigning equivalent weights to 
chem ical elements) and the law  of constant proportions (that regardless of how a 
compound is made, it always contains the same ratio of elements by weight), 
discoveries m ade within d ie Newtonian paradigm referred to by Kuhn. The laws 
of equivalent and constant proportions led Dalton to formulate the law  of multiple 
proportions (that when two elements can form more than one compound, the 
weights of one elem ent that combine with a fixed weight of the other are always 
in a simple num erical ratio) and the confirmation of this law played a central role 
in Dalton’s case for the atomic theory.



Other examples of these nonsubstantive differences between succes­
sive paradigms can be retrieved from the history of any science in almost 
any period of its development. For the moment let us be content with 
just two other and far briefer illustrations. Before the chemical revolution, 
one of the acknowledged tasks of chemistry was to account for the qualities 
of chemical substances and for the changes these qualities underwent dur­
ing chemical reactions. With the aid of a small number of elementary 
“principles”—of which phlogiston was one—the chemist was to explain 
why some substances are acidic, others metalline, combustible, and so 
forth. Some success in this direction had been achieved. W e have already 
noted that phlogiston explained why the metals were so much alike, and 
we could have developed a similar argument for the acids. Lavoisier’s 
reform, however, ultimately did away with chemical “principles,” and thus 
ended by depriving chemistry of some actual and much potential explan­
atory power. To compensate for this loss, a change in standards was re­
quired. During much of the nineteenth century failure to explain the 
qualities of compounds was no indictment of a chemical theory.9

Or again, Clerk Maxwell shared with other nineteenth-century pro­
ponents of the wave theory of light the conviction that light waves must 
be propagated through a material ether. Designing a mechanical medium 
to support such waves was a standard problem for many of his ablest con­
temporaries. His own theory, however, the electromagnetic theory of light, 
gave no account at all of a medium able to support light waves, and it 
clearly made such an account harder to provide than it had seemed before. 
Initially, Maxwell’s theory was widely rejected for those reasons. But, like 
Newton’s theory, Maxwell’s proved difficult to dispense with, and as it 
achieved the status of a paradigm, the community’s attitude toward it 
changed. In the early decades of the twentieth century Maxwell’s insis­
tence upon the existence of a mechanical ether looked more and more 
like lip service, which it emphatically had not been, and the attempts to 
design such an ethereal medium were abandoned- Scientists no longer 
thought it unscientific to speak of an electrical “displacement” without 
specifying what was being displaced.* The result, again, was a new set of *

* Kuhn is referring to the difficulty of understanding what the term D represents 
physically in Maxwell’s equations for the electromagnetic field in free space. Max­
well introduced the term D, calling it the displacement current by analogy with 
the ordinary electric current that flows when a wire is connected to the terminals 
of a battery. When a state of electric polarization is induced in a dielectric me­
dium, there is a transient change in the electric field. This changing electric field 
acts just like an electric current in producing a magnetic field. When the medium 
is a real, physical substance (such as an insulator between the plates of a conden- 
sor), we can easily imagine that the displacement current arises because charged 
particles (electrons) are moved slightly in the direction of the applied electric field. 
But what happens in free space, where there is no physical substance and no 
charged particles? According to Maxwell’s equations, variations in the displace­
ment current give rise to a changing magnetic field that, in turn, induces an
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problems and standards, one which, in the event, had much to do with 
the emergence of relativity theory.10

These characteristic shifts in the scientific community’s conception 
of its legitimate problems and standards would have less significance to 
this essay’s thesis if  one could suppose that they always occurred from 
some methodologically lower to some higher type. In that case their ef­
fects, too, would seem cumulative. No wonder that some historians have 
argued that the history of science records a continuing increase in the 
maturity and refinement of man’s conception of the nature of science.11 
Yet the case for cumulative development of science’s problems and stan­
dards is even harder to make than the case for cumulation of theories. 
The attempt to explain gravity, though fruitfully abandoned by most 
eighteenth-century scientists, was not directed to an intrinsically illegiti­
mate problem; the objections to innate forces were neither inherently 
unscientific nor metaphysical in some pejorative sense. There are no ex­
ternal standards to permit a judgment of that sort- What occurred was 
neither a decline nor a raising of standards, but simply a change demanded 
by the adoption o f a new paradigm. Furthermore, that change has since 
been reversed and could be again. In the twentieth century Einstein suc­
ceeded in explaining gravitational attractions, and that explanation has 
returned science to a set of canons and problems that are, in this particular 
respect, more like those of Newton’s predecessors than of his successors. 
Or again, the development of quantum mechanics has reversed the meth­
odological prohibition that originated in the chemical revolution. Chem­
ists now attempt, and with great success, to explain the color, state of 
aggregation, and other qualities of the substances used and produced in 
their laboratories. A  similar reversal may even be underway in electro­
magnetic theory. Space, in contemporary physics, is not the inert and 
homogeneous substratum employed in both Newton’s and Maxwell’s the­
ories; some of its new properties are not unlike those once attributed to 
the ether; .we may someday come to know what an electric displacement 
is.

By shifting emphasis from the cognitive to the normative functions of 
paradigms, the preceding examples enlarge our understanding efrthe ways 
in which paradigms give form to the scientific life. Previously, we had 
principally examined the paradigm’s role as a vehicle for scientific theory.

electric field, and so on. In this way, electromagnetic waves (such as radio waves 
and light rays) can propagate in a vacuum. But what is the medium, the so-called 
ether, in which these waves propagate? As Kuhn remarks, despite the empirical 
success of Maxwell’s equations, all attempts to construct a consistent mechanical 
model of the ether met with failure. Eventually, with the successful integration of 
Maxwell’s equations within the special theory of relativity, physicists stopped asking 
what the displacement current in free space is a displacement of and contented 
themselves with defining D operationally, in terms of quantities that can be ob­
served and measured.
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In that ro le it functions by te llin g  the sc ien tist ab o u t the en tities th at nature 
does and  does not con ta in  and about the ways in  w h ich  those entities 
behave. T h a t in form ation  provides a m ap  whose deta ils  are e lu c id a ted  by 
m atu re sc ien tif ic  research . And s in ce  natu re is too com plex  and  varied to 
be explored a t random , th at m ap  is as essential as observation and  exper­
im en t to sc ien ce ’s c o n tin u in g  developm ent. T h rou gh  the theories they 
em body, parad igm s prove to be constitu tive of th e  research  activity'. T hey 
are also, how ever, constitu tive o f sc ien ce  in  other respects, and  that is now 
the point. In p articu la r , our m ost recen t exam p les show that parad igm s 
provide sc ien tists not o n ly  w ith  a m ap  bu t also w ith  som e of the d irections 
essential for m ap-m aking . In le a rn in g  a p arad igm  the sc ien tis t acqu ires 
theory, m ethods, and  standards together, u su a lly  in  an in ex tricab le  m ix­
ture. T herefo re , w hen  parad igm s ch an ge , th ere  are usually' sign ifican t 
shifts in the c rite ria  d e te rm in in g  the leg itim acy  both of p rob lem s and of 
proposed so lutions.

T hat observation returns us to tire point from w h ich  this section be­
gan , for it provides our first exp lic it ind ication  of w h y  the ch o ice  betw een  
com peting  parad igm s regu la r ly  raises questions th at canno t be resolved by 
the criteria  o f norm al sc ien ce . To the extent, as s ign ifican t as it is incom ­
p lete, that two sc ien tific  schools d isagree about w hat is a p rob lem  and 
w hat a so lu tion , th ey  w ill in ev itab ly  ta lk  through each  other w hen  debating  
the relative m erits of th e ir  respective paradigm s. In the p artia lly  c ircu lar 
argum ents that regu la r ly  resu lt, each  parad igm  w ill be show n to satisfy 
m ore or less the criteria  th at it d ictates for itse lf and  to fall short of a few 
of those d ic ta ted  by its opponent. T h ere  are o ther reasons, too, for the 
incom pleteness of lo g ica l con tact th at consistently ch arac terizes  parad igm  
debates. For exam p le , s in ce  no p arad igm  ever solves a ll the problem s it 
defines and  sin ce  no two parad igm s leave  a ll the sam e prob lem s unsolved, 
parad igm  debates alw ays involve the question : W h ic h  prob lem s is it m ore 
s ign ifican t to have so lved? L ike the issue o f co m p etin g  standards, that 
question  of values can be answ ered  o n ly  in term s o f criteria  that lie  outside 
of norm al sc ien ce  a ltogether, and  it is that recourse  to ex ternal criteria 
that most obviously m akes parad igm  debates revo lu tionary . . . .
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T homas S. Kuhn

Objectivity7 
Value Judgment, and  
Theory Choice

In the penultimate chapter of a controversial book first published fifteen 
years ago, I considered the ways scientists are brought to abandon one 
time-honored theory or paradigm in favor of another. Such decision prob­
lems, I wrote, “cannot be resolved by proof.” To discuss their mechanism 
is, therefore, to talk “about techniques of persuasion, or about argument 
and counterargument in a situation in which there can be no proof.” 
Under these circumstances, I continued, "lifelong resistance [to a new 
theory] . . .  is not a violation of scientific standards. . . . Though the 
historian can always find men—Priestley, for instance—who were unrea­
sonable to resist for as long as they did, he will not find a point at which 
resistance becomes illogical or unscientific.”1 Statements of that sort ob­
viously raise the question of why, in the absence of binding criteria for 
scientific choice, both the number of solved scientific problems and the 
precision of individual problem solutions should increase so markedly with 
the passage of time. Confronting that issue, I sketched in my closing chap­
ter a number of characteristics that scientists share by virtue of the training 
which licenses their membership in one or another community of spe­
cialists. In the absence of criteria able to dictate the choice of each indi­
vidual, I argued, we do well to trust the collective judgment of scientists 
trained in this way. “What better criterion could there be,” I asked rhe­
torically, “than the decision of the scientific group?”2

A number of philosophers have greeted remarks like these in a way 
that continues to surprise me. M y views, it is said, make of theory choice 
“a matter for mob psychology.”3 Kuhn believes, I am told, that “the de­
cision of a scientific group to adopt a new paradigm cannot be based on

F rom Thomas S. Kuhn, T h e  E s s e n t ia l Tension: S elected  Studies in S cien tific T ra ­
dition and C hange (Chicago: University of Chicago Press, 1977), 320—39. This 
essay was originally presented as the Machette Lecture, delivered at Furman Uni­
versity, Greenville, S.C., on 30 November 1973.
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good reasons of any kind, factual or otherwise.”4 The debates surrounding 
such choices must, my critics- claim* fee fan me Vmere persuasive displays 
without deliberative substance.”5 Reports of this sort manifest total mis­
understanding, and I have occasionally said as much in papers directed 
primarily to other ends. But those passing protestations have had negligible 
effect, and the misunderstandings continue to be important. I conclude 
that it is past time for me to describe, at greater length and with greater 
precision, what has been on my mind when I have uttered statements like 
the ones with which I just began. If I have been reluctant to do so in the 
past, that is largely because I have preferred to devote attention to areas 
in which my views diverge more sharply from those currently received 
than they do with respect to theory choice.

What, I ask to begin with, are the characteristics of a good scientific 
theory? Among a number of quite usual answers I select five, not because 
they are exhaustive, but because they are individually important and col­
lectively sufficiently varied to indicate what is at stake. First, a theory 
should be accurate: within its domain, that is, consequences deducible 
from a theory should be in demonstrated agreement with the results of 
existing experiments and observations. Second, a theory should be consis­
tent, not only internally or with itself, but also with other currently ac­
cepted theories applicable to related aspects of nature. Third, it should 
have broad scope: in particular, a theory’s consequences should extend far 
beyond the particular observations, laws, or subtheories it was initially de­
signed to explain. Fourth, and closely related, it should be simple, bringing 
order to phenomena that in its absence would be individually isolated 
and, as a set, confused. Fifth—a somewhat less standard item, but one of 
special importance to actual scientific decisions—a theory should be fruit­
ful of new' research findings: it should, that is, disclose new phenomena 
or previously unnoted relationships among those already known.6 These 
five characteristics—accuracy, consistency, scope, simplicity', and fruit­
fulness—are all standard criteria for evaluating the adequacy of a theory. 
If they had not been, I would have devoted far more space to them in my 
book, for I agree entirely with the traditional view that they play a vital 
role when scientists must choose between an established theory and an 
upstart competitor. Together with others of much the same sort, they pro­
vide the shared basis for theory choice.

Nevertheless, two sorts of difficulties are regularly encountered by the 
men who must use these criteria in choosing, say, between Ptolemy’s as­
tronomical theory and Copernicus’s, between the oxygen and phlogiston 
theories of combustion, or between Newdonian mechanics and the quan­
tum theory'. Individually the criteria are imprecise: individuals may legit­
imately differ about their application to concrete cases. In addition, when 
deployed together, they repeatedly prove to conflict with one another; 
accuracy may, for example, dictate the choice of one theory', scope the
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choice of its competitor. Since these difficulties, especially the first, are 
also relatively familiar, I shall devote little time to their elaboration. 
Though my argument does demand that I illustrate them briefly, my views 
will begin to depart from those long current only after I have done so.

Begin with accuracy, which for present purposes I take to include not 
only quantitative agreement but qualitative as .well. Ultimately it proves 
the most nearly decisive of all the criteria, partly because it is less equivocal 
than the others but especially because predictive and explanatory powers, 
which depend on it, are characteristics that scientists are particularly un­
willing to give up. Unfortunately, however, theories cannot always be dis­
criminated in terms of accuracy. Copernicus’s system, for example, was 
not more accurate than Ptolemy’s until drastically revised by Kepler more 
than sixty years after Copernicus’s death. If Kepler or someone else had 
not found other reasons to choose heliocentric astronomy, those improve­
ments in accuracy would never have been made, and Copernicus’s work 
might have been forgotten. More typically, of course, accuracy does permit 
discriminations, but not the sort that lead regularly to unequivocal choice. 
The oxygen theory, for example, was universally acknowledged to account 
for observed weight relations in chemical reactions, something the phlo­
giston theory had previously scarcely attempted to do. But the phlogiston 
theory, unlike its rival, could account for the metals’ being much more 
alike than the ores from which they were formed. One theory thus 
matched experience better in one area, the other in another.* To choose 
between them on the basis of accuracy, a scientist would need to decide 
the area in which accuracy was more significant. About that matter chem­
ists could and did differ without violating any of the criteria outlined 
above, or any others yet to be suggested.

However important it may be, therefore, accuracy by itself is seldom 
or never a sufficient criterion for theory choice. Other criteria must func­

* Supporters of the phlogiston theory argued that metals are similar because they 
all contain phlogiston, which is released as heat and fire when metals bum in air. 
(This argument is not very impressive, since it fails to explain why carbon and 
other nonmetallic combustible materials, which are also supposed to be rich in 
phlogiston, are not at all like metals.) Lavoisier’s oxygen theory offered no expla­
nation of why metals resemble each other, but it did predict that all metals become 
heavier when they bum, and this prediction was confirmed by weighing experi­
ments. Metals gain weight when they bum because burning involves the chemical 
combination of the metal with the oxygen in the air to form an oxide. The heat 
associated with oxidation was attributed by Lavoisier to the release of caloric fluid 
that, according to his theory, surrounds the particles of oxygen. This is a typical 
example of what has come to be known as a “Kuhn loss”: when one paradigm 
replaces another, not every problem that was solved by the old paradigm can be 
solved by the new one, even though the new paradigm solves problems that the 
old one either ignored or could not solve. Modern science has finally succeeded 
in explaining the similarity among metals: metals are shiny, conduct electricity, 
etc. because they all contain free electrons that are not bound to individual atoms.



tion as well, but they do not eliminate problems. To illustrate I select just 
two—consistency and simplicity—asking how they functioned in the 
choice between the heliocentric and geocentric systems. As astronomical 
theories both Ptolemy’s and Copernicus’s were internally consistent, but 
their relation to related theories in other fields was very different. The 
stationary central earth was an essential ingredient of received physical 
theory, a tight-knit body of doctrine which explained, among other things, 
how stones fall, how water pumps function, and why the clouds move 
slowly across the skies. Heliocentric astronomy, which required the earth’s 
motion, was inconsistent with the existing scientific explanation of these 
and other terrestrial phenomena. The consistency criterion, by itself, there­
fore, spoke unequivocally for the geocentric tradition.

Simplicity, however, favored Copernicus, but only when evaluated in 
a quite special way. If, on the one hand, the two systems were compared 
in terms of the actual computational labor required to predict the position 
of a planet at a particular time, then they proved substantially equivalent. 
Such computations were what astronomers did, and Copernicus's system 
offered them no labor-saving techniques; in that sense it was not simpler 
than Ptolemy’s. If, on the other hand, one asked about the amount of 
mathematical apparatus required to explain, not the detailed quantitative 
motions of the planets, but merely their gross qualitative features—limited 
elongation, retrograde motion, and the like—then, as every schoolchild 
knows, Copernicus required only one circle per planet, Ptolemy two. In 
that sense the Copernican theory was the simpler, a fact vitally important 
to the choices made by both Kepler and Galileo and thus essential to the 
ultimate triumph of Copernicanism. But that sense of simplicity was not 
the only one available, nor even the one most natural to professional 
astronomers, men whose task was the actual computation of planetary' 
position.

Because time is short and I have multiplied examples elsewhere, I 
shall here simply assert that these difficulties in applying standard criteria 
of choice are typical and that they arise no less forcefully in twentieth- 
century situations than in the earlier and better-known examples I have 
just sketched. When scientists must choose between competing theories, 
two men fully committed to the same list of criteria for choice may nev­
ertheless reach different conclusions. Perhaps they interpret simplicity dif­
ferently or have different convictions about the range of fields within 
which the consistency criterion must be met. Or perhaps they agree about 
these matters but differ about the relative weights to be accorded to these 
or to other criteria when several are deployed together. With respect to 
divergences of this sort, no set of choice criteria yet proposed is of any' 
use. One can explain, as the historian characteristically does, why partic­
ular men made particular choices at particular times. But for that purpose 
one must go beyond the list of shared criteria to characteristics of the 
individuals who make the choice. One must, that is, deal with character-
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istics which vary from one scientist to another without thereby in the least 
jeopardizing their adherence to the canons that make science scientific. 
Though such canons do exist and should be discoverable (doubtless the 
criteria of choice with which I began are among them), they are not by 
themselves sufficient to determine the decisions of individual scientists. 
For that purpose the shared canons must be fleshed out in ways that differ 
from one individual to another.

Some of the differences I have in mind result from the individual’s 
previous experience as a scientist. In what part of the field was he at work 
when confronted by the need to choose? How long had he worked there; 
how successful had he been; and how much of his work depended on 
concepts and techniques challenged by the new theory? Other factors 
relevant to choice lie outside the sciences. Kepler’s early election of Co- 
pernicanism was due in part to his immersion in tire Neoplatonic and 
Hermetic movements of his day; German Romanticism predisposed those 

, it affected toward both recognition and acceptance of energy conservation; 
nineteenth-century British social thought had a similar influence on the 
availability and acceptability of Darwin’s concept of the struggle for exis­
tence. Still other significant differences are functions of personality. Some 
scientists place more premium than others on originality and are corre­
spondingly more willing to take risks; some scientists prefer comprehen­
sive, unified theories to precise and detailed problem solutions of appar­
ently narrower scope. Differentiating factors like these are described by 
my critics as subjective and are contrasted with the shared or objective 
criteria from which I began. Though I shall later question that use of 
terms, let me for the moment accept it. My point is, then, that every 
individual choice between competing theories depends on a mixture of 
objective and subjective factors, or of shared and individual criteria. Since 
the latter have not ordinarily figured in the philosophy of science, my 
emphasis upon them has made my belief in the former hard for my critics 
to see.

What I have said so far is primarily simply descriptive of what goes 
on in the sciences at times of theory choice. As description, furthermore, 
it has not been challenged by my critics, who reject instead my claim that 
these facts of scientific life have philosophic import Taking up that issue, 
I shall begin to isolate some, though I think not vast, differences of opin­
ion. Let me begin by asking how philosophers of science can for so long 
have neglected the subjective elements which, they freely grant, enter 
regularly into the actual theory' choices made by individual scientists? Why 
have these elements seemed to them an index only of human weakness, 
not at all of the nature of scientific knowledge?

One answer to that question is, of course, that few philosophers, if 
any, have claimed to possess either a complete or an entirely well-articu­
lated list of criteria. For some time, therefore, they could reasonably expect
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that further research would eliminate residual imperfections and produce 
an algorithm able to dictate rational, unanimous choice. Pending that 
achievement, scientists would have no alternative but to supply subjec­
tively what the best current list of objective criteria still lacked. That some 
of them might still do so even with a perfected list at hand would then 
be an index only of the inevitable imperfection of human nature.

That sort of answer may still prove to be correct, but I think no phi­
losopher still expects that it will. The search for algorithmic decision pro­
cedures has continued for some time and produced both powerful and 
illuminating results. But those results all presuppose that individual criteria 
of choice can be unambiguously stated and also that, if more than one 
proves relevant, an appropriate weight function is at hand for their joint 
application. Unfortunately, where the choice at issue is between scientific 
theories, little progress has been made toward the first of these desiderata 
and none toward the second. Most philosophers of science would, there­
fore, I think, now regard the sort of algorithm which has traditionally been 
sought as a not quite attainable ideal. I entirely agree and shall henceforth 
take that much for granted.

Even an ideal, however, if it is to remain credible, requires some 
demonstrated relevance to the situations in which it is supposed to apply. 
Claiming that such demonstration requires no recourse to subjective fac­
tors, my critics seem to appeal, implicitly or explicitly, to the well-known 
distinction between the contexts of discovery and of justification.7* They 
concede, that is, that the subjective factors I invoke play a significant role 
in the discovery or invention of new theories, but they also insist that that 
inevitably intuitive process lies outside of the bounds of philosophy of 
science and is irrelevant to the question of scientific objectivity. Objectivity- 
enters science, they continue, through the processes by which theories are 
tested, justified, or judged. Those processes do not, or at least need not, 
involve subjective factors at a 13. The}' can be governed by a set o f (objec­
tive) criteria shared by the entire group competent to judge.

I have already argued that that position does not fit observations of 
scientific life and shall now assume that that much has been conceded. 
What is now at issue is a different point: whether o r  not this invocation 
of the distinction between contexts of discovery' and of justification pro­
vides even a plausible and useful idealization. I think it does not and can 
best make my point by suggesting first a likely source of its apparent co­
gency. I suspect that my critics have been misled by science pedagogy' or
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what I have elsewhere called textbook science. In science teaching, the­
ories are presented together with exemplary applications, and those appli­
cations may be viewed as evidence. But that is not their primary pedagogic 
function (science students are distressingly willing to receive the word from 
professors and texts). Doubtless some of them were part of the evidence 
at the time actual decisions were being made, but they represent only a 
fraction of the considerations relevant to the decision process. The context 
of pedagogy differs almost as much from the context of justification as it 
does from that of discovery.

Full documentation of that point would require longer argument than 
is appropriate here, but two aspects of the way in which philosophers 
ordinarily demonstrate the relevance of choice criteria are worth noting. 
Like the science textbooks on which they are often modelled, books and 
articles on the philosophy of science refer again and again to the famous 
crucial experiments:* Foucault’s pendulum, which demonstrates the mo­
tion of the earth; Cavendish’s demonstration of gravitational attraction; or 
Fizeau’s measurement of the relative speed of sound in water and air. 
These experiments are paradigms of good reason for scientific choice; they 
illustrate the most effective of all the sorts of argument which could be 
available to a scientist uncertain which of two theories to follow; they are 
vehicles for the transmission of criteria of choice. But they also have an­
other characteristic in common. By the time they were performed no 
scientist still needed to be convinced of the validity of the theory their 
outcome is now used to demonstrate. Those decisions had long since been 
made on the basis of significantly more equivocal evidence. The exem­
plary crucial experiments to which philosophers again and again refer 
would have been historically relevant to theory choice only if they had 
yielded unexpected results. Their use as illustrations provides needed econ­
omy to science pedagogy, but they scarcely illuminate the character of the 
choices that scientists are called upon to make.

Standard philosophical illustrations of scientific choice have another 
troublesome characteristic. The only arguments discussed are, as I have 
previously indicated, the ones favorable to the theory that, in feet, ulti- 
matelv triumphed. Oxygen, we read, could explain weight relations, phlo­
giston could not; but nothing is said about the phlogiston theory’s power 
or about the oxygen theory’s limitations. Comparisons of Ptolemy’s theory
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“ A crucial experiment is one that conclusively falsifies one of two rival theories 
or hypotheses, thereby establishing its rival as well confirmed or true. Thus, for 
example, Kuhn describes Foucault’s pendulum as a crucial experiment because it 
conclusively refutes the hypothesis that the earth is stationary, thereby “demon­
strating” the motion of the earth. For further discussion, see the section, “Why 
Crucial Experiments Are Impossible in Physics,” in the commentary on chap­
ter 3.
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with Copernicus’s proceed in the same way. Perhaps these examples 
should not be given since they contrast a developed theory with one still 
in its infancy. But philosophers regularly use them nonetheless. If the only 
result of their doing so were to simplify the decision situation, one could 
not object. Even historians do not claim to deal with the full factual com­
plexity of the situations they describe. But these simplifications emasculate 
by making choice totally unproblematic. They eliminate, that is, one es­
sential element o f the decision situations that scientists must resolve if 
their field is to move ahead. In those situations there are always at least 
some good reasons for each possible choice. Considerations relevant to 
the context of discover}1 are then relevant to justification as well; scientists 
who share the concerns and sensibilities of the individual who discovers 
a new theory are ipso facto likely to appear disproportionately frequently 
among that theory’s first supporters. That is why it has been difficult to 
construct algorithms for theory choice, and also why such difficulties have 
seemed so thoroughly worth resolving. Choices that present problems are 
the ones philosophers of science need to understand. Philosophically in­
teresting decision procedures must function where, in their absence, the 
decision might still be in doubt.

That much I have said before, if only briefly. Recently, however, I 
have recognized another, subtler source for the apparent plausibility of my 
critics’ position. To present it, I shall briefly describe a hypothetical dia­
logue with one of them. Both of us agree that each scientist chooses be­
tween competing theories by deploying some Bayesian algorithm which 
permits him to compute a value for p(T,E), i.e., for the probability of a 
theory T on the evidence E available both to him and to the other mem­
bers of his professional group at a particular period o f time. “Evidence,” 
furthermore, we both interpret broadly to include such considerations as 
simplicity and fruitfulness. My critic asserts, however, that there is only 
one such value o f pr that corresponding to objective choice, and he be­
lieves that all rational members of the group must arrive at it. I assert, on 
the other hand, for reasons previously given, that the factors he calls ob­
jective are insufficient to determine in full any algorithm at all. For the 
sate of the discussion I have conceded that each individual has an algo­
rithm and that all their algorithms have much in common. Nevertheless,
I continue to hold that the algorithms of individuals are all ultimately 
different by virtue of the subjective considerations with which each must 
complete the objective criteria before any computations can be done. If 
my hypothetical critic is liberal, he may now grant that these subjective 
differences do play a role in determining the hypothetical algorithm on 
which each individual relies during the early stages of the competition 
between rival theories. But he is also likely to claim that, as evidence 
increases with the passage of time, the algorithms of different individuals 
converge to the algorithm of objective choice with which his presentation



began. For him the increasing unanimity of individual choices is evidence 
for their increasing objectivity and thus for the elimination of subjective 
elements from the decision process.

So much for the dialogue, which I have, of course, contrived to dis­
close the non sequitur underlying an apparently plausible position. What 
converges as the evidence changes over time need only be the values of 
p that individuals compute from their individual algorithms. Conceivably 
those algorithms themselves also become more alike with time, but the 
ultimate unanimity of theory choice provides no evidence whatsoever that 
they do so. If subjective factors are required to account for the decisions 
that initially divide the profession, they may still be present later when the 
profession agrees. Though I shall not here argue the point, consideration 
of the occasions on which a scientific community divides suggests that 
they actually do so.

My argument has so far been directed to two points. It first provided 
evidence that the choices scientists make between competing theories de­
pend not only on shared criteria—those my critics call objective—but also 
on idiosyncratic factors dependent on individual biography and personal­
ity. The latter are, in my critics’ vocabulary', subjective, and the second 
part of my argument has attempted to bar some likely ways of denying 
their philosophic import. Let me now shift to a more positive approach, 
returning briefly to the list of shared criteria—accuracy, simplicity, and the 
like—with which I began. The considerable effectiveness of such criteria 
does not, I now wish to suggest, depend on their being sufficiently artic­
ulated to dictate the choice of each individual who subscribes to them. 
Indeed, if they were articulated to that extent, a behavior mechanism fun­
damental to scientific advance would cease to function. What the tradition 
sees as eliminable imperfections in its rules of choice I take to be in part 
responses to the essential nature of science.

As so often, I begin with the obvious. Criteria that influence decisions 
without specifying what those decisions must be are familiar in many as­
pects of human life. Ordinarily, however, they are called, not criteria or 
rules, but maxims, norms, or values. Consider maxims first. The individual 
who invokes them when choice is urgent usually finds them ffustratingly 
vague and often also in conflict one with another. Contrast “He who 
hesitates is lost” with “Look before you leap,” or compare “Many hands 
make light work” with “Too many cooks spoil the broth.” Individually 
maxims dictate different choices, collectively none at all. Yet no one sug­
gests that supplying children with contradictory tags like these is irrelevant 
to their education. Opposing maxims alter the nature of the decision to 
be made, highlight the essential issues it presents, and point to those re­
maining aspects of the decision for which each individual must take re­
sponsibility himself. Once invoked, maxims like these alter the nature of 
the decision process and can thus change its outcome.
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Values and norms provide even clearer examples of effective guidance 
in the presence of conflict and equivocation. Improving the quality of life 
is a value, and a car in every garage once followed from it as a norm. But 
quality of life has other aspects, and the old norm has become problem­
atic. Or again, freedom of speech is a value, but so is preservation of life 
and property. In application, the two often conflict, so that judicial soul- 
searching, which still continues, has been required to prohibit such be­
havior as inciting to riot or shouting fire in a crowded theater. Difficulties 
like these are an appropriate source for frustration, but they rarely result 
in charges that values have no function or in calls for their abandonment. 
That response is barred to most of us by an acute consciousness that there 
are societies with other values and that these value differences result in 
other ways of life, other decisions about what may and what may not be 
done.

I am suggesting, of course, that the criteria of choice with which I 
began function not as rules, which determine choice, but as values, which 
influence it. Two men deeply committed to the same values may never­
theless, in particular situations, make different choices as, in fact, they do. 
But that difference in outcome ought not to suggest that the values sci­
entists share are less than critically important either to their decisions or 
to the development of the enterprise in which they participate. Values like 
accuracy, consistency, and scope may prove ambiguous in application, 
both individually and collectively; they may, that is, be an insufficient basis 
for a shared algorithm of choice. But they do specify a great deal: what 
each scientist must consider in reaching a decision, what he may and may 
not consider relevant, and what he can legitimately be required to report 
as the basis for the choice he has made. Change the list, for example by 
adding social utility as a criterion, and some particular choices will be 
different, more like those one expects from an engineer. Subtract accuracy 
of fit to nature from the list, and the enterprise that results may not resem­
ble science at all, but perhaps philosophy instead. Different creative dis­
ciplines are characterized, among other things, by different sets of shared 
values. If philosophy and engineering lie too close to the sciences, think 
of literature or the plastic. arts, Miltpn’s .failure to set Paradise Lost in a 
Copemican universe does not indicate that he agreed with Ptolemy but 
that he had things other than science to do.

Recognizing that criteria of choice can function as values when in­
complete as rules has, I think, a number of striking advantages. First, as I 
have already argued at length, it accounts in detail for aspects of scientific 
behavior which the tradition has seen as anomalous or even irrational. 
More important, it allows the standard criteria to function fully in the 
earliest stages o f theory choice, the period when they are most needed but 
when, on the traditional view, they function badly or not at all. Copernicus 
was responding to them during the years required to convert heliocentric 
astronomy from a global conceptual scheme to mathematical machinery



fox predicting planetary position. Such predictions were what astronomers 
valued; in their absence, Copernicus would scarcely have been heard, 
something which had happened to the idea of a moving earth before. 
That his own version convinced very few is less important than his ack­
nowledgment of the basis on which judgments would have to be reached 
if heliocentricism were to survive. Though idiosyncrasy must be invoked 
to explain why Kepler and Galileo were early converts to Copernicus’s 
s y s t e m , the gaps .filled by their efforts to perfect it were specified by shared 
values alone.

That point has a corollary which may be more important still. Most 
newly suggested theories do not survive. Usually the difficulties that evoked 
them are accounted for by more traditional means. Even when this does 
not occur, much work, both theoretical and experimental, is ordinarily 
required before the new theory can display sufficient accuracy and scope 
to generate widespread conviction. In short, before the group accepts it, a 
new theory has been tested over time by the research of a number of men, 
some working within it, others within its traditional rival. Such a mode of 
development, however, requires a decision process which permits rational 
men to disagree, and such disagreement would be barred by the shared 
algorithm which philosophers have generally sought. If it were at hand, 
all conforming scientists would make the same decision at the same time. 
With standards for acceptance set too low, they would, move from one 
attractive global viewpoint to another, never giving traditional theory an 
opportunity to supply equivalent attractions. With standards set higher, no 
one satisfying the criterion of rationality would be inclined to try out the 
new theory, to articulate it in w'ays which showed its fruitfulness or dis­
played its accuracy and scope. I doubt that science would survive the 
change. What from one viewpoint may seem the looseness and imperfec­
tion of choice criteria conceived as rules may, when the same criteria are 
seen as values, appear an indispensable means of spreading the risk which 
the introduction or support of novelty always entails.

Even those who have followed me this far will want to know how a 
value-based enterprise of the sort I have described can develop as a science 
does, repeatedly producing powerful new techniques for prediction and 
control. To that question, unfortunately, I have no answer at all, but that 
is only another way of saying that I make no claim to have solved the 
problem of induction. If science did progress by virtue of some shared and 
binding algorithm of choice, I would be equally at a loss to explain its 
success. The lacuna is one I feel acutely, but its presence does not differ­
entiate my position from the tradition.

It is, after all, no accident that my list of the values guiding scientific 
choice is, as nearly as makes any difference, identical with the tradition’s 
list of rules dictating choice. Given any concrete situation to which the 
philosopher’s rules could be applied, my values would function like his 
rules, producing the same choice. Any justification of induction, any ex-
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planation of why the rules worked, would apply equally to my values. Now 
consider a situation in which choice by shared rules proves impossible, 
not because the rules are wrong but because they are, as rules, intrinsically 
incomplete. Individuals must then still choose and be guided by the rules 
(now values) when they do so. For that purpose, however, each must first 
flesh out the rules, and each will do so in a somewhat different way even 
though the decision dictated by the variously completed rules may prove 
unanimous. If I now assume, in addition, that the group is large enough 
so that individual differences distribute on some normal curve, then any 
argument that justifies the philosopher’s choice by rule should be imme­
diately adaptable to my choice by value. A group too small, or a distri­
bution excessively skewed by external historical pressures, would, of 
course, prevent the argument’s transfer." But those are just the circum­
stances under which scientific progress is itself problematic. The transfer 
is not then to be expected.

I shall be glad if these references to a normal distribution of individual 
differences and to the problem of induction make my position appear very 
close to more traditional views. With respect to theory choice, I have never 
thought my departures large and have been correspondingly startled by 
such charges as “mob psychology,” quoted at the start. It is worth noting, 
however, that the positions are not quite identical, and for that purpose 
an analogy may be helpful. Many properties of liquids and gases can be 
accounted for on the kinetic theory by supposing that all molecules travel 
at the same speed. Among such properties are the regularities known as 
Boyle’s and Charles’s law. Other characteristics, most obviously evapora­
tion, cannot be explained in so simple a way. To deal with them one must 
assume that molecular speeds differ, that they are distributed at random, 
governed by the laws of chance. What I have been suggesting here is that 
theory choice, too, can be explained only in part by a theory which at­
tributes the same properties to all the scientists who must do the choosing. 
Essential aspects of the process generally known as verification will be 
understood only by recourse to the features with respect to which men 
may differ while still remaining scientists. The tradition takes it for granted 
that such features are vital to the process of discovery, which it at once 
and for that reason rules out of philosophical bounds. That they may have 
significant functions also in the philosophically central problem of justi­
fying theory choice is what philosophers of science have to date categor­
ically denied.

What remains to be said can be grouped in a somewhat miscellaneous 
epilogue. For the sake of clarity and to avoid writing a book, I have 
throughout this paper utilized some traditional concepts and locutions 
about the viability' of which I have elsewhere expressed serious doubts. For 
those who know the work in which I have done so, I close by indicating 
three aspects of what 1 have said which would better represent my views
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if cast in other terms, simultaneously indicating the main directions in 
which such recasting should proceed. The areas I have in mind are: value 
invariance, subjectivity, and partial communication. If my views of sci­
entific development are novel—a matter about which there is legitimate 
room for doubt—it is in areas such as these, rather than theory choice, 
that my main departures from tradition should be sought.

Throughout this paper I have implicitly assumed that, whatever their 
initial source, the criteria or values deployed in theory choice are fixed 
once and for all, unaffected by their participation in transitions from one 
theory to another. Roughly speaking, but only very roughly, I take that to 
be the case. If the list of relevant values is kept short (I have mentioned 
five, not all independent) and if their specification is left vague, then such 
values as accuracy, scope, and fruitfulness are permanent attributes of sci­
ence. But little knowledge of history is required to suggest that both the 
application of these values and, more obviously, the relative weights at­
tached to them have varied markedly with time and also with the field of 
application. Furthermore, many of these variations in value have been 
associated with particular changes in scientific theory. Though the expe­
rience of scientists provides no philosophical justification for the values 
they deploy (such justification would solve the problem of induction), 
those values are in part learned from that experience, and they evolve with 
it.

The whole subject needs more study (historians have usually taken 
scientific values, though not scientific methods, for granted), but a few 
remarks will illustrate the sort of variations I have in mind. Accuracy, as 
a value, has with time increasingly denoted quantitative or numerical 
agreement, sometimes at the expense of qualitative. Before early modern 
times, however, accuracy in that sense was a criterion only for astronomy, 
the science of the celestial region. Elsewhere it was neither expected nor 
sought. During the seventeenth century, however, the criterion of numer­
ical agreement was extended to mechanics, during the late eighteenth and 
early nineteenth centuries to chemistry and such other subjects as elec­
tricity and heat, and in this century to many parts of biology. Or think of 
utility, an item of value not on my initial list. It too has figured significantly 
in scientific development, but far more strongly and steadily for chemists 
than for, say, mathematicians and physicists. Or consider scope. It is still 
an important scientific value, but important scientific advances have re­
peatedly been achieved at its expense, and the weight attributed to it at 
times of choice has diminished correspondingly.

What may seem particularly troublesome about changes like these is, 
of course, that they ordinarily occur in the aftermath of a theory change. 
One of the objections to Lavoisier’s new chemistry was the roadblocks 
with which it confronted the achievement of what had previously been 
one of chemistry’s traditional goals: the explanation of qualities, such as 
color and texture, as well as of their changes. With the acceptance of
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Lavoisier’s theory such explanations ceased for some time to be a value 
for chemists: the ability to expIairLjqualitati_ve variation was no longer a 
criterion relevant to the evaluation of chemical theory. Clearly, if such 
value changes had occurred as rapidly or been as complete as the theory 
changes to which they related, then theory choice would be value choice, 
and neither could provide justification for the other. But, historically, 
value change is ordinarily a belated and largely unconscious concomitant 
of theory choice, and the former’s magnitude is regularly smaller than the 
latter’s. For the functions I have here ascribed to values, such relative 
stability provides a sufficient basis. The existence of a feedback loop 
through which theory change affects the values which led to that change 
does not make the decision process circular in any damaging sense.

About a second respect in which my resort to tradition may be mis­
leading, I must be far more tentative. It demands the skills of an ordinary' 
language philosopher, which I do not possess. Still, no very' acute ear for 
language is required to generate discomfort with the ways in which the 
terms “objectivity” and, more especially, “subjectivity” have functioned in 
this paper. Let me briefly7 suggest the respects in which I believe language 
has gone astray. “Subjective” is a term with several established uses: in 
one of these it is opposed to “objective,” in another to “judgmental.” 
When my' critics describe the idiosyncratic features to which I appeal as 
subjective, they resort, erroneously I think, to the second of these senses. 
When they complain that I deprive science of objectivity, they conflate 
that second sense of subjective with the first.

A standard application of the term “subjective” is to matters of taste, 
and my critics appear to suppose that that is what I have made of theory 
choice. But they are missing a distinction standard since Kant when they 
do so. Like sensation reports, which are also subjective in the sense now 
at issue, matters of taste are undiscussable. Suppose that, leaving a movie 
theater with a friend after seeing a western, I exclaim: “How I liked that 
terrible potboiler!” My friend, if he disliked the film, may tell me I have 
low tastes, a matter about which, in these circumstances, I would readily 
agree. But, short of saying that I lied, he cannot disagree with my report 
that I liked the film or try to persuade me that what I said about my 
reaction was wrong. What is discussable in my remark is not my' charac­
terization of my internal state, my exemplification of taste, but rather my 
judgment that the film was a potboiler. Should my friend disagree on that 
point, we may argue most of the night, each comparing the film with good 
or great ones we have seen, each revealing, implicitly or explicitly, some­
thing about how he judges cinematic merit, about his aesthetic. Though 
one of us may, before retiring, have persuaded the other, he need not have 
done so to demonstrate that our difference is one of judgment, not taste.

Evaluations or choices of theory have, I think, exactly this character. 
Not that scientists never say merely, I like such and such a theory', or 1 do 
not. After 1926 Einstein said little more than that about his opposition to
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the quantum theory.* But scientists may always be asked to explain their 
choices, to exhibit the bases for their judgments. Such judgments are 
em inently discussable, and the man who refuses to discuss his own cannot 
expect to be taken seriously. Though there are, very occasionally, leaders 
of scientific taste, their existence tends to prove the rule. Einstein was one 
of the few, and his increasing isolation from the scientific community in 
later life shows how very limited a role taste alone can play in theory 
choice. Bohr, unlike Einstein, did discuss the bases for his judgment, and 
he carried the day. If my critics introduce the term “subjective” in a sense 
that opposes it to judgm ental—thus suggesting that I make theory choice 
undiscussable, a matter of taste—they have seriously mistaken my position.

Turn now to the sense in which “subjectivity” is opposed to “objec­
tivity,” and note first that it raises issues quite separate from those just 
discussed. W hether my taste is low or refined, my report that I liked the 
film is objective unless I have lied. To my judgment that the film was a 
potboiler, however, the objective-subjective distinction does not apply at 
all, at least not obviously and directly. W hen my critics say I deprive theory 
choice of objectivity, they must, therefore, have recourse to some very 
different sense of subjective, presumably the one in which bias and per­
sonal likes or dislikes function instead of, or in the face of, the actual facts. 
But that sense of subjective does not fit the process I have been describing 
any better than the first. Where factors dependent on individual biography 
or personality must be introduced to make values applicable, no standards 
of factuality or actuality are being set aside. Conceivably my discussion of 
theory choice indicates some lim itations of objectivity, but not by isolating 
elements properly called subjective. Nor am  I even quite content with the 
notion that what I have been displaying are limitations. Objectivity ought 
to be analvzable in terms of criteria like accuracy and consistency. If these 
criteria do not supply all the guidance that we have customarily expected 
of them, then it may be the m eaning rather than the limits of objectivity 
that my argument shows.

Turn, in conclusion, to a third respect, or set of respects, in which 
this paper needs to be recast. I have assumed throughout that the discus­
sions surrounding theory choice are unproblematic, that the facts appealed
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* Presumably Kuhn meant “1936,” given that from 1927 to 1936 Einstein and 
Bohr carried on a debate about quantum mechanics that has been described as 
“one of the great intellectual disputes in the history of science.” The debate cul­
minated in the famous EPR paper of 1936 in which the authors (Einstein, Po­
dolsky, and Rosen) argued that quantum mechanics could not give a complete 
description of reality. During this period, Einstein was an articulate and relentless 
critic of the so-called Copenhagen interpretation of quantum mechanics. See Ar­
thur Fine, The Sh aky  G am e: Einstein, Realism, a n d  the Q uantum  Theory (Chi­
cago, 111.: University of Chicago Press, 1986), and Dugald Murdoch, Niels Bohr's 
Philosophy o f  Physics (Cambridge: University of Cambridge Press, 1987). The quo­
tation is from page 1 5 5 of Murdoch’s book.
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to in such discussions are independent of theory, and that the discussions' 
outcome is appropriately called a choice. Elsewhere I have challenged all 
three of these assumptions, arguing that communication between propo­
nents of different theories is inevitably partial, that what each takes to be 
facts depends in part on the theory he espouses, and that an individual's 
transfer of allegiance from theory to theory’ is often better described as 
conversion than as choice. Though all these theses are problematic as well 
as controversial, my commitment to them is undiminished. I shall not 
now defend them, but must at least attempt to indicate how what I have 
said here can be adjusted to conform with these more central aspects of 
my view of scientific development.

For that purpose I resort to an analogy I have developed in other 
places. Proponents of different theories are, I have claimed, like native 
speakers of different languages. Communication between them goes on 
by translation, and it raises all translation’s familiar difficulties. That anal­
ogy is, of course, incomplete, for the vocabulary of the two theories may 
be identical, and most words function in the same ways in both. But some 
words in the basic as well as in the theoretical vocabularies of the two 
theories—words like “star” and “planet,” “mixture” and “compound,” or 
“force” and “matter”—do function differently. Those differences are un­
expected and will be discovered and localized, if at all, only by repeated 
experience of communication breakdown. Without pursuing the matter 
further, I simply assert the existence of significant limits to what the pro­
ponents of different theories can communicate to one another. The same 
limits make it difficult or, more likely, impossible for an individual to hold 
both theories in mind together and compare them point by point with 
each other and with nature. That sort of comparison is, however, the 
process on which the appropriateness of any word like “choice” depends.

Nevertheless, despite the incompleteness of their communication, 
proponents of different theories can exhibit to each other, not always eas­
ily, the concrete technical results achievable by those who practice within 
each theory. Little or no translation is required to apply at least some value 
criteria to those results. (Accuracy and fruitfulness are most immediately 
applicable, perhaps followed by scope. Consistency^nd simplicity are far 
more problematic.) However incomprehensible the new theory may be to 
the proponents of tradition, the exhibit of impressive concrete results will 
persuade at least a few of them that they must discover how such results 
are achieved. For that purpose they must learn to translate, perhaps by 
treating already published papers as a Rosetta stone or, often more effec­
tive, by visiting the innovator, talking with him, watching him and his 
students at work. Those exposures may not result in the adoption of the 
theory; some advocates of the tradition may return home and attempt to 
adjust the old theory to produce equivalent results. But others, if the new 
theory is to survive, will find that at some point in the language-learning 
process they have ceased to translate and begun instead to speak the lan-
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guage like a native. No process quite like choice has occurred, but they 
are practicing the new theory nonetheless. Furthermore, the factors that 
have led them to risk the conversion they have undergone are just the 
ones this paper has underscored in discussing a somewhat different pro­
cess, one which, following the philosophical tradition, it has labelled the­
ory choice.

■  j Notes
1. The Structure o f  S cien tific Revolutions, 2d ed. (Chicago, 1970), pp. 148, 151— 
52, 159. All the passages from which these fragments are taken appeared in the 
same form in the first edition, published in 1962.
2. Ibid., p. 170.
3. Imre Lakatos, “Falsification and the Methodology of Scientific Research Pro­
grammes,” in I. Lakatos and A. Musgrave, eds.. Criticism  and the Growth o f  
K now ledge (Cambridge, 1970), pp. 91—195. The quoted phrase, which appears on 
p. 178, is. italicized in the original.
4. Dudley Shapere, “Meaning and Scientific Change,” in R. G. Colodny, ed., 
M ind and Cosmos: Essays in Contemporary S cien ce and  Philosophy, University of 
Pittsburgh Series in the Philosophy of Science, vol. 3 (Pittsburgh, 1966), pp. 41 — 
85. The quotation will be found on p. 67.
5. Israel Scheffler, S cien ce and Subjectivity (Indianapolis, 1967), p. 81.
6. The last criterion, fruitfulness, deserves more emphasis than it has yet received. 
A scientist choosing between two theories ordinarily knows that his decision will 
have a bearing on his subsequent research career. Of course he is especially at­
tracted by a theory that promises the concrete successes for which scientists are
ordinarily rewarded.
7. Tire least equivocal example of this position is probably the one developed in 
Scheffler, S cien ce and Subjectivity, chap. 4.
8. If the group is small, it is more likely that random fluctuations will result in its 
members’ sharing an atypical set of values and therefore making choices different 
from those that would be made by a larger and more representative group. External 
environment—intellectual, ideological, or economic—must systematically affect 
the value system of much larger groups, and the consequences can include diffi­
culties in introducing the scientific enterprise to societies with inimical values or 
perhaps even the end of that enterprise within societies where it had once flour­
ished. In this area, however, great caution is required. Changes in the environment 
where science is practiced can also have fruitful effects on research. Historians 
often resort, for example, to differences between national environments to explain 
why particular innovations were initiated and at first disproportionately pursued in 
particular countries, e.g., Darwinism in Britain, energy conservation in Germany. 
At present we know substantially nothing about the minimum requisites of the 
social milieux within which a sciencelike enterprise might flourish.



E rnán M c M u l l i n

Rationality and 
Paradigm Change 
in Science

As we look back at the first responses of philosophers of science to Thomas 
Kuhn’s classic The Structure of Scientific Revolutions [SSR], we are struck 
by their near unanimity toward the challenge that the book posed to the 
rationality of science. Kuhn’s account of the paradigm changes that for 
him constituted scientific revolutions was taken by many to undermine 
the rationality of the scientific process itself. The metaphors of conversion 
and gestalt switch, the insistence that defenders of rival paradigms must 
inevitably fail to make contact with each other’s viewpoints, struck those 
philosophical readers whose expectations were formed by later logical em­
piricism as a deliberate rejection of the basic requirements of effective 
reason giving in the natural sciences.

Kuhn responded to this reading of SSR in a lengthy Postscript to the 
second edition of his book in 1970 and in the reflective essay “Objectivity, 
Value Judgment, and Theory Choice” in 1977.* He labored to show that 
the implications of his new account of scientific change for the rationality 
of that change were far less radical than his critics were taking them to 
be. But his disavowals were not, in the main, taken as seriously as he had 
hoped they would be; the echoes of the rhetoric of SSR still lingered in 
people’s minds. It seems worth returning to this ground, familiar though 
it may seem, in order to assess just what KuhrrtfieFh'ave to say about how 
paradigm change comes about in science. We will see that the radical 
thrust of his account of science was indeed not directed so much against 
the rationality of theory choice as against the epistemic, or truthlike, char­
acter of the theories so chosen.

F r o m  Paul Horwich, ed., W o rld  C h an ges: T hom as K u h n  a n d  the N atu re  o f  S c i­
ence (Cambridge, Mass.: MIT Pressa 1993.), S'*—78-
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1 | G ood R easons for Paradigm C h an g e

The theme that recurs in Kuhn’s discussions of paradigm change is a two- 
sided one. On one hand, he wanted to emphasize the fundamental role 
played by “good reasons” in motivating theory change in science. Notable 
among these is the perception of anomaly, the growing awareness that 
something is wrong, which makes it possible for alternatives to be seriously 
viewed as alternatives. On the other hand, these reasons are never coercive 
in their own right in forcing change; the reasons in favor of a new para­
digm cannot c o m p e l assent. There is no precise point at which resistance 
to the change of paradigm becomes illogical.2 Proponents of the new par­
adigm and defenders of the old one may each be able to lay claim  to be 
acting “rationally”; the fact that neither side can persuade the other does 
not undermine the claim  each can make to have good reasons for what 
they assert. “The point I have been trying to make,” Kuhn says in the 
Postscript to SSR, “is a simple one, long familiar in philosophy of science. 
Debates over theory-choice cannot be cast in a form that fully resembles 
logical or mathematical proof. . . . Nothing about that relatively familiar 
thesis implies either that there are no good raasons for being persuaded 
or that those reasons are not ultim ately decisive for the group. Nor does 
it even imply that the reasons for choice are different from those usually 
listed by philosophers of science: accuracy, simplicity', fruitfulness, and the 
like. W hat it should suggest, however, is that such reasons function as 
values and that they can thus be differently applied, individually and col­
lectively, by men who concur in honoring them .”3

It is with the implications of this thesis that I will be mainly concerned 
in this essay. The values a good theory' is expected to embody enable com­
parisons to be made, even when the rival theories are incommensurable. 
Kuhn makes it clear that “incommensurable” for him does not imply 
“incomparable.” SSR, he notes, “includes many explicit examples of com­
parisons between successive theories. 1 have never doubted either that they 
were possible or that they were essential at times of theory choice.”4 What 
he wanted to emphasize, he says, is that “successive theories are incom­
mensurable (which is not the same as incomparable) in the sense that the 
referents of some of the terms which occur in both are a function of the 
theory within which those terms appear,” and hence that there is no neu­
tral language available for purposes of comparison. Nonetheless, transla­
tion is in principle possible.5 But to translate another’s theory is still not 
to make it one’s own. “For that one must go native, discover that one is 
thinking and working in, not simply translating out of, a language that was 
previously foreign.”6 And that transition cannot simply be willed, he main­
tained. however strong the reasons for it may be. This is what enabled 
him to maintain his most characteristic claim , even after the qualifiers he 
inserted in the Postscript: “The conversion experience that I have likened
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to a gestalt switch remains, therefore, at tire heart of the revolutionary 
process. Good reasons for choice provide motives for conversion and a 
climate in which it is more likely to occur. Translation may, in addition, 
provide points of entry for the neural reprogramming that, however in­
scrutable at this time, must underlie conversion. But neither good reasons 
nor translation constitute conversion, and it is that process we must expli­
cate in order to understand an essential sort of scientific change.”7

How is the transition to be explicated? Kuhn has only some hints to 
offer: “W ith respect to divergences of this sort, no set of choice criteria 
vet proposed is of any use. One can explain, as the historian characteris­
tically does, why particular men made particular choices at particular 
times. But for that purpose one must go beyond the list of shared criteria 
to characteristics of the individuals who make the choice. One must, that 
is, deal with characteristics which vary from one scientist to another with­
out thereby in the least jeopardizing their adherence to the canons that 
make science scientific.”8

And he mentions such characteristics as previous experience as a sci­
entist, philosophical views, personality differences. In the years since SSR 
appeared, sociologists of science have made much of these factors, often 
in ways that Kuhn him self would disavow. It was his stress on the role of 
these factors, he later remarked, that led critics to dub his views “subjec­
tivist.” They forgot his stress on the “shared criteria” that guide (but do 
not dictate) theory' choice.9 I will take him at his word here, assuming that 
the rationality of theory choice in his account rests on the persistence of 
these criteria that enable theories to be compared and evaluated, relatively 
to one another, even when they are incommensurable. 2

2 | How D eep  Do R evo lu tio n s G o?

Here we im m ediately encounter a difficulty. Do these criteria persist? Can 
they bridge paradigm differences? How deep, in short, do revolutions go? 
There is an ambiguity in Kuhn's response to this question. In a celebrated 
paragraph in S S R ,  he describes paradigm change as follows: “Like the 
choice between competing political institutions, that between competing 
paradigms proves to be a choice between incompatible modes of com­
munity life. Because it has that character, the choice is not and cannot 
be determined merely bv the valuative procedures characteristic of normal 
science, for these depend in part upon a particular paradigm, and that 
paradigm is at issue. W hen paradigms enter, as they must, into a debate 
about paradigm choice, their role is necessarily circular. Each group uses 
its own paradigm to argue in that paradigm’s defense."10

Since the evaluative procedures depend on the paradigm, and the 
paradigm itself is in question, there can bp no agreed-upon way to adju-



dicate the choice between rival paradigms. Though he goes on to say that 
the resulting circularity does not necessarily undercut the arguments used, 
he concludes that the status of such arguments can at best be only that 
of persuasion. They “cannot be made logically or even probabilistically 
compelling for those who refuse to step into the circle. The premises and 
values shared by the two parties to a debate over paradigms are not suffi­
ciently extensive for that.”11

What prevents the rival parties from agreeing as to which paradigm 
is the better, then, is in part the fact that the norms in terms of which this 
debate could be carried on are themselves part of the paradigm, so that 
there is no neutral methodological ground, or at least not enough to en­
able agreement to be reached. How important is this sort of “circularity” 
to Kuhn’s account of the inability of either side in a paradigm debate to 
muster an entirely cogent argument in its own behalf? If a circularity in 
regard to evaluative procedures were to hold in general in such cases, then 
scientific revolutions would indeed seem to be the irrational, or at least 
minimally rational, affairs that Kuhn’s critics take him to be saying they 
are. One way to find out is to direct attention to the examples he gives of 
scientific revolutions and ask what paradigm change amounts to in each 
of these cases.

When the question is put in this way, it is clear that there is a striking 
difference in the depth of the different changes classified by Kuhn as 
“revolutions.” At one end of the spectrum is the Copemican revolution, 
the charting of which led him to the writing of SSR in the first place. At 
the other end would be, for example, the discovery of X rays. Somewhere 
in the middle might come the discovery of the oxygen theory of combus­
tion.12 W7e have a choice in some cases, it would seem, between saying 
that only a small part of the paradigm changed and saying that an entire 
paradigm changed but that the “paradigm” in this case comprised only a 
fraction of the beliefs, procedures, and so forth, of the scientists involved.

Take the case of X rays. Kuhn insists that their discovery did accom­
plish a revolution in his sense. Yet he recognizes that at first sight this 
episode scarcely seems to qualify. After all, no fundamental change of 
theory occurred. No troublesome anomalies were noted in advance. There 
was no prior crisis to signal that a revolution might be at hand. Why then, 
he asks, can we not regard the discovery of X rays as a simple extension 
of the range of electromagnetic phenomena? Because, he responds, it “vi­
olated deeply entrenched expectations . . . implicit in the design and 
interpretation of established laboratory procedures.”1’ The use of a partic­
ular apparatus “carries with it the assumption that only certain sorts of 
circumstances will arise.” Roentgen’s discovery “denied previously para­
digmatic types of instrumentation their right to that title.” That was suf­
ficient, in his view, to constitute it a “revolution” in the sense in which 
he is proposing to use that term.

I will call this a shallow revolution because so much was left un-
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touched by it. Electromagnetic theory was not replaced or even altered in 
any significant way. There_were_no challenges to accepted ways of assess­
ing theory or to what counts as proper explanation. The textbooks, the sets 
of approved problem solutions, did not change much. What changed were 
the experimental procedures used in working with cathode-ray equipment 
and the expected outcomes of such work. And, of course, there were some 
important long-range implications for theory (as we now know). Such “rev­
olutions” ought, it would seem, to be fairly frequent. Much would depend 
on how literally one should take the criteria Kuhn specifies as being the 
symptoms of impending revolution: previous awareness of anomaly and a 
resistance to a threatened change in procedures or categories.14

We are much more likely to think in terms of “revolution” in cases 
where one large-scale theory replaces another. Kuhn’s favorite example is 
the replacement of phlogiston theory by the oxygen theory of combus­
tion.15 It meant a reformulation of the entire field of chemistry, a new 
conceptual framework, a new set of problems. Another example he gives 
of this sort of intermediate revolution, as we might call it, is the discovery' 
of tlae Leyden jar and the resulting emergence of “the first full paradigm 
for electricity.”16 Prior to this discovery, Kuhn remarks, no single paradigm 
governed electrical research. A number of partial theories were applied, 
none of them entirely successful. The new' conceptual framework enabled 
normal science to get under way, even though one-fluid and two-fluid 
theories were still in competition.

These changes involved the formulation of a new and more compre­
hensive theory. But they left more or less unchanged the epistemic prin­
ciples governing the paradigm debate itself. Both sides would have agreed 
as to what counts as evidence, as to how claims should be tested. Or more 
accurately, to the extent that the scientists involved would have disagreed 
on these issues, their disagreements would not have been paradigm- 
dependent to any significant extent. So far as we can tell, Priestley and 
Lavoisier applied the same sorts of criteria  ̂to the assessment of theory', 
though they might not have attached the same weight to each criterion.

In Kuhn’s favorite example of a scientific revolution, the Copemican 
one, this was, o f course, not the case. This was a revolution of a much 
more fundamental' sort because it involved a change in what counted as 
a good theory, in the procedures of justification themselves. It was not 
abrupt; indeed, it took a century and a half, from Copernicus’s De revo- 
lutionibus to Newton's Principia, to consummate. And what made it 
revolutionary was not just the separation of Newtonian cosmology or New­
tonian mechanics from their Aristotelian counterparts but the gradual 
transformation in the very idea of what constitutes valid evidence for a 
claim about the natural world, as well as in people’s beliefs about how 
that w'orld is ordered at the most fundamental level.17

It can thus be called a deep revolution, by contrast with the others 
described above. The Aristotelians and the Galileans totally disagreed as
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to how agreement itself should be brought about. So did the Cartesians 
and the Newtonians. The Galileans made use of idealization, of measure­
ment, of mathematics, in ways the Aristotelians believed were illegitimate. 
The Newtonians allowed a form of explanation that the Cartesians were 
quite sure was improper. The shift in paradigm here meant a radical shift 
in the methodology of paradigm debate itself. Paradigm replacement 
means something much more thoroughgoing in such a case.

Have theis been other deep revolutions in the more recent history of 
natural science? Newton’s success means the success of a methodology 
which is still roughly the methodology of natural science today. Perhaps 
only one deep revolution was needed to get us to what Kuhn calls “m a­
ture” science. The two major revolutions in the physics of our own century 
did not run quite so deep. But they d id  involve principles of natural order, 
that is, shared assumptions as to what count as acceptable ways of articu­
lating physical process at its most basic level. In the quantum revolution, 
what separated Bohr and Einstein was not just a difference in theoretical 
perspective but a disagreement as to what counted as good science and 
why. Quantum theory, in its Copenhagen interpretation, came much 
closer to a deep paradigm replacement than it would have done in Ein­
stein’s way of taking it.

In the Postscript to SSR, Kuhn addressed the ambiguity of the notion 
of paradigm and proposed a new label. A disciplinary matrix is the answer 
to the question, “W hat does [a community of specialists] share that ac­
counts for the relative fullness of their professional communication and 
the relative unanimity of their professional judgments?”18 Some of its prin­
cipal components, he says, are symbolic generalizations, models of the 
underlying ontology of the field under investigation, concrete problem 
solutions, and the values governing theory appraisal.

It is clear, then, that for there to be a revolution in Kuhn’s sense of 
the term this last component does not have to be at issue. Only in a deep 
revolution does one side challenge the other in regard to the appropriate 
methodology' of theory assessment. When X rays were discovered, there 
was no dispute as to how their reality should be tested. W hen a Kuhnian 
revolution takes place, it is evidently not necessary that the entire paradigm 
should change. Only a part of the disciplinary' matrix need be affected for 
there to be a sufficient change in worldview to qualify as “revolutionary'.” 
WTiat ‘revolutionary’ means in practice is a change that falls outside the 
normal range of puzzle-solving techniques and whose resolution cannot, 
therefore, be brought about by the ordinary resources of the paradigm.

The implicit contrast is between puzzle solving, with its definitive 
way's of deciding whether a puzzle really is solved, and paradigm debate, 
where no such means of ready resolution exists. Whether so sharp a con­
trast is warranted by the actual practice of science may well be questioned. 
Decision between rival theories is an everyday affair in any active part of 
science. There may be an accepted general framework within which prob-



M c M u l l i n  ■ R a t i o n a l i t y  a n u  P a r a d i g m  C h a n c e 1=5

lems are formulated, but new data constantly pose challenges to older 
subtheories within that framework. This was the main issue dividing Kuhn 
and his Popperian critics in the late 1960s. It is clear in retrospect that 
there was merit on both sides of that dispute but that each was focusing 
on a particular aspect of scientific change to the exclusion of others.

The appraisal of rival theories within a paradigm is not a simple matter 
of puzzle solving. The history of high-energy physics over the past thirty 
years, for example, has seen one theory dispute after another. The noto­
rious divisions at the moment among paleontologists about the causes ot 
the Cretaceous extinction or between planetary physicists about trie origin 
of the moon are only two of the more obvious reminders of the fact that 
deep-seated disagreement about the merits of alternative theories is a rou­
tine feature of science at its most “normal.” As we have seen, Kuhn traced 
the roots of paradigm disagreement to two different sources: an “incom­
mensurability” of a complex sort between two ways of looking at the world 
and a set of criteria for theory choice that function as values to be maxi­
mized rather than as an effective logic of decision. But this latter source 
of difference characterizes theory disputes generally and not just the more 
intractable ones that Kuhn terms paradigm disagreements. What we have 
here, I suspect, is a spectrum of different levels of intractability, not just 
a sharp dichotomy between revolutions and puzzle solutions. Nevertheless, 
Kuhn's dichotomy, though rather idealized, did serve to bring out in a 
forceful and dramatic way how complex, and how far from a simple matter 
of demonstration, the choice between theoretical alternatives ordinarily is.

3 | The Virtues o f a G ood Theory'

What makes this choice a rational one for Kuhn, as we have seen, is the 
fact that scientists are guided by what they would regard as the virtues of 
a good theory. And there has been a certain constancy in that regard, 
according to him, across all but perhaps the deepest of revolutions: “I have 
implicitly assumed that, whatever their initial source, the criteria or values 
deployed in theory' choice are fixed once and for all, unaffected by their 
transitions from one theory to another. Roughly speaking, but only roughly 
speaking, I take that to be the case. If the list of relevant values be kept 
short (1 have mentioned five, not all independent ) and if their specification 
is left vague, then such values as accuracy, scope, and fruitfulness are 
permanent attributes of science.”19

This is a strong assertion indeed. Ironically', it is stronger than that 
now made by some of those who, like Laudan and Shapere, have chided 
Kuhn in the past for his subjectivism.20 They argue that the values involved 
in theory choice are in no sense fixed; Shapere objects to any such claim 
as an objectionable form of essentialism. According to Laudan and Snap-



ere, these values themselves change gradually as theories change or are 
replaced. They change for reasons, they insist, tírese reasons functioning 
as some sort of higher-level arbitration. But there is no limit in principle 
as to how much they might change over time. To put this in a more direct 
way, there is no constraint on how different the criteria of a good theory 
might be in the science of the far future from those we rely on today, 
unlikely though a radical shift might be.21 In the original text of SSR, 
Kuhn proposed what sounds like a rather different view:

W hen paradigms change, there are usually significant shifts in the criteria 
determining the legitim acy both of problems and of proposed solutions. . . . 
[This is] why the choice between competing paradigms regularly raises ques­
tions that cannot be resolved by the criteria of normal science. To the extent, 
as significant as it is incomplete, that two scientific schools disagree about 
what is a problem and what a solution, they will inevitably talk through each 
other when debating the relative merits of their respective paradigms. In the 
partially c ircu lar arguments that regularly result, each paradigm will be shown 
to satisfy more or less the criteria that it dictates for itself and to fall short of 
a few of those dictated by its opponent.22

The criteria governing theory choice are described here as strongly 
paradigm-dependent and thus as suffering “significant shifts” from one 
paradigm to the next. The resulting partial circularity in paradigm assess­
ment leads rival scientists to “talk through each other.” This was the 
theme, of course, that Paul Feyerabend picked up on. One can see how 
severely it limits the notion that there are “good reasons” for paradigm 
change. Here, then, is a clear instance of how Kuhn’s later construals 
soften the radical overtones of the earlier work.

Kuhn does not hesitate to speak of the values involved in theory ap­
praisal as “permanent attributes of science.” He allows that the manner 
in which these values are understood and the relative weights attached to 
them have changed in the past and may change again in the future. But 
he wants to emphasize that these changes at the metalevel tend to be 
slower and smaller in scale than the changes that can occur at the level 
of theory:

If such value changes had occurred as rapidly or been as complete as the 
theory changes to which they related, then theory choice would be value 
choice, and neither could provide justification for the other. But, historically, 
value change is ordinarily a belated and largely unconscious concomitant of 
theory choice, and the former’s magnitude is regularly smaller than the lat­
ter’s. For the functions I have here ascribed to values, such relative stability 
provides a sufficient basis. The existence of a feedback loop through which 
theory change affects the values which led to that change does not make the 
decision process circular in any damaging sense.25
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One would need, however, to know just how and why changes in 
theory bring about changes at tire metalevel oF theory assessment in order 
to judge how large these latter changes might become without undermin­
ing the claim that a rational choice is being made. Is the “relative stability” 
of the criteria governing theory choice a contingent historical finding, or 
is it a necessary feature of any activity claiming the title of science? There 
are suggestions of both views in the passage I have just quoted. Historically, 
these values have in fact been stable, Kuhn remarks. But he adds that if 
they were not, if one had to choose the criteria of choice themselves in 
the act of choosing between theories, there would be no fulcrum. The 
process would lack justification; it would be circular in a way that would 
be damaging to its claim to qualify as science.

The presumption appears to be that really deep revolutions do not 
occur, that is, revolutions where there is no sharing of epistemic values 
between one paradigm and the other. Kuhn allows that large-scale theory 
change may involve smaller-scale changes in the values believed to be 
appropriate to theory appraisal. In such cases, adoption of the new para­
digm carries with it adoption of a somewhat different “rationality” at the 
metalevel. The advantages of the new theory are so marked, in terms of a 
minimal level of shared values, that a shift in the values themselves is 
ultimately taken to be warranted. This, it can be argued, is what happened 
in the seventeenth century as the balance shifted between Aristotelians 
and Galileans. Galileo set out to undermine Aristotle’s physics in its owm 
terms first and then to present an alternative that, in terms of consistency, 
empirical adequacy, and future potential, could claim a definite advan­
tage, even in terms of criteria the Aristotelian might be brought to admit. 
That, at any rate, would be the grounds, in Kuhn’s perspective, for re­
garding the Scientific Revolution as a “rational” shift in the way in which 
natural science was carried on.

In a recent essay Kuhn argues that we learn to use the term ‘science’ 
in conjunction with a cluster of other terms like ‘art’, ‘medicine’, ‘philos­
ophy’. To know what science is, is to know how it relates to these other 
activities.24 Identifying an activity as scientific is to single out “such di­
mensions as accuracy,;beauty, predictive power/normativeness, generality, 
and so on. Though a given sample of activity can be referred to under 
many descriptions, only those cast in this vocabulary of disciplinary' char­
acteristics permit its identification as, say, science; for that vocabulary- 
alone can locate the activity close to other scientific disciplines and at a 
distance from disciplines other than science. That position, in turn, is a 
necessary property' of all referents of the modern term, ‘science.’ ”25

He immediately qualifies this last very' strong claim by noting that not 
every activity that qualifies as “scientific” need be predictive, not all need 
be experimental, and so forth. And there is no sharp line of demarcation 
between science and nonscience. Nonetheless, there is a well-defined clus­
ter of values whose pursuit marks . o ff scxcnti fic from other activities in a

M c M u l l i n  ■ R a t i o n a l i t y  a n d  P a r a d i g m  C h a n g e  | 1 2 7



i_28  j C h . 2  R a t i o n a l i t y , O b j e c t i v i t y , and V a l u e s  in S c i e n c e

relatively unambiguous way and that gives the term ‘science’ the position 
it occupies in the “semantic field.” This marking off is not a mere matter 
of convention. The taxonomy of disciplines has developed in an empirical 
way; a real learning has taken place. If someone were to deny the ration­
ality of learning from experience, we would not know what he or she is 
trying to say. One cannot, he maintains, further justify the norms for ra­
tional theory choice. He cites C. G. Hempel to the effect that this inability 
is a testimony to our continuing failure to solve the classical problem of 
induction.26

Kuhn rests his case, then, both for the rationality of science and for 
its distinctiveness as a human activity mainly on the values governing 
theory choice in science. But he does not chronicle their history, disen­
tangle them from one another except in a cursory way, or inquire in any 
detail into how and why they have changed in the ways they have. Many 
of these variations, he remarks, “have been associated with particular 
changes in scientific theory. Though the experience of scientists provides 
no philosophical justification for the values they deploy (such justification 
would solve the problem of induction), those values are in part learned 
from that experience, and they evolve with it.”27

But what justification other than the experience of scientists is needed 
to justify the values they deploy? Kuhn has, I suspect, altogether too lofty 
a view of what “philosophical” justification might amount to. And he has 
too readily allowed himself to be intimidated by that most dire of philos­
ophers’ threats: “That cant be right: if it were, it would solve the problem 
of induction.” My own guess is that attention to the role of values in theory 
appraisal might well dissolve the problem Hume bequeathed us about 
the grounds for inductive inference. But whether that be true or not, the 
criteria employed by scientists in theory evaluation enjoy whatever sanc­
tion is appropriate to something learned in, and tested by, experience.

4 | How Might Epistemic Values Be Validated?
Suppose a scientist were to doubt whether a particular value, say simplic­
ity, is really a desideratum in a practical situation of theory choice facing 
him or her. The rationality of the choice depends, presumably, on what 
sort of answer can be given to this kind of question. Two different sorts 
of answers suggest themselves. One is to look at the track record and 
decide how good a guide simplicity has proved to be in the past. (There 
are obvious problems about how the criterion itself is to be understood, 
but I will bracket these for the moment.) A quite different sort of response
would be that simplicity is clearly a desideratum of theory because____ ,
where we fill the blank with a reason why on the face of it, a simple theory 
is more likely to be a good theory (if indeed one can find a convincing
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reason). Both of these responses would, of course, need further clarifica­
tion before they could begin to carry any conviction.

First, what does it mean to ask how good a guide simplicity has been 
in the past? Guide to what? Some kind of ordering of means and ends is 
clearly needed here. Some of the values we have been talking about seem 
to function as goals of the scientific enterprise itself: predictive accuracy 
(empirical adequacy) and explanatory power are the most obvious candi­
dates. One can trace each of these goals back a very long way in human 
history. In some sense, they may be as old as humanity itself. The story 
of how they developed in the ancient world, how the skills of prediction 
came to be prized in many domains, how explanatory accounts of natural 
process came to be constructed, is a familiar one. Less familiar is the 
realization that these goals were not linked together in any organic way at 
the beginning. Indeed, they were long considered antithetical in the do­
main of astronomy, the most highly developed part of the knowledge of 
nature in early times. One of the consequences, perhaps the most impor­
tant consequence, of the Copernican revolution was to show that they are 
compatible, that they can be successfully blended. This was an empirical 
discovery about the sort of universe we live in. It was something we learned. 
and that now we know.

Each of these goals has come to be considered valuable in its own 
right, an end in itself.28 An activity that gives us accurate knowledge of the 
world we live in and consequently power over its processes can come to 
seem worthwhile for all sorts of reasons. An activity7 that allows us to un­
derstand natural process, that allows our imaginations to reach out to 
realms inaccessible to our senses, holds immediate attraction. What it is 
to understand will, of course, shift as the principles of natural order them­
selves shift. So this goal of explaining lacks the definiteness of the goal of 
predicting; as theory changes, so will the contours of what counts as 
explaining.

Much more would have to be said about all this, but I am going to 
press on to make my main point.29 Other epistemic values serve as means 
to these ends; they help to identify theories more likely to predict well or 
to explain. Some of these are quite general and would apply to any epi­
stemic activity. Logical consistency (absence of contradiction) and com­
patibility' with other accepted knowledge claims would be among these. 
They7 are obviously not goals in themselves; they would not motivate us 
to carry on an activity in the first place. But we have found that these 
values are worth taking seriously as means. Or should I say, it has always 
been obvious that we must not neglect them, if it is knowledge we are 
seeking?

Other values are more specific to science, for example, fertility7, uni­
fying power, and coherence (i.e., absence of ad hoc features). Once again, 
these are clearly not primary goals. They are not so much deliberately- 
aimed at as esteemed, when present. And they are esteemed not in them­



selves but because they have proved to be the marks of a “good” theory, 
a theory that will serve well in prediction and explanation. A long story 
could be told about this, beginning with Kepler, Boyle, and Huygens and 
working through Herschel, Whewell, and a legion of others who have 
drawn attention to the significance of these three virtues.

Once again, the story is an ambiguous one: it can be told in two quite 
different ways. According to one way of telling it, these values can be 
shown to have played a positive historical role in theory choice; we have 
gradually learned to trust them as clues. According to the other, a series 
of acute thinkers (some of the most prominent of them listed above) have 
realized that these values ought to serve as indicators of a good theory. 
These are what one would expect a priori from a theory that purported to 
predict accurately and explain correctly. When Kepler and Boyle drew 
attention to the importance of such criteria, it was not to point to their 
efficacy in the earlier history of natural philosophy but to recommend 
them on general epistemic grounds.’0

The question of how to validate the values that customarily guide 
scientific theory choice can now be addressed more directly. The goals of 
predictive accuracy (empirical adequacy) and explanatory power serve to 
define the activity of science itself, in part at least. If, as Kuhn notes, one 
relinquishes the goal of producing an accurate account of natural regu­
larity, the activity one is engaged in may be worthwhile, but it is not 
science.51 The notion of epistemic justification does not direcdy apply to 
the goals themselves. One might ask, of course, whether the pursuit of 
these goals is justifiable on moral grounds. Or one might ask, as a means 
of determining whether effort expended on them is worthwhile, whether 
the goals are in fact attainable. We have learned that in general they are 
attainable. This is something one could not have known a priori. And we 
have learned much about the methods that have to be followed for theory 
construction to get under way, methods of experiment, of conceptual ide­
alization, of mathematical formulation, and the rest. All of this had to be 
learned, and no doubt there is still much to discover in this regard.

The other values, being instrumental, are justified when it is shown 
that they serve as means to the ends defined by the primary goals. And 
this, as we have seen, can be done in two ways: by an appeal to what we 
have learned from the actual practice of science or by an analysis in epis­
temological terms of the aims of theory and what, in consequence, the 
marks of a good theory should be. Ideally, both ways need to be followed, 
each serving as check for the other. The appeal to historical practice works 
not so much as a testimony to what values have actually guided scientists 
in their theory choices but as a finding that reliance on certain values has 
in fact served the primary goals of science. Might it cease to?

This is the Humean echo that seems to worry Kuhn so much. One 
might respond, as he does, that learning from experience is part of what 
it is to be rational. We cannot demonstrate that experience will continue
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to serve as a reliable guide. But demonstration is not what is called for. 
Kuhn has done more than anyone else, perhaps, to show that rational 
theory choice does not require the cogency of demonstration. We know 
that the predictive powers of natural science have enormously increased, 
and we know something of the theory characteristics that have served to 
promote this expansion. No future development could, so far as I can see, 
lead us to deny these knowledge claims, which rest not just on a percep­
tion of past regularities but on an understanding, partial at least, of why 
these regularities took the course they did. W e can, and almost surely will, 
learn more about what to look for in a good theory'. But no further evi­
dence seems to be needed to show that coherence in a theory' is a value 
to be sought, so that, other things being equal, a more coherent theory is 
to be preferred to a less coherent one.

M c M u l l i n  ■ R a t i o n a l i t y  a n d  P a r a d i g m  C h a n g e  | 131

5 | Rationality without Realism?
Over the years since SSR appeared, Kuhn has, as we have seen, become 
more and more explicit about the basic rationality that underlies theory 
choice in science. It is a complex rationality with many components, al­
lowing much latitude for difference among the defenders of different the­
ories. But it has remained relatively invariant since the deep revolution 
that brought it into clear focus in the seventeenth century. One might 
almost speak of a convergence here. Kuhn clearly believes that scientists 
have a pretty good grip on the values that ought to guide the appraisal of 
rival theories, and that this grip has improved as it has been tested against 
a wider and wider variety of circumstances.

But he has not softened his stance in regard to the truth character of 
theories in the least. In a well-known passage in the Postscript, he insists 
that the only sort of progress that science exhibits is in puzzle solving: 
later theories solve more puzzles than earlier ones, or (to put this in a 
different idiom) they predict better. But there is, he insists, “no coherent 
direction of ontological development”; there is no reason to think that 
successive theories approximate more and more closely to the truth.32 “The 
notion of a match between the ontology of a theory and its ‘real’ coun­
terpart in nature now seems to me illusive in principle.”35 Kuhn thus 
rejects in a most emphatic way the traditional realist view that the explan­
atory success of a theory gives reason to believe that entities like those 
postulated by the theory exist, i.e., that the theory is at least approximately 
true.

He does not argue for this position in SSR, aside from a remark about 
Einstein’s physics being closer in some respects to Aristotle’s than to New­
ton’s. But it is clear what the grounds for it are in his mind: the incom­
mensurability of successive paradigms implies a discontinuity' between



their ontologies. By separating the issues of comparability and commen- 
surability, he believes he can retain a more or less traditional view in 
regard to the former while adopting an instrumentalist one in regard to 
the latter. The radical challenge of SSR is directed not at rationality but 
at realism. The implications of the familiar Kuhnian themes of holism 
and paradigm replacement are now seen to be. more significant for the 
debate about realism than for the issue of scientific rationality', on which 
they had so great an initial impact.

Kuhn’s influence on the burgeoning antirealism of the last two dec­
ades can scarcely be overestimated. His views on theory change, on prob­
lems about the continuity of reference, are reflected in the work of such 
notable critics of realism as Arthur F ine, Bas van Fraassen, and especially 
Larry Laudan.54 Kuhn’s own emphasis on science as a puzzle-solving en­
terprise would lead one to interpret him  in an instrumentalist manner. At 
this point I am obviously not going to open a full-scale debate on realism 
versus instrumentalism.35 But I would like to pull out one thread from 
that notorious tangle. Kuhn's way of securing scientific rationality by fo­
cusing on the values proper to theory choice might well have led him (I 
argue) to a more sympathetic appreciation of realism. I am not saying that 
rationality and realism are all of a piece, that to defend one is to commit 
oneself to the other. Most of the current critics of realism would be em­
phatic in their defense of the overall rationality of scientific change. But 
a closer study of the values to which Kuhn so effectively drew attention 
should, to my mind, raise a serious question about the adequacy of an 
instrumentalist construal of the puzzle-solving metaphor. If such a con- 
strual is adopted, it is hard to make sense of those many episodes in the 
history of science where values other than mere predictive accuracy played 
a decisive role in the choice between theories.

To show this, 1 will focus on a case history from Kuhn’s own earlier 
work, T h e C o p e m ic a n  R e v o lu tio n . At issue are the relative merits of the 
Ptolemaic and the Copem ican systems prior to Galileo’s work. Kuhn 
points out that there was little to choose between the two on the score of 
predictive accuracy. “Judged on purely practical grounds,” he concludes, 
“the Copem ican system was a failure; it was neither more accurate nor 
significantly simpler than its Ptolemaic predecessors.”36 Yet it persuaded 
some of tfie best astronomers of the time. And it was they who ultimately 
produced the “simple and accurate” account that carried the day. How 
d id  it persuade them? In Kuhn’s view, “The real appeal of sun-centered 
astronomy was aesthetic rather than pragmatic. To astronomers the initial 
choice between Copernicus’ system and Ptolemy’s could only be a matter 
of taste, and matters of taste are the most difficult of all to define or 
debate."’7

But such matters cannot be regarded as unimportant, he goes on, as 
the success of the Copem ican Revolution itself testifies. Whatever it was 
that persuaded so many of those most skilled in astronomy to make what

1~2 j C h . 2 R a t i o n a l i t y , O b j e c t i v i t y , and V a l u e s  in S c i e n c e



M c M u l l i n  »  R a t i o n a l i t y  and  P a r a d i g m  C h a n c e

we would now regard as the right step obviously must be looked at with 
care. Those who were equipped "to discern geometric harmonies" obvi­
ously found "a new neatness and harmony” in the heliocentric system. 
W hat Copernicus offered was “a new and aesthetic harmony” that some­
how carried conviction in the right quarters.

But now let us see how Copernicus’s own argument went, in the 
crucial chapter 10 of book 1 of D e  re v o lu tio n ib u s . He points to two dif­
ferent sorts of clues. First, tire heliocentric model allows one to specifv 
the order of the planets outward from the central body in an unequivocal 
way, which Ptolemy’s model could not do. Furthermore, the Copernican 
model has the planetary periods increase as one moves outward from the 
sun, just as one would expect. W hat Copernicus claims to discover in the 
new way of ordering the planets is a "clear bond of harmony,” "an ad­
mirable symmetry.” But why should this carry conviction, especially since 
(as Kuhn emphasizes) Copernicus in the end had to retain an inelegant 
and far from harmonious-seeming tangle of epicycles?

He had stronger arguments. The heliocentric model could e x p la in , 
that is, provide the c a u s e  of, a whole series of features of the planetary- 
motions that Ptolemy simply had to postulate as given, as inexplicable in 
their own right. For example, even in ancient times it had been suggested 
that Venus and M ercury appear to have the sun as their center of rotation, 
since, unlike the other planets, they accompany the sun in its motion 
across our sky. Or again, it had long been noted that the superior planets 
(Mars, Jupiter, Saturn) are at their brightest when in opposition (rising 
together in the evening or setting together in the morning). Assuming that 
brightness is a measure of relative distance, this is explained if we are 
viewing the planetary motions from a body that itself is orbiting the sun 
as center. This “proves,” Copernicus somewhat optim istically concludes, 
that the center of motion of the superior planets is the same as that of the 
inferior planets, nam ely the sun.

Kuhn comments that it does “not actually prove a thing. The Ptole­
maic system explains these phenomena as completely as the Copernican,” 
although the latter can be said to be “more natural.” -8 Here I must disa­
gree. The Ptolemaic system does not e x p la in  the phenomena mentioned 
above at all. Ptolemy is forced to postulate that the center of the epicycle 
for both Venus and M ercury always lies on the line joining the earth, and 
sun. Kuhn says that in this way Ptolemy “accounts for” this feature of their 
motions. But this is surely not a c c o u n tin g  fo r  in the sense of explaining. 
Kuhn evidently equates prediction and explanation in these passages, not 
an unusual assumption at the tim e his book was written.

But he allows that Copernicus gives a “far more natural” account than 
does Ptolemy. W hy? And what does 'natural’ mean in the lexicon of an 
instrumentalist? Ptolemy’s restriction on the deferent radii swept out by- 
Venus and M ercury “is an ‘extra' device, an a d  h o c  addition,”39 one that 
Copernicus can discard. Kuhn is surely on the right track here. But this
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is n o t  an aesthetic argument, an appeal to taste. Copernicus himself makes
the genre to which it belongs quite clear. He says that [he] is able to assign 
the cause of these features of the planetary motions, whereas Ptolemy is 
not. There is no reason in Ptolemy's system for them, other than the mere 
need to get the predictions right. They are, as Kuhn h im self says, ad hoc.

Copernicus gives another set of arguments based on the retrograde 
motions. Their relative size and frequency from one planet to another and 
the lack of any such motions on the part of the sun and moon are exactly 
what one would be led to expect in a system where we are observing tire 
motions from the third planet and the moon is not a true planet but a 
satellite of earth. Later, in the M ys t en u m  c o sm o g r a p h i c u m ,  Kepler devel­
oped these arguments more fully and added some of his own, for example, 
the striking fact that in the Ptolemaic model, the period of rotation for 
each planet on either the deferent or the epicycle circle is exactly one 
year, something which seemed like an extraordinary piece of adjustment, 
especially since Ptolemy took the planets to be dynam ically independent 
of one another. Kepler is clear that the issue here is one of causal expla­
nation; one of the systems can provide such an explanation, the other 
cannot. He is also clear that the criterion of prediction alone will not be 
enough to decide in all cases between two rival accounts of the planetary 
motions and thus that a different genre of argument (he calls it “physical”) 
is needed.'10 This he urged as a refutation of the instrumentalism of his 
opponent, Ursus.

The competition may have been neutral between Ptolemy and Co­
pernicus where p r ed i c t i o n  of planetary motions was concerned, but the 
two systems were quite unequal as exp lana tion .  No better illustration could 
be found of the distinction between these two concepts, and of the con­
sequent importance of criteria of theory appraisal other than that of pre­
dictive or descriptive accuracy. Copernicus’s criterion of “naturalness,” the 
elim ination of ad hoc features, the virtue that might today be called co­
herence, is not aesthetic; it is epistemic. He is not just appealing to his 
reader’s taste, or sense of elegance. He is not assuming that the simpler, 
the more beautiful, models are more likely to be true. He is saying that a 
theory that makes causal sense of a whole series of features of the planetary 
motions is more likely to be true than one that leaves these features un­
explained.

Copernicus and those who followed him believed that they had good 
arguments for the reality of the earth’s motion around the sun. They some­
times overstated tire force of those arguments, to be sure, using terms like 
‘proof’ and ‘demonstration’. The natural philosophers of the day were not 
vet accustomed to the weaker notions of likelihood and probability. Ga­
lileo found, to his cost, that he had to speak in terms of demonstration if 
his claims for the Copernican system were to be taken seriously. He did 
not have a demonstration, but from our perspective, he called effectively
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on the criterion of coherence in his critique of the geostatic alternativ e, 
just as Copernicus had cartier done.

As we look back on those debates, we are ready to allow that the 
coherence arguments of Copernicus and Galileo did  carry force, that they 
did give a motive for accepting the new heliocentric model as true. And 
their force came from something other than predictive advantage. Kuhn's 
point in regard to theory assessment, one that became clearer in his suc­
cessive formulations of it, was that the different theory values were not 
reducible to one another, and hence that no simple algorithm, no logic 
of confirmation such as the logical positivists had sought, underlay real- 
life theory decision. What I have tried to do here is to carry this insight 
further and to note the special epistemic weight carried by certain of these 
values. Besides coherence, one could make similar cases for fertility and 
unifying power. It is hard to make sense of the role played by these values 
if one adopts the instrumentalist standpoint that Kuhn feels compelled to 
advocate.

The case for scientific realism rests in large part on these “superem- 
pirical” values. That is, when we ask about a particular theory, how likely 
is it that it is true (correlatively, how likely is it that something like the 
explanatory entities it postulates actually exist), it is to these virtues that 
we are inclined to trim. To say that a theory simply “saves the phenom­
ena,” though this carries som e  epistemic weight, leaves open the suspicion 
of its being ad hoc. If a theory be thought of simply as an hypothetico- 
deductive device, it would seem plausible to suppose that other devices 
might account as well or better for the phenomena to be explained. It is 
onlv when the temporal dimension is added, when a theory is evaluated 
in a historical context, when its success in unifying domains over time or 
in predicting new sorts of phenomena are taken into account, that con­
viction begins to emerge. Theories are not assessed simply as predictors; 
the}’ are not confirmed purely by the enumeration of consequences.

My conclusion is that the diversity of the expectations scientists hold 
up for their theories argues not only for the tentative character of theory 
choice, Kuhn’s original point, but also for its properly epistemic character. 
This leaves us, of course, with a problem: haw can the difficulties in regard 
to incommensurability be reconciled with the epistemic force of such 
arguments as that of Copernicus? Kuhn emphasized the discontinuities of 
language across theory change so strongly that he left no room for the 
possibility of convergence, for the possibility that the theories of the 
paleontologists of today, for example, not only solve more puzzles than 
those of yesteryear but also tell us, with high degree of likelihood, what 
actuali}’ happened at distant epochs in the earth’s past.

The Kuhnian heritage is thus a curiously divided one. Kuhn wanted 
to maintain the rational character of theory choice in science while de­
nying the epistemic character of the theory chosen. The consequent
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t e n s io n s  a r e ,  o f  c o u r s e ,  f a m i l i a r  to  e v e r y  r e a d e r  o f  c u r r e n t  p h i lo s o p h y  o f
science. Thirty years later, The Structure o f  Scientific Revolutions still 
leaves us with an agenda.

■  | Notes

1. [Hereafter “Objectivity,” from] The Essential Tension (ET), pp. 320-339 [re­
printed this volume, pp. 102—18], In his effort to ward off the charge of subjec­
tivism, Kuhn might also have pointed to “The Function of Measurement in 
Modem Physical Science” (Isis 52 [1961]: 161 — 190; reprinted in ET, pp. 178— 
224), which appeared before SSR and whose theme was that "measurement can 
be an immensely powerful weapon in the battle between two theories” (ET, 
p. 211), that “the comparison of numerical predictions . . . has proved particularly 
successful in bringing scientific controversies to a close” (ET, p. 213). Or he could 
have recalled an even earlier paper, “The Essential Tension” (The Third University 
of Utah Research Conference on the Identification of Scientific Talent, ed. C. W. 
Taylor [Salt Lake City: University of Utah Press, 1959], 162 — 1 74; reprinted in ET, 
pp. 225-239), whose title referred to the opposition between the themes of tra­
dition and innovation in science and which argued that it is the very effort to work 
within a tightly construed tradition that leads eventually to the recognition of 
anomalies that in turn prepares the way for revolution (ET, p. 234). One further 
paper that Kuhn might have called on was “A Function for Thought Experiments” 
(L'Aventure de la science. Melanges Alexandre Koyre [Paris: Hermann, 1964], 
vol. 2, pp. 307—334; reprinted in ET, pp. 240-265), which describes how failures 
of expectation induce the crisis that is the usual prelude to paradigm change (ET, 
p. 263).
2. “Objectivity,” p. 320 [p. 102, above],
3. The Structure of Scientific Revolutions, 2nd ed. (Chicago: University of Chicago 
Press, 1970). p. 199.
4. “Metaphor in Science,” in Metaphor and Thought, ed. Andrew Ortony (Cam­
bridge: Cambridge University Press, 1979), 409-419; see p. 416.
5. In a recent essay Kuhn distinguishes between translation and interpretation and 
shows how communication can occur even where languages are incommensurable 
(“Commensurability, Comparability, Communicability,” PSA 1982 [Philosophy of 
Science Association], 1983: 669—688). In a comment Philip Kitcher remarks that 
Kuhn, in his later readings of SSR, has progressively weakened the dramatic doc­
trine of the original work in ways, be it said, of which Kitcher approves (“Impli­
cations of Incommensurability,” PSA 1982, 1983: 689—703).
6. SSR, p. 204.
7. SSR, p. 204.
8. “Objectivity,” p. 324 [p. 106, above].
9. “Objectivity,” p. 325 [p. 106, above].
10 SSR, p. 94 [p. 88, above].
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11. SSR, p. 94 [p. 88, above],
12. In SSR Kuhn himself distinguishes between "major paradigm changes, like 
those attributable to Copernicus and Lavoisier,” and “the far smaller ones associ­
ated with the assimilation of a new sort of phenomenon, like oxygen or X-rays” 
(p. 92) [p. 86, above],
13. SSR. p. 58.
14. SSR, p. 62. It is not clear to me that the discovery of X ravs satisfies either of 
these criteria in any other than a minimal way
15. SSR, p. 199.
16. SSR, p. 62. There might be some question as to whether, in fact, a single 
theory of electricity did emerge at this time. But that is not to tire point of my 
inquiry.
17. 1 have worked out this tíreme in some detail in my "Conceptions of Science 
in the Scientific Revolution,” in Reappraisals of the Scientific Revolution, ed. Da­
vid Lindberg and Robert Westman (Cambridge: Cambridge University' Press, 
1990).
18. SSR, p. 182.
19. "Objectivity','’ p. 335 [p. 114, above).
20. See Larry Laudan, Science and Values (Berkeley: LJniversity of California 
Press, 1984) [Ch. 4 of Science and \'alues is reprinted on pp. 1 39-69, this volume]; 
Dudley Shapere, Reason and the Search for Knowledge (Dordrecht: Reidel, 19S4j).
1 have disc ussed the ironies of this particular divergence more fully in "The Shap­
ing of Scientific Rationality," in Construction and Constraint, ed. E. McMuilin 
(Notre Dame: University of Notre Dame Press, 1988), pp. 1—47.
21. Nicholas Rescher defends a somewhat similar position in regard to how dif­
ferent from ours the "science" carried on by the inhabitants of a distant planet 
might be: “Science as we have it— the only' ‘science’ that we ourselves know— is a 
specifically human artifact that must be expected to reflect in significant degree 
the particular characteristics of its makers. Consequently, the prospect that an alien 
'science’-possessing civilization has a science that we could acknowledge ( if suffi­
ciently informed) as representing the same general line of inquiry as that in which 
we ourselves are engaged seems extremely' implausible” ("Extraterrestrial Science,” 
Philosophia hlaturalis 21 [1984]: 400—424; see p. 413).
22. SSR, pp. 10 9 -110  [p. 100. above].
23. “Objectivity,” p. 336 [p. 115. above],
24. “Rationalitv and Theory Choice,” Journal of Philosophy 80 (1983): 563 —  570; 
see P. 567.
25. Ibid., p. 568.
26. C. G. Hempel, ‘Valuation and Objectivity in Science,” in Physics, Philosophy, 
and Psychoanalysis, ed. R. S. Cohen and L. Laudan (Dordrecht: Reidel, 1983). 
73-100.
27. “Objectivity,” p. 335’ [p. 114, above].



28. See my ‘Values in Science,” PSA 1982, 1983: 3-25.
29. The story sketched so lightly here is told in much more detail in my “Goals 
of Natural. Science,” Proceedings o f  the American Philosophical Association 58 
(1934): 37-64.
30. For a fuller historical treatment, see my “Conceptions of Science in the Sci­
entific Revolution.”
31. “Rationality and Theory Choice,” p. 569.
32. SSR, p. 206.
33. SSR, p. 206.
34. Laudan’s much-quoted essay, “A Confutation of Convergent Realism,” in S ci­
entific R ealism , ed. J. Leplin (Berkeley: University o f  California Press, 1984), 
213—249 [an edited version is reprinted on pp. 1114—35, this volume], presents 
in detail the sort of arguments that Kuhn would need to support his own rejection 
of convergence.
35. See my “Case for Scientific Realism,” in Scien tific  R ealism , ed. J. Leplin, 8— 
40 ,  and “Selective Anti-realism,” Philosophical S tudies 61 (1991): 97—108.
36. The Copemican Revolution (New York: Random House, 1957), p. 171.
37. Ibid., p. 172.
38. Ibid., p. 178.
39. Ibid., p. 172.
40. Kepler’s clearest treatment of this issue will be found in the A pologia  Tychonis 
contra U rsum  (1600). See Nicholas Jardine’s translation of this work in The B irth  
o f H istory a n d  Philosophy o f  Science (Cambridge: Cambridge University Press,
1 9 8 4 ) .  Michael Gardner extracts a  “Kepler principle” to the effect that it counts 
m favor of the realistic acceptance of a theory if it explains facts that competing 
theories merely postulate. See “Realism and Instrumentalism in Pre-Newtonian 
Astronomy,” in Testing Scientific Theories, ed. John Earman (Minneapolis: Uni­
versity of Minnesota Press, 1983), 201-265; p. 256.
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L a r r y  L a u d a n

Dissecting the 
Holist Picture o f 
Scientific Change

It is now more than twenty years since the appearance of Thomas Kuhn’s 
The Structure o f  Scientific Revolutions. For many of us entering the field 
two decades ago, that book made a powerful difference. Not because we 
fully understood it; still less because we became converts to it. It mattered, 
rather, because it posed in a particularly vivid form some direct challenges 
to the empiricism we were learning from the likes of Hempel, Nagel, 
Popper, and Carnap.

Philosophers of science of that era had no doubts about whom and 
what the book was attacking. If Kuhn was right, all the then reigning 
methodological orthodoxies were simply w'rong. It was a good deal less 
clear what K uhn ’s positive message amounted to, and not en t ir e ly  because 
many of Kuhn’s philosophical readers were too shocked to read him care­
fully. Was he saying that theories were really and always incommensurable 
so that rival scientists invariably misunderstood one another, or did he 
mean it when he said that the problem-solving abilities of rival theories 
could be objectively compared? Did he really believe that accepting a new 
theory was a “conversion experience,” subject only to the Gestalt-like ex­
igencies of the religious life? In the first wave of reaction to Kuhn’s bomb­
shell, answers to such questions were not easy to find.

Since 1962 most of Kuhn’s philosophical writings have been devoted 
to clearing up some of the ambiguities and confusions generated by the 
language of the first edition of The Structure o f  Scientific Revolutions. By 
and large, Kuhn’s message has been an ameliorative and conciliatory one, 
to such an extent that some passages in his later writings make him sound 
like a closet positivist. More than one commentator has accused the later 
Kuhn of taking back much of what made his message interesting and 
provocative in the first place.1

From Larry Laudan, Science and Values: The Aims of Science and Their Role in 
Scientific Debate (Berkeley: University of California Piesv 1984), 67—102.
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But that is not entirely fair, for if many of Kuhn’s clarifications have 
indeed taken the sting out of what we once thought Kuhn’s position was, 
there are several issues about which the later Kuhn is both clear and  
controversial. Significantly, several of those are central to the themes of 
this essay. Because they are, 1 want to use Kuhn’s work as a stalking-horse 
to show how the features of the reticulational model . . . can be used to 
produce a more satisfactory account than Kuhn offers of scientific debate 
in particular and scientific change in general.

Kuhn, then, will be my immediate target but I would be less than 
candid if I did not quickly add that the views I discuss here have spread 
considerably beyond the Kuhnian corpus. To some degree, almost all of 
us who wrote about scientific change in the 1970s (present company in­
cluded) fell prey to some of the confusions 1 describe. In trying to char­
acterize the mechanisms of theory change, we have tended to lapse into 
sloppy language for describing change. However, because Kuhn’s is the 
best-known account of scientific change, and because Kuhn most overtly 
makes several of the mistakes I want to discuss, this chapter focuses chiefly 
on his view’s. Similar criticisms can be raised with varying degrees of se­
verity against authors as diverse as Foucault, Lakatos, Toulmin, Holton, 
and Laudan.

■  | Kuhn on the Units o f Scientific Change

It is notorious that the key Kuhnian concept of a paradigm is multiply 
ambiguous. Among its most central meanings are the following three: First 
and foremost, a paradigm offers a conceptual framework for classifying 
and explaining natural objects. That is, it specifies in a generic way the 
sorts of entities which are thought to populate a certain domain of expe­
rience and it sketches out how those entities generally interact. In short, 
every paradigm will make certain claims about what populates the world. 
Such ontological claims mark that paradigm off from others, since each 
paradigm is thought to postulate entities and modes of interaction which 
differentiate it from other paradigms. Second, a paradigm wall specify the 
appropriate methods, techniques, and tools of inquiry for studying the 
objects in the relevant domain of application. Just as different paradigms 
have different ontologies, so they involve substantially different method­
ologies. (Consider, for instance, the very different methods of research and 
theory evaluation associated with behaviorism and cognitive psychology 
respectively.) These methodological commitments are persistent ones, and 
they characterize the paradigm throughout its history. Finally, the propo­
nents of different paradigms will, according to Kuhn, espouse different sets 
of cognitive goals or ideals. Although the partisans of two paradigms may
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land usually do) share some aims in common, Kuhn insists that the goals 
are not fully overlapping between followers of rival paradigms. Indeed, to 
accept a paradigm is, for Kuhn, to subscribe to a complex of cognitive 
values which the proponents of no other paradigm accept fully.

Paradigm change, on this account, clearly represents a break of great 
magnitude. To trade in one paradigm for another is to involve oneself in 
changes at each of the three levels [of paradigms]. We give up one on­
tology for another, one methodology for another, and one set of cognitive 
goals for another. Moreover, according to Kuhn, this change is simulta­
neous rather than sequential. It is worth observing in passing that, for all 
Kuhn's vitriol about the impoverishment of older models of scientific ra­
tionality, there are several quite striking similarities between the classical 
version of the hierarchical model and Kuhn's alternative to it. Both lay 
central stress on the justificatory interactions between claims at the factual, 
methodological, and axiological levels. Both emphasize the centrality of 
values and standards as providing criteria of choice between rival views 
lower in the hierarchy. Where Kuhn breaks, and breaks radically, with the 
tradition is in his insistence that rationality must be relativized to choices 
within a paradigm rather than choices between paradigms. Whereas the 
older account of the hierarchical model had generally supposed that core 
axiological and methodological commitments would typically be common 
property across the sciences of an epoch, Kuhn asserts that there are meth­
odological and axiological discrepancies between any two paradigms. In­
deed (as we shall see below), one of the core failings of Kuhn’s position 
is that it so fully internalizes the classical hierarchical approach that, 
whenever the latter breaks down (as it certainly does in grappling with 
interparadigmatic debate, or any other sort of disagreement involving con­
flicting goals), Kuhn’s approach has nothing more to offer concerning the 
possibility' of rational choices.2

For now, however, the immediate point to stress is that Kuhn portrays 
paradigm changes in ways that make them seem to be abrupt and global 
ruptures in the life of a scientific community. So great is this supposed 
transition that several of Kuhn's critics have charged that, despite Kuhn’s 
proclaimed intentions to the contrary', his analysis inevitably turns scien­
tific change into a nonrational or irrational process. In part, but only in 
part, it is Kuhn’s infelicitous terminology that produces this impression. 
Notoriously, he speaks of the acceptance of a new paradigm as a "con­
version experience,”5 conjuring up a picture of the scientific revolutionary 
as a born-again Christian, long on zeal and short on argument. At other 
times he likens paradigm change to an “irreversible Gestalt-shift.’M Less 
metaphorically, he claims that there is never a point at which it is “un­
reasonable" to hold onto an old paradigm rather than to accept a new 
one.5 Such language does not encourage one to imagine that paradigm 
change is exactly the result of a careful and deliberate weighing-up of the



respective strengths of rival contenders. But impressions based on some of 
Kuhn’s more lurid language can probably be rectified by cleaning up some 
of the vocabulary of T h e  S tru ctu re  o f  S c i en t i f i c  R evo lu t ions ,  a task on which 
Kuhn has been embarked more or less since the book first appeared.6 No 
changes of terminology, however, will alter the fact that some central fea­
tures of Kuhn’s model of science raise serious roadblocks to a rational 
analysis of scientific change. The bulk of this chapter is devoted to ex­
am ining some of those impedimenta. Before we turn to that examination, 
however, I want to stress early on that my complaint with Kuhn is 
not merely that he has failed to give any normatively robust or rational 
account of theory change, serious as that failing is. As I show below, he 
has failed even at the descriptive or narrative task of offering an accurate 
storv about the manner in which large-scale changes of scientific alle­
giance occur.

But there is a yet more fundamental respect in which Kuhn’s ap­
proach presents obstacles to an understanding of the dynamics of theory 
change. Specifically, by insisting that individual paradigms have an inte­
gral and static character—that changes takes place only between, rather 
than within, paradigms—Kuhn has missed the single feature of science 
which promises to mediate and rationalize the transition from one world 
view' or paradigm to another. Kuhn’s various writings on this subject leave 
the reader in no doubt that he thinks the parts of a paradigm go together 
as an inseparable package. As he puts it in The S tru ctu re  o f  S c i en t i f i c  
R evo lu t ion s , "In learning a paradigm the scientist acquires theory, meth­
ods, and standards together, usually in an in ex tr icab le  mixture.”1 This 
theme, of the inextricable and inseparable ingredients of a paradigm, is a 
persistent one in Kuhn’s work. One key aim of this chapter is to show how 
drastically we need to alter Kuhn’s view's about how tightly the pieces of 
a paradigm's puzzle fit together before we can expect to understand how 
paradigmlike change occurs.

L oosening Lip the  F it

Without too heavy an element of caricature, we can describe w'orld-view 
models such as Kuhn’s along the following lines: one group or faction in 
the scientific community accepts a particular "big picture.” That requires 
acquiescence in a certain ontology of nature, acceptance of a specific set 
of rules about how to investigate nature, and adherence to a set of cog­
nitive values about the teleology of natural inquiry (i.e., about the goals 
that science seeks). On this analysis, large-scale scientific change involves 
the replacement of one such world view by another, a process that entails 
the simultaneous repudiation of the key elements of the old picture and 
the adoption of corresponding (but of course different) elements of the 
new. In short, scientific change looks something like figure 1.
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WV1 (ontology 1, methodology 1, values 1)

WV2 (ontology 2, methodology 2, values 2) 

Fig. 1. Kuhn’s Picture of Theory Change

M3

When scientific change is construed so globally, it is no small chal­
lenge to see how it could be other than a conversion experience. If dif­
ferent scientists not only espouse different theories but also subscribe to 
different standards of appraisal and ground those standards in different and 
conflicting systems of cognitive goals, then it is difficult indeed to imagine 
that scientific change could be other than a whimsical change of style or 
taste. There could apparently never be compelling grounds for saying that 
one paradigm is better than another, for one has to ask: Better relative to 
which standards and whose goals? To make matters worse—much worse 
— Kuhn often suggested that each paradigm is more or less automatically 
guaranteed to satisfy its own standards and to fail the standards of rival 
paradigms, thus producing a kind of self-reinforcing solipsism in science. 
As he once put it, "To the extent, as significant as it is incomplete, that 
two scientific schools disagree about what is a problem and what a solu­
tion, they will inevitably talk through each other when debating the merits 
of their respective paradigms. In the partially circular arguments that reg­
ularly result, each paradigm will be shown to satisfy more or less the cri­
teria that it dictates for itself and to fall short of a few of those dictated by 
its opponent.”3 Anyone who writes prose of this sort must think that sci­
entific decision making is fundamentally capricious. Or at least so man}' 
of us thought in the mid- and late 1960s, as philosophers began to digest 
Kuhn’s ideas. In fact, if one looks at several discussions of Kuhn’s work 
dating from that period, one sees this theme repeatedly. Paradigm change 
it was said, could not possibly be a reasoned or rational process. Kuhn, we 
thought, has made science into,an iira±ional_t‘monster.”

Kuhn’s text added fuel to the fire by seeming to endorse such a con- 
strual of his own work. In a notorious discussion of the shift from the 
chemistry' of Priestley to that of Lavoisier and Dalton, for instance. Kuhn 
asserted that it was perfectly reasonable for Priestley to hold onto phlogis­
ton theory, just as it was fully rational for most of his contemporaries to 
be converting to the oxygen theory of Lavoisier. According to Kuhn, Priest­
ley’s continued adherence to phlogiston was reasonable because—given 
Priestley’s cognitive aims and the methods he regarded as appropriate — 
his own theory continued to look good. Priestley lost the battle with La­
voisier, not because Priestley’s paradigm was objectively' inferior to its ri-



vals, but rather because most of the chemists of the day came to share 
Lavoisier's and Dalton’s hews about what was important and how it should 
be investigated.

The clear implication of such passages in Kuhn’s writings is that in- 
terparadigmatic debate is necessarily inconclusive and thus can never be 
brought to rational closure. When closure does occur, it must therefore 
be imposed oh the situation by such external factors as the demise of some 
of the participants or the manipulation of the levers of power and reward 
within the institutional structure of the scientific community. Philosophers 
of science, almost without exception, have found such implications trou­
bling, for they directly confute what philosophers have been at pains for 
two millennia to establish: to wit, that scientific disputes, and more gen­
erally all disagreements about matters of fact, are in principle open to 
rational clarification and resolution. It is on the strength o f passages such 
as those I have mentioned that Kuhn has been charged with relativism, 
subjectivism, irrationalism, and a host of other- sins high on the philoso­
pher’s hit list.

There is some justice in these criticisms of Kuhn’s work, fo r. . . Kuhn 
has failed over the past twenty years to elaborate any coherent account of 
consensus formation, that is, of the manner in which scientists could ever 
agree to support one world view rather than another. But that flaw, serious 
though it is, can probably be remedied, for I want to suggest that the 
problem of consensus formation can be solved if we will make two fun­
damental amendments in Kuhn's position. First . . . , we must replace the 
hierarchical view of justification with the reticulated picture, thereby mak­
ing cognitive values “negotiable.” Second, we must simply drop Kuhn’s 
insistence on the integral character of world views or paradigms. More 
specifically, we solve the problem of consensus once we realize that th e  
various co m p o n en ts  o f  a  w o r ld  v ie w  a re  in d iv id u a lly  n e g o tia b le  a n d  in d i­
vidually re p la c e a b le  in a  p ie c e m e a l fa s h io n  (that is, in such a manner that 
replacement of one element need not require wholesale repudiation of all 
the other components). Kuhn himself grants, of course, that some com­
ponents of a world view can be revised; that is what “paradigm articula­
tion” is all about. But for Kuhn, as for such other world view theorists as 
Lakatos and Foucault, the central commitments of a world view, its “hard 
core” (to use Lakatos's marvelous phrase), are not revisable—short of 
rejecting the entire world view. The core ontology of a world view or 
paradigm, along with its methodology and axiology, comes on a 
take-it-or-leave-it basis. Where these levels of commitment are concerned, 
Kuhn (along with such critics of his as Lakatos) is an uncompromising 
holist. Consider, for instance, his remark: “Just because it is a transition 
between incommensurables, the transition between competing paradigms 
cannot be made a step at a time . . . like the Gestalt-switch, it must occur 
all at once or not at all.”9 Kuhn could hardly be less ambiguous on this 
point.
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But paradigms or research programs need not be so rigidly conceived, 
and typically they are not so conceived by scientists; nor, if we reflect on 
it a moment, should they be so conceived. . . . There are complex justi­
ficatory interconnections among a scientist’s ontology, his methodology, 
and his axiology. If a scientist’s methodology fails to justify his ontology; 
if his methodology fails to promote his cognitive aims; if his cognitive aims 
prove to be utopian—in all these cases the scientist will have compelling 
reasons for replacing one component or other of his world view with an 
element that does the job better. Yet he need not modify everything else.

To be more precise, the choice confronting a scientist whose world 
view is under strain in this manner need be nothing like as stark as the 
choice sketched in figure 1 (where it is a matter of sticking with what he 
knows best unchanged or throwing that over for something completely 
different), but rather a choice where the modification of one core 
element—while retaining the others—may bring a decided improvement. 
Schematically, the choice may be one between

Oj & Mj &■ A! (1)

and

0 2 &  Mi &  A,. (2)

Or, between (1) and

O, & M 2 &A, .  (3)

Or, to exhaust the simple cases, it may be between (1) and

O , &  M j &  A2. (4)

. . . Choices like those between (1) and (2), or between (1) and (3), 
are subject to strong normative constraints. And . . . choices of the sort 
represented between (1) and (4) are also, under certain circumstances, 
equally amenable to rational analysis.®

In all these examples there is enough common ground between the 
rivals to engender hope of finding an “Archimedean standpoint” which 
can rationally mediate the choice. When such commonality exists, there 
is no reason to regard the choice as just a matter of taste or whim; nor is 
there any reason to say of such choices, as Kuhn does (recall his charac­
terization of the Priestley-Lavoisier exchange), that there can be no com­
pelling grounds for one preference over another. Provided theory change *

* Laudan defends these two claims in earlier chapters of Science and Values: the 
first in chapter 2, the second in chapter 3.
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occurs one level at a time, there is ample scope for regarding it as a 
thoroughly reasoned process.

But the crucial question is whether change actually does occur in this 
manner. If one thinks quickly of the great transitions in the history of 
science, they seem to preclude such a stepwise analysis. The shift from 
(say) an Aristotelian to a Newtonian world view clearly involved changes 
on all three levels. So, too, did the emergence of psychoanalysis from 
nineteenth-century mechanistic psychology. But before we accept this 
wholesale picture of scientific change too quickly, we should ask whether 
it might not acquire what plausibility it enjoys only because our charac­
terizations of such historical revolutions make us compress or telescope a 
number of gradual changes (one level at a time, as it were) into what, at 
our distance in time, can easily appear as an abrupt and monumental 
shift.

By way of laying out the core features of a more gradualist (and, I 
argue, historically more faithful) picture of scientific change, I will sketch 
a highly idealized version of theory change. Once it is in front of us, I 
will show in detail how it makes sense of some real cases of scientific 
change. Eventually, we will want a model that can show how one might 
move from an initial state of disagreement between rival traditions or par­
adigms to consensus about which one is better. But, for purposes of ex­
position, I want to begin with a rather simpler situation, namely, one in 
which consensus in favor of one world view or tradition gives way even­
tually to consensus in favor of another, without scientists ever being freed 
with a choice as stark as that between two well-developed, and totally 
divergent, rival paradigms. My “tall tale,” represented schematically in 
figure 2, might go like this: at any given time, there will be at least one 
set of values, methods, and theories which one can identify as operating 
in any field or subfield of science. Let us call this collective Cj, and its 
components, T2, M,, and At. These components typically stand in . . . 
complex justificatory relationships to one another . . . ; that is, A] will 
justify M[ and harmonize with Tj; M: will justify T, and exhibit the real­
izability of Ai; and T[ will constrain M, and exemplify A,. Let us suppose 
that someone then proposes a new theory, T2, to replace T t. The rules 
will be consulted and they may well indicate grounds for preferring T2 to 
T,. Suppose that they do, and that we thereby replace Tj with T2. As time 
goes by, certain scientists may develop reservations about Mj and propose 
a new and arguably superior methodology, M2. Now a choice must be 
made between M! and M2. As we have seen, that requires determining 
whether M, or M2 offers more promise of realizing our aims. Since that 
determination will typically be an empirical matter, both A! and the then 
prevailing theory, T2, will have to be consulted to ascertain whether Mj 
or M2 is optimal for securing Aj. Suppose that, in comparing the relative 
efficacy of achieving the shared values, A,, cogent arguments can be made 
to show that M2 is superior to M2. Under the circumstances, assuming
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Fig. 2. Unitraditional Change

scientists behave rationally, M2 will replace M,. This means that as new 
theories, T,, T4, . . . , T„, emerge later, they will be assessed by rules M, 
rather than Mj. Suppose, still further along in this fairy tale, we imagine 
a challenge to the basic values themselves. Someone may, for instance, 
point to new evidence suggesting that some element or other of A, is 
unrealizable. Someone else may point out that virtually none of the the­
ories accepted by the scientific community as instances of good science 
exemplify the values expressed in A,. (Or, it may be shown that A] is an 
inconsistent set in that its component aspirations are fundamentally at odds 
with one another.) Under such circumstances, scientists may rationally 
decide to abandon Aj and to take up an alternative, consistent set of values,



A2, should it be available. (Although I have considered a temporal se­
quence of changes—first in theory, then in methods, and finally in aims 
—which superficially corresponds to the justificatory order of the hier­
archical model, it is crucial to realize how unlike the hierarchical picture 
this sequence really is. That model would countenance no rational delib­
eration of the sort represented by the transition from T,M2A, to ^ M jAj. 
Equally, the hierarchical model, . . . does not permit our beliefs at the 
level of theories to shape our views as to permissible methods, since jus­
tification in the hierarchical model is entirely downward from methods to 
theories.)

Now that we have this hypothetical sequence before us, let us imagine 
a historian called Tom, who decides many years later to study this episode. 
He will doubtless be stmck by the fact that a group of scientists who once 
accepted values AI; rules M,, and theory T[ came over the course of, say, 
a decade or two to abandon the whole lot and to accept a new complex, 
C2, consisting of A2, M2, and T2. Tom will probably note, and rightly too, 
that the partisans of C 2 have precious little in common with the devotees 
of Cj. Surely, Tom may well surmise, here was a scientific revolution if 
ever there was one, for there was dramatic change at every level. If Tom 
decides to call the view that scientists eventually came to hold “Paradigm 
2,” and the view from which they began “Paradigm 1,” then he will be 
able to document the existence of a massive paradigm shift between what 
(at our remoteness in time) appear to be conceptually distant and virtually 
incommensurable paradigms.

The point, of course, is that a sequence of belief changes which, 
described at the microlevel, appears to be a perfectly reasonable and ra­
tional sequence of events may appear, when represented in broad brush­
strokes that drastically compress the temporal dimension, as a fundamental 
and unintelligible change o f world view. This kind of tunnel vision, in 
which a sequence of gradual shifts is telescoped into one abrupt and 
mighty transformation, is a folly which every historian is taught to avoid. 
Yet knowing that one should avoid it and actually doing so are two dif­
ferent things. Once we recognize this fallacy for what it is, we should 
probably hesitate to accept too quickly the models of the holjsts and big- 
picture builders. For, if our fairy story has anything of the truth about it 
(that is, if change is, or more weakly even if it could be, more piecemeal 
than the holistic accounts imply), there may yet be room for incorporating 
changes of methods and of cognitive values into a rational account of 
scientific activity. My object in the rest of this chapter is to offer some 
reasons to believe that the fairy tale is a good deal closer to the mark than 
its holistic rivals.

But before I present the evidence needed for demythologizing my 
story, we have to add a new twist to i t  As I pointed out above, this story 
concerns what I call a “unitraditional paradigm shift.” It reveals how it 
might be possible for scientists, originally advocates of one tradition or
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paradigm, to come around eventually to accept what appears to be a very 
different view of the world, not to say a very different view of «'hat science 
is. I call such a change unitraditional because it is not prompted or pro­
voked by the availability o f a well-articulated rival world view. If you like, 
the unitraditional picture explains how one could get paradigm change 
by developments entirely internal to the dynamic of a particular paradigm. 
More interesting, and more challenging, is the problem of multitraditional 
paradigm shifts, that is, basic changes of world view which arise from 
competition between rival paradigms. To deal with such cases, we need 
to complicate our fairy story a bit.

Here, we need to imagine two of our complexes already well devel­
oped, and radically divergent (i.e., with different ontologies, different 
methodologies, and different axiologies). If we ask under what circum­
stances it would be reasonable for the partisans of C x to abandon it and 
accept C :, some answers come immediately to mind. Suppose, for in­
stance, it can be shown that the central theories o f C, look worse than 
the theories of C 2, even by the standards of C,. As we have seen, Kuhn 
denies that this is possible, since he says that the theories associated «'ith 
a particular paradigm will always look better by its standards than will the 
theories of rival paradigms.10 But as we have already seen, there is no way 
of guaranteeing in advance that the methods and standards of C! will 
always give the epistemic nod to theories associated u'ith C u since it is 
always possible (and has sometimes happened) that rival paradigms to C, 
will develop theories that do a better job of satisfying the methodological 
demands of Cj than do the theories developed within C] itself. Alterna­
tively, suppose someone shows that there is a set of methods M 2 which is 
more nearly optimal than Mj for achieving the aims of Cj, and that those 
methods give the epistemic nod to the theories of C 2 rather than those of 
Ci- Or, suppose that someone shows that the goals of C, are deeply at 
odds with the attributes of some of the major theories of science—theories 
that the partisans of Ci themselves endorse—and that, by contrast, the 
cognitive values of C 2 are typified by those same theories. Again, new 
evidence might emerge which indicates the nonrealizability of some of 
the central cognitive aims of Cj and the achievability of the aims of C; . 
In all these circumstances (and several obvious ones which I shall not 
enumerate), the only reasonable thing .for a scientist to do would be to 
give up Cj and to embrace C 2.

But, once we begin to play around with the transformations permitted 
by the reticulational model, we see that the transition from one paradigm 
or world view to another can itself be a step-wise process, requiring none 
of the wholesale shifts in allegiance at every level required by Kuhn’s 
analysis. The advocates of Cj might, for instance, decide initially to accept 
many of the substantive theories of C 2, while still retaining for a time the 
methodology and axiology of Cj. At a later stage they might be led by a 
different chain of arguments and evidence to accept the methodology of
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C z while retaining C/s axiology. Finally, they might eventually come to 
share the values of C 2. As William Whewell showed more than a century 
ago, precisely some such series of shifts occurred in the gradual capitula­
tion of Cartesian physicists to the natural philosophy of Newton.11

In effect, I am claiming that the solution of the problem of consensus 
formation in the multiparadigm situation to be nothing more than a spe­
cial or degenerate instance of unitraditional change. It follows that, if we 
can show that the unitraditional fairy tale has something going for it, then 
we will solve both forms of the consensus-formation problem simultane­
ously. The core question is whether the gradualist myth, which I have just 
sketched out, is better supported by the historical record than the holistic 
picture associated with Kuhn.

One striking way of formulating the contrast between the piecemeal 
and the holistic models, and thus designing a test to choose between them, 
is to ask a fairly straightforward question about the historical record: Is it 
true that the major historical shifts in the methodological rules of science 
and in the cognitive values of scientists have invariably been contempo­
raneous with one another and with shifts in substantive theories and on­
tologies? The holistic account is clearly committed to an affirmative 
answer to the question. Indeed, it is a straightforward corollary of Kuhn’s 
analysis that changes in rules or values, when they occur, will occur only 
when a scientific revolution takes place, that is, only when there is a 
concomitant shift in theories, methods, and values. A change in values 
without an associated change in basic ontology is not a permissible vari­
ation countenanced in the Kuhnian scheme.12 Nor is a change in methods 
possible for Kuhn without a paradigm change. Kuhn’s analysis flatly denies 
that the values and norms of a “mature” science can shift in the absence 
of a revolution. Yet there are plenty of examples one may cite to justify 
the assertion made here that changes at the three levels do not always go 
together. I shall mention two such examples.

Consider, first, a well-known shift at the level of methodological rules. 
From the time of Bacon until the early nineteenth century most scientists 
subscribed to variants of the rules of inductive inference associated with 
Bacon, Hume, and Newton. The methods of agreement, difference, and 
concomitant variations were a standard part of the repertoire of most 
working scientists for two hundred years. These rules, at least as then 
understood, foreclosed the postulation of any theoretical or hypothetical 
entities, since observable bodies were the only sort of objects and prop­
erties to which one could apply traditional inductive methods. More gen­
erally . . . , thinkers of the Enlightenment believed it important to develop 
rules of inquiry which would exclude unobservable entities and bring to 
heel the tendency of scientists to indulge their esprit de système. Newton’s 
famous third rule of reasoning in philosophy, the notorious “hypotheses
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non fingo,” was but a particularly succinct and influential formulation of 
this trenchant empiricism.11 -

It is now common knowledge that by the late nineteenth century this 
methodological orientation had largely vanished from the writings of major 
scientists and methodologists. Whewell, Peirce, Helmholtz, Mach, Dar­
win, Hertz, and a host of other luminaries had, by the 1860s and 1870s, 
come to believe that it was quite legitimate for science to postulate unob­
servable entities, and that most of the traditional rules of inductive reason­
ing had been superseded by the logic of hypothetico-deduction. Elsewhere 
I have described this shift in detail.13 What is important for our purposes 
is both that it occurred and when it occurred. That it took place would 
be denied, I think, by no one who studies the record; determining pre­
cisely when it occurred is more problematic, although probably no scholar 
would quarrel with the claim that it comes in the period from 1500 to 
1860. And a dating as fuzzy as that is sufficient to make out my argument.

For here we have a shift in the history of the explicit methodology of 
the scientific community as significant as one can imagine—from methods 
of enumerative and eliminative induction to the method of hypothesis— 
occurring across the spectrum of tire theoretical sciences, from celestial 
mechanics to chemistry and biology.14 Yet where is the larger and more 
global scientific revolution of which this methodological shift was the con­
comitant? There were of course revolutions, and important ones, in this 
period. Yet this change in methodology cannot be specifically linked to 
any of the familiar revolutions of the period. The method of hypothesis 
did not become the orthodoxy' in science of the late nineteenth century 
because it rode on the coattails of any specific change in ontology' or 
scientific values. So far as I can see, this methodological revolution was 
independent of any particular program of research in any one of the sci­
ences, which is not to say that it did not reflect some very general ten­
dencies appearing across the board in scientific research. The holist *
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* Newton’s phrase hypotheses non  fingo  (I feign no hypotheses) occurs in the 
General Scholium of the P rin cip ia , not in the third rule of reasoning in philoso­

phy. Having discovered the laws according, te-which—gravity- operates, Newton 
declares that he does not intend to hypothesize about die cause of gravitational 
attraction. Newton writes: “But hitherto I have not been able to discover the cause 
of those properties of gravity from phenomena, and I feign no hypotheses; for 
whatever is not deduced from the phenomena is to be called an hypothesis; and 
hypotheses, whether metaphysical or physical, whether of occult qualities or me­
chanical, have no place in experimental philosophy.” This widely quoted and oft- 
criticized manifesto of inductive empiricism is an elaboration of Newton’s fourth 
rule of reasoning in philosophy. See the selection from Duhem in chapter 3 of 
this volume for a criticism of Newton’s claim that the law of universal gravitation 
can be “deduced from the phenomena.” Isaac Newton, P h ilo so phiae n a tu ra lis  
prin cip ia  m ath em atica , vol. 2, trans. A. Motte, rev. F. Cajori (Berkeley': University' 
of California Press, 1934), 547.



model, which would have us believe that changes in methodological ori­
entation are invariably linked to changes in values and ontology, is patently 
mistaken here. Nor, if one reflects on the nature of methodological dis­
cussion, should we have expected otherwise. . . . Methodological rules can 
reasonably be criticized and altered if one discovers that they fail optimally 
to promote our cognitive aims. If our aims shift, as they would in a Kuhn­
ian paradigm shift, we would of course expect a reappraisal of our methods 
of inquiry in light of their suitability for promoting the new goals. But, 
even when our goals shift not at all, we sometimes discover arguments 
and evidence which indicate that the methods we have been using all 
along are not really suitable for our purposes. Such readjustments of meth­
odological orientation, in the absence of a paradigm shift, are a direct 
corollary of the reticulational model as I described it earlier; yet they pose 
a serious anomaly for Kuhn’s analysis.

What about changes in aims, as opposed to rules? Is it not perhaps 
more plausible to imagine, with Kuhn, that changes of cognitive values 
are always part of broader shifts of paradigm or world view? Here again, 
the historical record speaks out convincingly against this account. Con­
sider, very briefly, one example: the abandonment of “infallible knowl­
edge’’ as an epistemic aim for science. As before, my historical account 
will have to be “potted” for purposes of brevity; but there is ample serious 
scholarship to back up the claims I shall be making.15

That scholarship has established quite convincing!)' that, during the 
course of the nineteenth century, the view of science as aim ing at certainty 
gave way among most scientists to a more modest program of producing 
theories that were plausible, probable, or well tested. As Peirce and Dewey 
have argued, this shift represents one of the great watersheds in the history 
of scientific philosophy: the abandonment of the quest for certainty, More 
or less from the time of Aristotle onward, scientists had sought theories 
that were demonstrable and apodictically certain. Although empiricists and 
rationalists disagreed about precisely how to certify knowledge as certain 
and incorrigible, all agreed that science was aiming exclusively at the 
production of such knowledge. This same view of science largely prevailed 
at the beginning of the nineteenth century. But by the end of that century' 
this demonstrative and infallibilist ideal was well and truly dead. Scientists 
of almost every persuasion were insistent that science could, at most, aspire 
to the status of highly probable knowlege. Certainty, incorrigibility', and 
indefeasibility ceased to figure among the central aims of most twentienth- 
century scientists.

The full story' surrounding the replacement of the quest for certainty 
by a thoroughgoing fallibilism is long and complicated; 1 have attempted 
to sketch out parts of that story elsewhere.16 What matters for our purposes 
here is not so much the details of this epistemic revolution, but the fact 
that this profound transformation was not specifically associated with the 
emergence of any new scientific paradigms or research programs. The
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question of tim ing is crucial, for it is important to see that this deep shift 
in axiologica] sensibilities was independent of any specific change in sci­
entific world view or paradigm. No new scientific tradition or paradigm 
in the nineteenth century was associated with a specifically fallibilist axi- 
ology. Quite the reverse, fallibilism  came to be associated with virtually 
even' major program of scientific research by the mid- to late nineteenth 
century. Atomists and antiatomists, wave theorists and particle theorists, 
Danvinians and Lamarckians, uniformitarians and catastrophists —all sub­
scribed to the new consensus about the corrigibility and indemonstrability 
of scientific theories. A sim ilar story could be told about other cognitve 
values which have gone the way of all flesh. The abandonment of intel­
ligibility, of the requirem ent of picturable or m echanically constructible 
models of natural processes, of the insistence on “complete” descriptions 
of nature—all reveal a sim ilar pattern. The abandonment of each of these 
cognitive ideals was largely independent of shifts in basic theories about 
nature.

Once again, the holistic approach leads to expectations that are con­
founded by the historical record. Changes in values and changes in sub­
stantive ontologies or methodologies show no neat isomorphism. Change 
certainly occurs at all levels, and sometimes changes are concurrent, but 
there is no striking covariance between the tim ing of changes at one level 
and the tim ing of those at an)' other. I conclude from such examples that 
scientific change is substantially more piecemeal than the holistic model 
would suggest. Value changes do not always accompany, nor are they 
always accompanied by, changes in scientific paradigm. Shifts in meth­
odological rules ma5', but need not, be associated with shifts in either 
values or ontologies. The three levels, although unquestionably interre­
lated, do not come as an inseparable package on a take-it-or-leave-it basis.

This result is of absolutely decisive importance for understanding the 
processes of scientific change. Because these changes are not always con­
comitant, we are often in a position to hold one or two of the three levels 
fixed while we decide whether to make modifications at the disputed level. 
The existence of these (temporarii}') fixed and thus shared points ot per­
spective provides a crucial form of triangulation. S ince theories, method­
ologies, and axiologies stand together in a kind of justificatory triad, we 
can use those doctrines about which there is agreement to resolve tine 
remaining areas where we disagree. The uncontested levels will not always 
resolve the controverse, for underdetermination is an ever present possi­
bility'. But the fact that the levels of agreement are sometimes insufficient 
to terminate the controversy provides no comfort for Kuhn’s subjectivist 
thesis that those levels of agreement are never sufficient to resolve the 
debate. As logicians say, we need to be very careful about our quantifiers 
here. Some writers have not always exercised the care they should. Kuhn, 
for instance, confusedly slides from (a) the correct claim  that the shared 
values of scientists are, in certain situations, incapable of yield ing unam-
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biguously a preference between two rival theories to (b) the surely mis­
taken claim that the shared values of scientists are never sufficient to 
warrant a preference between rival paradigms. Manifestly in some in­
stances, the shared rules and standards of methodology are unavailing. But 
neither Kuhn nor anyone else has established that the rules, evaluative 
criteria, and values to which scientists subscribe are generally so ambigu­
ous in application that virtually any theory or paradigm can be shown to 
satisfy them. And we must constantly bear in mind the point that, even 
when theories are underdetermined by a set of rules or standards, many 
theories will typically be ruled out by the relevant rules; and if one party 
to a scientific debate happens to be pushing for a theory that can be shown 
to violate those mles, then the rules will eliminate that theory from 
contention.

What has led holistic theorists to misdescribe so badly the relations 
among these various sorts of changes? As one who was himself once an 
advocate of such an account, I can explain specifically what led me into 
thinking that change on the various levels was virtually simultaneous. If 
one focuses, as most philosophers of science have, on the processes of 
justification in science, one begins to see systemic linkages among what I 
earlier called factual, methodological, and axiological levels. One notices 
further that beliefs at all three levels shift through time. Under the cir­
cumstances it is quite natural to conjecture that these various changes 
may be interconnected. Specifically, one can imagine that the changes 
might well be simultaneous, or at least closely dependent on one another. 
The suggestion is further borne out—at least to a first approximation—by 
an analysis of some familiar scientific episodes. It is clear, for instance, 
that the scientific revolution of the seventeenth century brought with it 
changes in theories, ontologies, rules, and values. Equally, the twentieth- 
century revolution in relativity theory and quantum mechanics brought in 
its wake a shift in both methodological and axiological orientations among 
theoretical physicists. But as I have already suggested, these changes came 
seriatim, not simultaneously. More to the point, it is my impression that 
the overwhelming majority of theory transitions in the history of science 
(including shifts as profound as that from creationist biology to evolution, 
from energeticist to atomistic views on the nature of matter, from catas- 
trophism to uniformitarianism in geology, from particle to wave theories 
of light) have not taken place by means of Gestalt-like shifts at all levels 
concurrently. Often, change occurs on a single level only (e.g., the Dar­
winian revolution or the triumph of atomism, where it was chiefly theory 
or ontology that changed); sometimes it occurs on two levels simultane­
ously; rarely do we find an abrupt and wholesale shift of doctrines at all 
three levels.

This fact about scientific change has a range of important implications 
for our understanding of scientific debate and scientific controversy. Leav­
ing aside the atypical case of simultaneous shifts at all three levels . . . , it



means that most instances of scientific change—including most of the 
events we call scientific revolutions—occur amid a significant degree of 
consensus at a variety of levels among the contending parties. Scientists 
may, for instance, disagree about specific theories yet agree about the 
appropriate rules for theory appraisal. They may even disagree about both 
theories and rules but accept the same cognitive values. Alternatively, the}' 
may accept the same theories and rules yet disagree about the cognitive 
values they espouse. In all these cases there is no reason to speak (with 
Kuhn) of “incommensurable choices” or “conversion experiences,” or 
(with Foucault) about abrupt “ruptures of thought,” for there is in each 
instance the possibility of bringing the disagreement to rational closure. 
Of course, it may happen in specific cases that the mechanisms of rational 
adjudication are of no avail, for the parties may be contending about 
matters that are underdetermined by the beliefs and standards the con­
tending parties share in common. But, even here, we can still say that 
there are rational rules governing the game being played, and that the 
moves being made (i.e., the beliefs being debated and the arguments being 
arrayed for and against them) are in full compliance with the rules of the 
game.

Above all, we must bear in mind that it has never been established 
that such instances of holistic change constitute more than a tiny fraction 
of scientific disagreements. Because such cases are arguably so atypical, it 
follows that sociologists and philosophers of science who predicate their 
theories of scientific change and cognition on the presumed ubiquity of 
irresolvable standoffs between monolithic world views (of the sort that 
Kuhn describes in The Structure of Scientific Revolutions) run the clear 
risk o f failing to recognize the complex ways in which rival theories typi­
cally share important background assumptions in common. To put it dif­
ferently, global claims about the immunity of interparadigmatic disputes 
to rational adjudication (and such claims are central in the work of both 
Kuhn and Lakatos) depend for their plausibility on systematically ignoring 
the piecemeal character of most forms of scientific change and on a gross 
exaggeration of the impotence of rational considerations to bring such 
disagreements to closure. Beyond that, I have argued -that, even if inter­
paradigmatic clashes had the character Kuhn says they do (namely', of 
involving little or no overlap at any of the three levels), it still would not 
follow that there are no rational grounds for a critical and comparative 
assessment of the rival paradigms. In sum, no adequate support has been 
provided for the claim that clashes between rival scientific camps can 
never, or rarely ever, be resolved in an objective fashion. The problem of 
consensus formation, which . . . was the great Kuhnian enigma,17 can be 
resolved, but only if we realize that science has adjudicatory mechanisms 
whose existence has gone unnoticed by Kuhn and the other holists.

But it would be misleading to conclude this treatment of Kuhn and 
the holist theory of theory change on such a triumphal note, for we have
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yet to confront d irect])' and  exp lic itly  another re levan t side of K u h n ’s work: 
sp ec if ica lly , h is c la im , e laborated  through a variety' of a rgum en ts , that 
m eth o d o lo g ica l ru les and  shared  cogn itive values (on w hich  I have laid  
so m uch  stress as in strum en ts of c lo su re  and consensus fo rm ation) are 
im po ten t to resolve la rge-sca le  sc ien tif ic  d isagreem ent. W e m ust now turn 
to that task d irec tly .

■  | K u h n ’s C ritique o f M ethodology

Severa l w riters (e .g ., Q u in e , H esse, G oodm an) have asserted th at the ru les 
or p rinc ip les o f sc ien tif ic  app ra isa l un d erd e te rm in e  theory ch o ice . For 
reasons 1 have tried to sp e ll out e lsew h ere , 18 such a view  is b ad ly  flaw ed. 
Som e authors, for in stan ce , tend to confuse the lo g ica l u n d erd e te rm in a­
tion  of theories by data w ith  the un d erd eterm in atio n  of theory ch o ice  by 
m ethodo log ica l ru les. O thers (e .g ., H esse and B loor) have m istakenly- 
taken  the lo g ica l un d erd e te rm in atio n  o f theories to be a lic en se  for as­
serting  the cau sa l u n d erd e te rm in a tio n  of our theo retica l b e liefs  by the 
sensory' ev id ence  to w h ich  w e are exposed . 19 B ut th ere  is a w eaker, and 
m uch  m ore in terestin g , version  of the thesis of un d erd e te rm in atio n , w hich  
has been developed  m ost fu lly  in  K uhn ’s recent w ritings. Indeed , it is one 
o f the strengths o f K uhn ’s ch a llen g e  to trad itional ph ilo sophy o f sc ien ce  
that he has “lo c a liz ed ” and given  flesh to the case for u n d erd eterm in atio n , 
in  ways that m ake it p rim a fac ie  m uch  m ore te lling . In brief, K uh n ’s view 
is this: if we exam ine  s ituations w here scientists are requ ired  to m ake a 
cho ice  am ong th e hand fu l o f parad igm s that confront them  at any tim e, 
w e discover th a t the re levan t ev idence  and appropriate  m eth o d o lo g ica l 
standards fail to p ick out one co n ten d er as u n eq u ivo ca lly  sup erio r to its 
extant rival(s). I ca ll such  situations cases of “lo ca l” u n d erd eterm in atio n , 
by way of contrasting  th em  w ith  the m ore g lobal forms of un d erd etern u - 
nation  (w h ich  say, in effect, that tire ru les are in su ffic ien t to p ick  out any 
theory as b e in g  u n iq u e ly  supported by the data). K uhn offers four d istinct 
argum ents for lo cal un d erd e te rm in atio n . Each is d esigned  to show that, 
a lthough  m ethodo log ica l ru les and  standards do constrain  and  d e lim it a 
sc ien tis t’s ch o ices or options, those ru les and standards are never suffic ien t 
to com pel or u n eq u iv o ca lly  to w arran t the cho ice of one p arad igm  over 
another.

1 T h e  “ A m b i g u i t y  o f  S h a r e d  S t a n d a r d s ”  A r g u m e n t

Kuhn's first a rgu m en t for m ethodo log ica l underdeterm ination  rests on the 
purported am b igu ity  of the m ethodo log ica l rules or standards that are 
shared  by advocates o f r iv a l parad igm s. T h e a rgu m en t first ap p eared  in 
T h e S tru c tu re  o f S c ie n tif ic  R e v o lu tio n s  (1962) and  has been  ex ten ded  con­



s iderab ly in  his la te r T h e  E s s e n t ia l  T en sio n  (1 97 7 ). As he p u t it in  the 
earlie r work, “life lo n g  res istance [to a new  theo ry] . . .  is no t a v io lation  
of sc ien tif ic  standards . . . though  the h isto rian  can  alw ays find m en  — 
Priestley, for in s tan ce—w ho w ere  u n reaso n ab le  to resist for as long  as they 
d id , he w ill not find a  po in t at w h ich  res is tan ce  becom es illo g ic a l or 
u n sc ien tif ic . ’ ’ 20 M an y  of K uhn ’s readers w ere perp lexed  by the jux taposi­
tion of c la im s  in  such  passages as these. O n the one h an d , w e are told 
that P ries t le y ’s co n tin u ed  refusal to accep t the theory of L avo isier was 
“u n reaso n ab le”; but w e are also told that P r ies t le y ’s refusal was n e ither 
“illo g ic a l” nor “u n sc ie n tif ic .” T o  those in c lin ed  to th ink  th at b e in g  “sc i­
en tif ic” (at least in  the u sua l sense o f that term  ) requ ired  one to be “rea ­
sonab le” ab o u t sh ap in g  o n e ’s be liefs , K uhn seem ed  to be ta lk in g  g ibberish . 
On a m ore sym p ath etic  con strua l, K uhn seem ed  to be say in g  that a sc i­
entist co u ld  alw ays in terp re t the ap p lic ab le  standards of ap p ra isa l, w hatever 
they m ig h t be, so as to “ ra t io n a liz e” his own p arad igm atic  p references, 
w hatever th ey  m igh t be. T h is  am oun ts to c la im in g  that the m eth o d o lo g ica l 
rules or standards o f sc ien ce  never m ake a rea l or dec is ive  d ifference to 
the o u tco m e of a process of theory ch o ice ; i f  an y  set of ru les  can  be used 
to justify' a n y  theory' w hatever, th en  m ethodology' w'ould seem  to am oun t 
to just so m u ch  w in do w  dressing . B ut that co n stru a l, it turns out, is a rar 
cry from w h a t Kuhn in ten d ed . As he has m ade c le a r  in  la te r w ritings, he 
wants to bestow  a positive, if  (co m p ared  w ith  the trad ition a l v iew ) m u ch  
cu rta iled , ro le  on m eth o d o lo g ica l standards in  sc ien tif ic  ch o ice .

W h a t K uhn ap p aren tly  has in  m in d  is th at the shared c r ite r ia , stan ­
dards, an d  ru le s  to w h ich  sc ien tists ex p lic itly  and  p u b lic ly  refer in  justify ing  
their ch o ice s  o f theo ry  an d  p arad igm  are ty p ic a lly  “am b ig u o u s” and “im ­
p rec ise ,” so m u ch  so that “ in d iv id u a ls  [who share  the sam e standards] m ay 
le g it im a te ly  differ about th e ir  ap p lic a t io n  to co n cre te  cases . ” 21 K uhn holds 
that, a lth o u gh  scien tists share certa in  cogn itive va lues "and  m ust do so if  
sc ien ce  is to survive, th ey  do not a ll app ly th em  in  the sam e wav. S im ­
plicity', scope , fru itfu lness, and  even  a ccu racy  can  be ju d ged  d ifferen tly  
(w h ich  is no t to say th ey  m ay  be ju d ged  arb itra r ily ) by d ifferen t p eo p le . ” 22 

B ecause , th en , the shared  standards are am b igu o u s, two sc ien tists m ay 
subscribe to “exactly  th e  sam e stan d ard ” (say, the ru le  o f s im p lic ity ) and 
yet endorse opposing v iew po in ts.

K uhn draws som e q u ite  large  in feren ces from  the p resu m ed  am bigu ity ' 
of the sh ared  standards or c r ite ria . Sp ec ifica lly ', he co n c lu d es  that every 
case o f theory' ch o ice  m ust invo lve an  ad m ix tu re  of ob jective and  su b jec ­
tive factors, s in ce  (in  K u h n ’s v iew ) the shared , and p resu m ab ly  ob jective , 
criteria are too am orphous and  am b igu o u s to w arran t a p a r ticu la r  prefer­
ence. He puts the p o in t th is w ay: “I co n tin u e  to ho ld  that the a lgo rithm s 
of in d iv id u a ls  are a ll u lt im a te ly  d ifferen t by v irtu e  of the su b jec tiv e  con ­
siderations w ith  w h ich  each  [sc ien tist] m ust co m p le te  the o b jec tive  criteria  
before an y  com putation s can  be d o n e .”2’ As th is  passage m akes c lea r , 
Kuhn b e liev es  that, b ecau se  the shared  criteria  are too im p rec ise  to justify
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a ch o ice , and b ecau se—despite th a t im p rec is io n —scientists do m an age to 
m ake cho ices, those cho ices m u s t  be g rounded  in in d iv id ua l and su b jec ­
tive preferences d ifferen t from those of h is fellow  scientists. As he says, 
“every in d iv idua l ch o ice  betw een  co m petin g  theories depends on a m ix­
tu re  o f ob jective and  sub jective factors, or o f shared and in d iv id u a l c r ite ­
r ia . ” 2'1 A nd, the shared  criteria  "are not by them selves suffic ien t to 
d ete rm in e  the dec isions o f in d iv id u a l sc ien tists . ” 25

T h is  very am b itious c la im , if  true , w ould  force us to d rastica lly  re th ink  
our view s of sc ien tific  rationality . A m ong other th ings, it w ou ld  drive us 
to the conclusion  that every' sc ien tis t has d ifferen t reasons for his theory 
p references from those o f his fe llow  scientists. T h e view  en ta ils , am o n g  
o ther tilin g s, that it is a category m istake to ask (say) w hy physicists th in k  
E in ste in ’s theories are better than  N ew ton ’s; for, on K uhn's analysis , there 
m ust be as m any d ifferen t answ ers as there are physicists. W e  m ight note 
in  passing  that th is is q u ite  an iro n ic  conclusion  for K uhn to reach . F ar 
m ore th an  most w riters on these sub jects, he  has ten ded  to stress the 
im portance of co m m u n ity  and  so c ia liza tio n  processes in un derstan d in g  
the sc ien tific  en terp rise . Yet the lo g ic  of h is own analysis drives h im  to 
the rad ica lly  in d iv id u a listic  position  that every scientist has h is own set of 
reasons for theory' p references an d  th at there  is no real consensus w hatever 
w ith  respect to the grounds for theory' p reference, not even  am ong the 
advocates o f the sam e parad igm . S een  from this perspective, K uhn tackles 
w hat I e a r lie r  ca lled  the prob lem  of consensus by a m an eu ver that trivi­
a lizes the problem : for if  we m ust g ive a separate and d iscrete  exp lanation  
for the theory p references o f each  m em b er of the sc ien tific  co m m u n ity— 
w h ich  is w hat K uhn's v iew  en ta ils—then  we are confronted w ith  a g igan tic  
mystery’ at the co llec tiv e  lev e l, to w it, w hy the scientists in a g iven  
d is c ip lin e —each supposed ly op erating  w ith h is own in d iv id u a listic  and 
id io syncratic  criteria , each  g iv in g  a d ifferen t “gloss” to the c rite ria  that are 
sh ared —are so often ab le  to agree about w h ich  theories to bet on. B u t we 
can  leave it to K uhn to sort out how  he reconciles his co m m itm en t to the 
socia l psychology of sc ien ce  w ith  h is views about the in d iv id u a l vagaries 
o f theory preference. W h at m ust co n cern  us is the question w h eth er K uhn 
has m ade a p lau sib le  case for th in k in g  that the shared or co llec tive  c rite ria  
m ust be supp lem ented  by in d iv id u a l and sub jective criteria .

T he first point to stress is that K uhn ’s thesis purports to app ly to all 
sc ien tif ic  rules or va lues that are shared  by the partisans o f rival parad igm s, 
not just to a se lected  few, no to riously  am b iguous ones. W e  can  g ran t 
stra igh taw ay that som e of the ru les , standards, and values used by scientists 
"sim p lic ity '” w ould be an obvious can d idate ) ex'hibit p rec ise ly  that h igh  

degree o f am biguity' w h ich  K uhn ascribes to them . But K uhn ’s g enera l 
a rgu m en t for the im po tence of shared  ru les to settle d isag reem en ts b e ­
tw een  scientists w orking in d ifferen t parad igm s cannot be estab lished  by 
c it in g  the occasional exam p le . K uhn m ust show us, for he c la im s  as m u ch , 
that th ere  is som eth ing  in  the very natu re o f those m ethodo log ica l ru les



that co m e to be shared  am o n g  sc ien tists w h ich  m akes the ap p lic a t io n  of 
those ru les or stan d a id s in va r iab ly  in co n c lu s iv e . H e has not e stab lish ed  
this resu lt, an d  th ere  is a good reason  w hy h e  has not: it is fa lse . T o  see 
th at it is, one n eed  on ly  p ro d u ce  a m eth o d o lo g ica l ru le  w id e ly  accep ted  
by sc ien tists w h ich  can  be ap p lied  to co n cre te  cases w ithou t substan tia l 
im p rec is io n  or am b ig u ity . C o n s id e r , for in stan ce , one o f K uhn ’s own ex­
am p les  of a w id e ly  shared  sc ien tif ic  s tandard , n am e ly , the re q u ire m e n t 
that an accep tab le  theory' m u st be in te rn a lly  consisten t and  lo g ic a lly  con ­
sistent w ith  accep ted  th eo ries  in  other fie ld s. (O ne m ay or m ay  not favor 
this m eth o d o lo g ica l ru le . I refer to it h ere  o n ly  b ecau se  it is co m m o n ly  
regarded , in c lu d in g  by K uhn , as a m eth o d o lo g ica l ru le  th at freq u en tly  
p lays a ro le in  theo ry  ev a lu a tio n .)

I sub m it th at w e have a very c lea r no tion  of w hat it is for a theo ry  to 
be in te rn a lly  consisten t, ju st as w e un d erstan d  perfectly  w e ll w h at it m eans 
for a theo ry  to be consisten t w ith  accep ted  beliefs. M oreover, on  at least 
som e occasions w e can  te ll w h eth er a p a r ticu la r  theory' has v io la ted  the 
standard  of ( in te rn a l or ex te rn a l) consistency . K uhn h im self , in  a revea lin g  
passage, grants as m u ch ; for in stan ce , w h en  co m p arin g  the re la tive  m erits 
of g eocen tric  an d  h e lio c e n tr ic  astronom y, K uhn says that “the consistency- 
criterio n , by  itself, th erefo re , spoke u n eq u iv o ca lly  for the geo cen tr ic  tra­
d it io n . ’ ’ 26 (W h a t he has in  m in d  is the fact th at h e lio cen tr ic  astronom y, 
w hen  in tro d u ced , was in co n sisten t w ith  th e  then  re ig n in g  terrestria l phys­
ics, w hereas the assum ptions o f g eo cen tr ic  astronom y w ere  consisten t w ith  
that physics.) N ote that in  th is case we have a sc ien tif ic  ru le  or c r ite r io n  
“sp eak in g  u n e q u iv o c a lly ” in  favor o f one theory and  aga in st its rival. 
W h ere  are the in ev itab le  im p rec is io n  an d  am b ig u ity  w h ich  are supposed 
by K uhn to a fflic t a ll the sh ared  va lues o f the sc ien tif ic  co m m u n ity ?  W h a t 
is am b igu o u s ab o u t the n o tio n  of co n sistency? T h e  p o in t of these rheto r­
ic a l question s is to drive h o m e  th e  fact that, even  by K uhn ’s ligh ts , som e 
of the ru les or c r ite r ia  w id e ly  accep ted  in  the sc ien tif ic  co m m u n ity  do not 
exh ib it th at m u ltip lic ity ' o f m ean in gs  w h ich  K uhn has describ ed  as b e in g  
en tire ly  ch arac te r is t ic  o f m eth o d o lo g ica l standards.

O ne co u ld , in c id e n ta lly , c ite  severa l o ther exam p les o f reasonab ly  
c le a r  and  u n am b igu o u s  m e th o d c lo g ic aU riile s_ F o r in stan ce , the req u ire ­
m ents th at th eo ries shou ld  be deductively ' c lo sed  or th a t th eo ries shou id  
be su b jec ted  to co n tro lled  experim en ts h ave not g enera ted  a g rea t d ea l of 
confusion  or d isag reem en t am o n g  sc ien tists about w hat does an d  does not 
constitu te  c lo su re  or a con tro l. O r, consider the ru le  th at th eo ries shou ld  
lead  successfu lly  to the p red ic tio n  of resu lts unknow n to the ir d iscoverer; 
so far as I am  aw are , sc ien tists have not d iffered w id e ly  in th e ir  co n strua l 
o f the m ean in g  of this ru le . T h e  s ign if ic an ce  of the n onam b igu ity ' of many- 
m eth o d o lo g ica l concepts and  ru les is to be found in the fact th a t such  
n o n am b igu ity  refutes one of K uhn ’s cen tra l argu m en ts  for the in co m p a­
rab ility  o f p arad igm s and  for its co ro llary , the im p o ten ce  of m ethodo logv  
as a g u id e  to sc ien tif ic  ra tio n a lity . T h ere  are at leas t som e ru les  th at are
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sufficiently determinate that one can show that many theories clearly fail 
to satisfy them. We need not supplement the shared content of these 
objective concepts with any private notions of our own in order to decide 
whether a theory' satisfies them.

2 T h e  "‘C o l l e c t iv e  I n c o n s is t e n c y  o f  R u l e s ”  A r g u m e n t
As if the ambiguity' of standards was not bad enough, Kuhn goes on to 
argue, that the shared rules and standards, when taken as a collective, 
“repeatedly' prove to conflict with one another.”27 For instance, two sci­
entists may each believe that empirical accuracy and generality are desir­
able traits in a theory. But, when confronted with a pair of rival (and thus 
incompatible) theories, one of which is more accurate and the other more 
general, the judgments of those scientists may well differ about which 
theory to accept. One scientist may opt for the more general theory; the 
other, for the more accurate. They evidently share the same standards, says 
Kuhn, but they end up with conflicting appraisals. Kuhn puts it this way:

. . in many concrete situations, different values, though all constitutive 
of good reasons, dictate different conclusions, different choices. In such 
cases of value-conflict (e.g., one theory' is simpler but the other is more 
accurate) the relative weight placed on different values by different indi­
viduals can play a decisive role in individual choice.”28

Because many methodological standards do pull in different direc­
tions, Kuhn thinks that the scientist can pretty well go whichever way he 
likes. Well, not quite any direction he likes, since—even by Kuhn’s very 
liberal rules—it would be unreasonable for a scientist to prefer a theory 
(or paradigm) which failed to satisfy any of the constraints. In Kuhn’s view, 
we should expect scientific disagreement or dissensus to emerge specifi­
cally in those cases where (a) nO- 'available theory satisfied all the con­
straints and (b'j every extant theory- satisfied some constraints not satisfied 
by its rivals. That scientists sometimes find themselves subscribing to con­
trary standards, I would be the first to grant. Indeed, . . . the discovery of 
that fact about oneself is often the first prod toward readjusting one’s cog­
nitive values. But Kuhn is not merely saying that this happens occasionally; 
he is asserting that such is the nature of any set of rules or standards which 
any group of reasonable scientists might accept. As before, our verdict has 
to be that Kuhn’s highly ambitious claim is just that; he never shows us 
why families of methodological rules should always or even usually be 
internally’ inconsistent. He apparently expects us to take his word for it 
that he is just telling it as it is.29 I see no reason why we should follow 
Kuhn in his global extrapolations from the tiny handful of cases he de­
scribes. On the contrary, there are good grounds for resisting, since there 
are plenty' of sets of consistent methodological standards. Consider, for 
instance, one of the most influential documents of nineteenth-century 
scientific methodology', John Stuart Mill’s System of Logic. Mill offered

i 6 o  | C h . 2 R a t i o n a l i t y , O b j e c t i v i t y , and  V a l u e s  in  S c i e n c e



th ere  a set o f ru le s  or can o n s for assessing th e  so undness o f c au sa l h y ­
potheses. N ow adays those ru le s  a re  still c a lle d  " M il l ’s m eth o d s,” an d  m u ch  
research  in  th e  n a tu ra l an d  so c ia l sc ien ces  u tiliz e s  th e m , often refe rr in g  
to th em  as th e  m ethods o f a g reem en t, d iffe ren ce , an d  co n co m itan t vari­
ations. T o  th e  b est o f m y kn o w led ge , no  o n e  has ever show n that M ill 's  
m ethods exh ib it a  la ten t te n d e n c y  tow ard co n trad ic tio n  or co n flic t o f th e  
sort th a t K uhn regards as typ ica l o f system s o f  m eth o d o lo g ica l ru les . T o 
go b ack  fu rther in  h istory, no  o ne has ever show n th a t B aco n 's  or D es­
cartes ’s or N ew to n ’s or H e rsch e l’s fam ous can o n s o f reaso n in g  are  in te r­
n a lly  in co n sisten t. T h e  feet th at n um ero u s m eth o do lo g ies o f sc ien ce  m ay  
be c ite d  w h ich  h ave  n ever b e e n  show n to b e  in co n sisten t casts serious 
doubts on K uhn ’s c la im  th a t a n y  m eth o d o lo g ica l standards ap t to be shared  
by rival sc ien tists w ill tend  to exh ib it m u tu a l in co n sisten c ies .

K uhn  co u ld  h ave  stren g th en ed  h is a rg u m en t co n sid erab ly  if, in s tead  
of fo cusin g  on th e purported  tensions in  sets o f m eth o d o lo g ica l ru le s , lie  
had  noted , ra ther, th at w h en ever one has m ore th an  one standard  in op­
e ratio n , it is co n ce iv ab le  th at w e w ill be to rn  in  severa l d irec tio n s. And 
this c la im  is tru e , regard less o f w h eth er the standards are  str ic tly  in co n sis ­
ten t w ith  one an o th er or no t (ju st so lo n g  as th ere  is not a co m p le te  
co varian ce  b etw een  th e ir  in stan ces). If two sc ien tists ag ree  to ju d g e  th eo ­
ries by  two standards, th en  it is tr iv ia lly  true  that, d ep en d in g  upon  how  
m u ch  w e ig h t e a c h  gives to the two standards, th e ir ju d gm en ts  about th e ­
ories m ay  differ. Before we can  m ake sense o f how  to w ork w ith  severa l 
co n cu rren t s tandards, we have to ask (as K uhn n ever d id ) ab o u t th e  w ay 
in  w h ich  these standards do (or sh ou ld ) contro l th e  se le c tio n  o f a  p referred  
theory. U n til w e know  the an sw er to th at q u estio n , w e  w ill in ev itab ly  find 
that the standards are  o f lit t le  use  in  ex p la in in g  sc ien tif ic  p referen ces. 
K uhn s im p ly  assu m es th at a l l  possib le  p re fe ren ce  structu res  ( i .e ., a ll pos­
sib le  d ifferen tia l w eigh tin g s o f  th e  ap p lic ab le  standards) a re  e q u a lly  v iab le  
or e q u a lly  lik e ly  to be ex em p lif ied  in a w o rk in g  sc ien tis t’s s e lec tio n  pro­
ced u res . . . .

T o  sum  up  th e  a rg u m en t to  th is po in t: I have show n th a t K uhn  is 
w rong in  c la im in g  that a ll m eth o d o lo g ica l ru le s  a re  in ev itab ly  am b igu o u s  
and  in  c la im in g  th a t sc ien tif ic  m eth o d o lo g ies  co n sistin g  o f w h o le  groups 
o f ru le s  a lw ays or even  u su a lly  exh ib it a h igh  d eg ree  o f in te rn a l “te n s io n .” 
S in c e  these two c la im s  w ere  th e  lin ch p in s  in  K u h n ’s a rg u m e n t to the 
effect th a t sh ared  c r ite r ia  “are  not by th em se lves su ff ic ien t to d e te rm in e  
the dec is io n s o f in d iv id u a l sc ien tis ts , ” 50 we are  en titled  to say  th at K u h n ’s 
effort to estab lish  a g en e ra l form  of lo ca l u n d erd e te rm in a tio n  fa lls  flat.

3 T he  S h if t in g  S tandards  A r g u m e n t

E q u a lly  im p o rtan t to K uhn 's c r it iq u e  of m eth o d o lo gy  is a  se t o f a rgu m en ts  
h av ing  to do w ith  th e  m an n e r  in  w h ich  standards a re  supposed  to vary 
from  o n e  sc ien tis t to ano ther. In  trea tin g  K uhn ’s v iew s o n  th is m atte r , I
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follow Gerald Doppelt’s excellent and sympathetic explication of Kuhn’s 
position.31 In general, Kuhn’s model of science envisages two quite distinct 
ways in which disagreements about standards might render scientific de­
bate indeterminate or inconclusive. In the first place, the advocates of 
different paradigms may subscribe to different methodological rules or 
evaluative criteria. Indeed, “may” is too weak a term here, for, as we have 
seen, Kuhn evidently believes that associated with each paradigm is a set 
of methodological orientations that are (at least partly) at odds with the 
methodologies of all rival paradigms. Thus, he insists that whenever a 
"paradigm shift” occurs, this process produces “changes in the standards 
governing permissible problems, concepts and explanations.”52 This is 
quite a strong claim. It implies, among other things, that the advocates of 
different paradigms invariably have different views about what constitutes 
a scientific explanation and even about what constitutes the relevant facts 
to be explained (viz., the “permissible problems”). If Kuhn is right about 
these matters, then debate between the proponents o f two rival paradigms 
will involve appeal to different sets of rules and standards associated re­
spectively with the two paradigms. One party to the dispute may be able 
to show that his theory is best by his standards, w'hile his opponent may 
be able to claim superiority by his.

As I have shown in detail earlier in this chapter, Kuhn is right to say 
that scientists sometimes subscribe to different methodologies (including 
different standards for explanation and facticity). But he has never showm, 
and I believe him to be chronically wrong in claiming, that disagreements 
about matters of standards and mles neatly coincide with disagreements 
about substantive matters of scientific ontology. Rival scientists advocating 
fundamentally different theories or paradigms often have the same stan­
dards of assessment (and interpret them identically); on the other hand, 
adherents to the same paradigm will frequently espouse different standards. 
In short, methodological disagreements and factual disagreements about 
basic theories show no striking covariances of the kind required to sustain 
Kuhn’s argument about the intrinsic irresolvability of interparadigmatic 
debate. It was the thrust of my earlier account of “piecemeal change” to 
show why Kuhn’s claims about irresolvability will not work.

But, of course, a serious issue raised by Kuhn still remains before us. 
If different scientists sometimes subscribe to different standards of appraisal 
(and that much is surely correct), then how is it possible for us to speak 
of the resolution of such disagreements as anything other than an arbitrary 
closure? To raise that question presupposes a picture of science which I 
[have] sought to demolish. . . . Provided there are mechanisms for ra­
tionally resolving disagreements about methodological rules and cognitive 
values . . . , the fact that scientists often disagree about such rules and 
values need not, indeed should not, be taken to show that there must be 
anything arbitrary about the resolution of such disagreements.
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4 T h e  P r o b l e m - W e i g h t i n g  A r g u m e n t

As I have said earlier, Kuhn has another argument up his sleeve which 
he and others think is germane to the issue of the rationality of compar­
ative theory assessment. Specifically, he insists that the advocates of rival 
paradigms assign differential degrees of importance to the solution of dif­
ferent sorts of problems. Because they do, he says that they will often 
disagree about which theory is better supported, since one side will argue 
that it is most important to solve a certain problem, while the other will 
insist on the centrality of solving a different problem. Kuhn poses the 
difficulty in these terms: “if there were but one set of scientific problems, 
one world within which to work on them, and one set of standards for 
their solution, paradigm competition might be settled more or less rou­
tinely by some process like counting the number of problems solved by 
each. But, in fact, these conditions are never met completely. The pro­
ponents of competing paradigms are always at least slightly at cross pur­
poses . . . the proponents will often disagree about the list of problems 
that any candidate for paradigm must resolve.”33

In this passage Kuhn runs together two issues which it is well to 
separate: one concerns the question (just addressed in the preceding sec­
tion) about whether scientists have different standards of explanation or 
solution; the other (and the one that concerns us here) is the claim that 
scientists working in different paradigms want to solve different problems 
and that, because they do, their appraisals of the merits of theories will 
typically differ. So we must here deal with the case where scientists have 
the same standards for what counts as solving a problem but where they 
disagree about which problems are the most important to solve. .As Kuhn 
puts it, “scientific controversies between the advocates of rival paradigms 
involve the question: which problems is it more significant to have solved? 
Like the issue of competing standards, that question of values can be 
answered only in terms of criteria that lie outside of normal science al­
together.”3'' Kuhn is surely right to insist that partisans of different global 
theories or paradigms often disagree about which problems it is most im­
portant: to solve-. But the existence of such disagreement does not establish 
drat interparadigmatic debate about the epistemic support of rival para­
digms is inevitably inconclusive or that it must be resolved by factors that 
He outside the norma] resources of scientific inquiry.

At first glance, Kuhn’s argument seems very plausible: the differing 
weights assigned to the solution of specific problems by the advocates of 
rival paradigms may apparently lead to a situation in which the advocates 
of rival paradigms can each assert that their respective paradigms are the 
best because they solve precisely those problems they respectively believe 
to be the most important. No form of reasoning, insists Kuhn, could con­
vince either side, of the merits of the opposition or of the weakness of its 
own approach in such circumstances.
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To see where Kuhn’s argument goes astray in this particular instance, 
we need to dissect it at a more basic level. Specifically, we need to distin­
guish two quite distinct senses in which solving a problem may be said to 
be important. A problem may be important to a scientist just in the sense 
that he is particularly curious about it. Equally, it may be important be­
cause there is some urgent social or economic reason for solving it. Both 
sorts of considerations may explain why a scientist regards it as urgent to 
solve the problem. Such concerns are clearly relevant to explaining the 
motivation of scientists. But these senses of problem importance have no 
particular epistemic or probative significance. When we are assessing the 
evidential support for a theory, when we are asking how well supported 
or well tested that theory is by the available data, we are not asking whether 
the theory solves problems that are socially or personally important. Im­
portance, in tire sense chiefly relevant to this discussion, is what we might 
call epistemic or probative importance. One problem rs of greater episte­
mic or probative significance than another if the former constitutes a more 
telling test of our theories tiran does the latter.

So. if Kuhn's point is to be of any significance for the epistemology 
of science (or, what amounts to the same thing, if we are asking how 
beliefworthy a theory is), then we must imagine a situation in which the 
advocates of different paradigms assign conflicting degrees of epistemic 
import to the solution of certain problems. Kuhn’s thesis about such sit­
uations would be, I presume, that there is no rational machinery for de­
ciding who is right about the assignment of epistemic weight to such 
problems. But that seems wrongheaded, or at least unargyied, for philos­
ophers of science have long and plausibly maintained that the primary- 
function of scientific epistemology is precisely to ascertain the (epistemic) 
importance of any piece of confirming or disconfirming evidence. It is not 
open to a scientist simply to say that solving an arbitrarily selected problem 
(however great its subjective significance) is of high probative value. In­
deed, it is often true that the epistemically most salient problems are ones 
with little or no prior practical or even heuristic significance. (Consider 
that Brownian motion was of decisive epistemic significance in discredit­
ing classical thermodynamics, even though such motion had little intrinsic 
interest prior to Einstein’s showing that such motion was anomalous for 
thermodynamics.) The whole point of the theory of evidence is to desub- 
jectify the assignment of evidential significance by indicating the kinds of 
reasons that can legitimately be given for attaching a particular degree of 
epistemic importance to a confirming or refuting instance. Thus, if one 
maintains that the ability' of a theory to solve a certain problem is much 
more significant epistemically than its ability to solve another, one must 
be able to give reasons for that epistemic preference. Put differently, one 
has to be able to show that the probative significance of the one problem 
for testing theories of a certain sort is indeed greater than that of the other. 
He might do so by showing that the former outcome was much more
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surpris ing  than  or m ore g en e ra l th an  the latter. O ne m ay  thus be ab le  to 
m otivate a c la im  for the g rea te r im p o rtan ce  of the firs t p rob lem  over the 
second by in vo k in g  re lev an t ep istem ic  and  m eth o d o lo g ica l c r ite r ia . B ut if  
none of these options is open  to h im , if  he  can an sw er the question , “W h y  
is so lving th is p rob lem  m o re im p o rtan t p robatively  th an  so lv ing th a t o n e?” 
on ly by rep ly in g , in  effect, “b ecause  I am  in terested  in  so lving th is  rather 
than that,” th en  he has su rren dered  an y  c la im  to be shap ing  h is beliefs 
ra tio n a lly  in  lig h t of the av a ilab le  ev id en ce .

W e  can  p u t the p o in t m ore g e n e ra lly : the ra tio n a l a ss ign m en t of am ' 
p a rticu la r d egree  o f p robative s ign if ic an ce  to a p rob lem  m ust rest on one's 
b e in g  ab le  to show  that th ere  are v iab le  m eth o d o lo g ica l and ep istem ic  
grounds for ass ign in g  that degree  of im p o rtan ce  ra th er than  ano ther. O nce 
w e see th is, it b eco m es c le a r  that the d eg ree  of e m p ir ic a l support w h ich  
a solved p ro b lem  confers on a p arad igm  is not s im p ly  a m atter o f how 
k een ly  the proponents o f th a t p arad igm  w an t to so lve the p rob lem .

L et m e expand  on dris p o in t by  u s in g  an  ex am p le  cited  ex ten sive ly  
bv both K uhn an d  D oppelt: the D a lto n ian  “revo lu tio n ” in ch em istry . As 
D oppelt su m m arize s  the K u h n ian  p osition , . . the p re-D alto n ian  ch em ­
istry o f the ph log iston  th eo ry  and the th eo ry  of e lec t iv e  affin ity ach ieved  
reasonab le  answ ers to a w h o le  set o f questions e ffec tiv e ly  ab an d o n ed  by 
D alton ’s new  ch em istry . ” 33 B ecause  D alton 's  ch em istry  fa iled  to address 
m an y  of the question s an sw ered  by th e  o lder c h e m ic a l p arad igm , K uhn 
th inks th at the ac cep tan ce  of D alto n ’s approach dep rived  “chem istry ' of 
som e ac tu a l and  m u ch  p o ten tia l exp lanato ry  po w er . ” 35 Indeed , K uhn is 
righ t in  h o ld in g  that, d u r in g  m ost o f th e  n in e teen th  cen tu ry . D a lto n ian  
chem ists w ere  u n ab le  to exp la in  m an y  th ings th at the o lder c h e m ic a l 
trad itions co u ld  m ake sense  of. On the o ther hand , as K uhn stresses, D al­
to n ian  chem istry ' co u ld  exp la in  a g reat d ea l that h ad  e lu d ed  e a r lie r  c h em ­
ic a l theories. In short, “th e  two p arad igm s seek to ex p la in  d ifferen t kinds 
o f observational data , in  response to d ifferen t agendas of p ro b lem s . ” 37 T h is 
“loss” of so lved p rob lem s d u rin g  transitions from one m ajo r th eo ry  to 
an o th er is an  im p o rtan t in s igh t of K u h n ’s. . . . B u t th is loss of p ro b lem ­
so lv ing  ab ility  th rough  p arad igm  ch an g e , a lthough  rea l eno ugh , does not 
en ta il, as K uhn c la im s , th a t p roponents of old an d  new  p arad igm s w ill 
n ecessa r ily  be u n ab le  to m ake co n gru en t assessm ents o f how w e ll tested 
or w e ll supported  th e ir  respectiv e  p arad igm s are.

W h a t lead s K uhn an d  D oppelt to th in k  o therw ise is their assum ption  
that the cen tra lity  o f a p ro b lem  on o n e ’s exp lanato ry  agenda n ecessa r ily  
en ta ils  one's assign in g  a h ig h  degree o f ep istem ic  or probative w e ig h t to 
that p rob lem  w h en  it com es to d e te rm in in g  how w e ll supported  a certa in  
th eo ry  or p arad igm  is. B u t that assum ption  is u su a lly  fa lse . In g en e ra l, the 
observations to w h ich  a reaso n ab le  sc ien tis t attaches the m ost p robative or 
ep istem ic  w e igh t are  those in stances th at test a theory' e sp ec ia lly  “severe ly” 
(to use P opper’s sp len d id  te rm ). T h e  in stan ces of greatest probative w e igh t 
in  the history' of s c ien ce  (e .g ., the ob late  shape of th e  “sp h e r ic a l” earth .



the Arago disk experiment, the bending of light near the sun, the recession 
of Mercury’s perihelion, the reconstitution of white light from the spec­
trum) have generally not been instances high on the list of problems that 
scientists developed their theories to solve. A test instance acquires high 
probative weight when, for example, it involves testing one of a theory’s 
surprising or counterintuitive predictions, or when it represents a kind of 
crucial experiment between rival theories. The point is that a problem or 
instance does not generally acquire great probative strength in testing a 
theory simply because the advocates of that theory would like to be able 
to solve the problem. Quite the reverse, many scientists and philosophers 
would say. After all, it is conventional wisdom that a theory is not very 
acutely tested if its primary empirical support is drawn from the very sort 
of situations it was designed to explain. Most theories of experimental 
design urge—in sharp contrast with Kuhn—that theories should not be 
given high marks simply because they can solve the problems they were 
invented to solve. In arguing that the explanatory agenda a scientist sets 
for himself automatically dictates that scientist’s reasoned judgments about 
well-testedness, Kuhn and Doppelt seem to have profoundly misconstrued 
the logic of theory appraisal.

Let us return for a moment to Kuhn’s Dalton example. If 1 am right, 
Dalton might readily have conceded that pre-Daltonian chemistry solved 
a number of problems that his theory failed to address. Judged as theories 
about the qualitative properties of chemical reagents, those theories could 
even be acknowledged as well supported of their type. But Dalton’s primary 
interests lie elsewhere, for he presumably regarded those earlier theories 
as failing to address what he considered to be the central problems of 
chemistry. But this is not an epistemic judgment; it is a pragmatic one. It 
amounts to saying: “These older theories are well-tested and reliable the­
ories for explaining certain features of chemical change; but those features 
happen not to interest me very much.” In sum, Kuhn and Doppelt have 
failed to offer us any grounds for thinking that a scientist’s judgment about 
the degree of evidential support for a paradigm should or does reflect his 
personal views about the problems, he finds most interesting. That, in turn, 
means that one need not share an enthusiasm for a certain paradigm’s 
explanatory agenda in order to decide whether the theories that make up 
that paradigm are w'ell tested or ill tested. It appears to me that what the 
Kuhn-Doppelt point really amounts to is the truism that scientists tend to 
invest their efforts exploring paradigms that address problems those sci­
entists find interesting. That is a subjective and pragmatic matter which 
can, and should, be sharply distinguished from the question whether one 
paradigm or theory is better tested or better supported than its rivals. Nei­
ther Kuhn nor Doppelt has made plausible the claim that, because two 
scientists have different degrees of interest in solving different sorts of prob­
lems, it follows that their epistemic judgments of which theories are well 
tested and which are not will necessarily differ.
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W e are thus in a position to conclude that the existence of conflicting 
views among scientists about which problems are interesting apparently 
entails nothing about the incompatibility or incommensurability of the epi­
stemic appraisals those scientists will make. That in turn means that these 
real differences of problem-solving emphasis between advocates of rival 
paradigms do nothing to undermine the viability of a methodology of 
comparative theory assessment, insofar as such a methodology is episte- 
mically rather than pragmatically oriented. It seems likely that Kuhn and 
Doppelt have fallen into this confusion because of their failure to see that 
acknowledged differences in the motivational appeal of various problems 
to various scientists constitutes no rationale for asserting the existence of 
correlative differences in the probative weights properly assigned to those 
problems by those same scientists.

The appropriate conclusion to draw from the features of scientific life 
to which Kuhn and Doppelt properly direct our attention is that the pur­
suit of (and doubtless the recruitment of scientists into) rival paradigms is 
influenced by pragmatic as well as by epistemic considerations. That is 
an interesting thesis, and probably a sound one, but it does nothing to 
undermine the core premise of scientific epistemology-: that there are 
principles of empirical or evidential support which are neither paradigm- 
specific, hopelessly vague, nor individually idiosyncratic. More important, 
these principles are sometimes sufficient to guide our preferences un­
ambiguously.38

■ | Notes
1. Alan Musgrave spoke for many of Kuhn’s readers when he noted, apropos of 
the second edition of The Structure  o f  Scientific  R evolutions, that in “his recent 
writings, then, Kuhn disowns most of the challenging ideas ascribed to him  by his 
critics . . . the new, more real Kuhn who emerges . . . [is] but a pale reflection 
of the old, revolutionary Kuhn” (M usgrave, 1980, p. 51).
2. It has been insufficiently noted just how partial Kuhn’s break with positivism 
is, so far as cognitive goals and values are concerned. As I show in -detail below-, 
most of his problems about the alleged incomparability of theories arise because 
Kuhn accepts without argument the positivist claim  that cognitive values or stan­
dards at the top of the hierarchy are fundam entally im m une to rational negotiation.
5. Kuhn, 1962.
4. Ibid.
5. Ibid., p. 159.
6 . As Kuhn him self remarks, he has been attempting “to elim inate misunderstand­
ings for which my own past rhetoric is doubtless partially responsible” (1970, 
pp. 259-260).
7. Kuhn, 1962, p. 108 [p. 100, above]; my italics.
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8 .. Ibid., pp. 108—109 [p. 100, above],
9; Ibid., p. 149.
10. See [Larry Laudan, Science an d  V alues (Berkeley: University of California 
Press, 1984), p. 43],
11. See W hewell’s remarkably insightful essay of 1851, where he remarks, apropos 
tile transition from one global theory to another: “the change . . .  is effected by a 
transformation, or series of transformations, of the earlier hypothesis, by means of 
which it is brought nearer and nearer to the second [i.e., later]” (1851, p. 139).
12. Some amplification of this point is required. Kuhn evidently believes that 
there are some values that transcend specific paradigms. He mentions such ex­
amples as the demand for accuracy, consistency, and simplicity. The fortunes of 
these values are not linked to specific paradigms. Thus, if they were to change, 
such change would presumably be independent of shifts in paradigms. In Kuhn’s 
view, however, these values have persisted unchanged since the seventeenth cen­
tury'. Or, rather, scientists have invoked these values persistently since that time; 
strictly speaking, on Kuhn’s analysis, these values are changing constantly, since 
each scientist interprets them slightly differently. For a detailed discussion of 
Kuhn's handling of these quasi-shared values, see the final section of this chapter.
13. See Laudan, 1981.
14. For a discussion of the difference between explicit and im plicit methodology,
see [Laudan, Science an d  Values,] chap. 3, pp. 53 ff.
15. For an extensive bibliography on this issue, see Laudan, 1968.

■ 16. See Laudan, 1981.
17. See [Science an d  V alues, ch. 1].
18. See Laudan, [1990],
19. See ibid, for a lengthy treatment of some issues surrounding underdetermi­
nation of theories.
20. Kuhn, l n - ~ ’ • F
21. Kuhn, 1977, p. 322 'p. 103, above],
22. Ibid., p. 262.
23. Ibid., p. 329 [p. 109, above].
24. Ibid., p. 325; see also p. 324 [pp. 106, 105 above].
25. Ibid., p. 325 [p. 106, above].
26. Ibid., p. 323 [p. 105, above].
27. Ibid., p. 322 [p. 103, above].
28. Kuhn, 1970, p. 262.
29. “W hat I have said so far is prim arily simply descriptive of what goes on in the 
sciences at times of theory' choice” (Kuhn, 1977, p. 325 [p. 106, above]).
30. Kuhn, 1977, p. 325 [p. 106, above].



31. ¡Doppelt, 1978. W hereas Kuhn’s own discussion of these questions in The 
Structure  o f  S c ien tific  R evolutions rambles considerably, Doppelt offers a succinct 
and perspicacious formulation of what is, or at least what should have been, Kuhn’s 
argument. Although I quarrel with Doppelt’s analysis at several important points, 
rny own thoughts about these issues owe a great deal to his writings.
32, Kuhn, 1962, p. 105 [p. 97, above].
33.. t Ibid., pp. 147-148.
34M bid., p. 110 [p. 100, above].
3 l ;  Doppelt, 1978, p. 42.
3 6 .. Kuhn, 1962, p. 107 [p. 98, above],
37. * Ibid., p. 43.
38. 'Even on the pragmatic level, however, it is not c lear that the Doppeltian 
version of Kuhn’s relativistic p icture of scientific change w ill stand up, for Doppelt 
is a t  pains to deny that there can  be any short-term resolution between the advo­
cates. of rival axiologies. If the arguments o f [Science a n d  V alu es, ch. 2] have any 
cogency, it seems entirely possible that pragmatic relativism, every bit as m uch as 
its epistemic counterpart, is question begging.
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H e l e n  E .  L o n g i n o

Values and 
Objectivity

O bjectiv ity  is a ch arac te r istic  ascribed variously  to be liefs , in d iv id ua ls , the­
ories, observations, and  m ethods of in q u iry . It is g en e ra lly  though t to in ­
volve the w illin gn ess  to le t  our beliefs be determ in ed  by “the facts” or by 
som e im p artia l and  n onarb itrary  criteria  rather than  by our w ishes as to 
how  th ings o u gh t to be. A specification  of tire p rec ise  natu re o f such 
invo lvem ent is a function  o f w hat it is th at is said to be ob jective. In this 
ch ap ter I w ill rev iew  som e com m on ideas about ob jectiv ity  and argue  that 
the ob jectiv ity  o f sc ien ce  is secured  by th e  social ch arac te r of inquiry'. This 
ch ap ter is a first step, th erefo re , towards so c ia liz in g  cogn ition .

Som e part of the p o p u la r  reverence for sc ience has its o rig in  in the 
b e lie f  that sc ien tif ic  in q u iry , un like o ther modes o f in q u iry , is by its very 
n atu re  ob jective . In the m o d em  m ytho logy, the rep lacem en t o f a mode 
of com prehension  that s im p ly  projects h u m an  needs and  values into the 
cosmos by a m ode that v iew s nature at a d istance an d  d ispassionate ly  “puts 
n atu re  to the q u estio n ,” in  th e  words of Francis B acon , is seen as a m ajor 
ac co m p lish m en t of the m atu rin g  h u m an  in te lle c t.1 T h e developm ent of 
th is second m ode of ap p ro ach in g  the n atu ra l world is iden tified , accord ing  
to th is view , w ith  the deve lo p m en t of sc ien ce  and the sc ien tific  m ethod. 
S c ien ce  is th o u gh t to prov ide us with a view  of the w orld  that is ob jective 
in  two seem in g ly  qu ite  d ifferen t senses o f that term . In one sense ob jec­
tiv ity is bound up w ith  questions about the truth and  referen tia l character 
o f sc ien tific  theories, th at is, with issues o f sc ien tific  rea lism . In this sense 
to attribute ob jectiv ity  to sc ien ce  is to c la im  that the view  provided by 
sc ien ce  is an  accu ra te  descrip tion  of the facts of the n atu ra l world as they 
are ; it is a co rrect v iew  of the objects to be found in the world and of 
th e ir re lations w ith each  o ther. In the second sense objectivity' has to do 
w ith  m odes o f inqu iry . In this sense to attribute ob jectiv ity  to sc ien ce  is

F rom Helen Longino, Science as Social Knowledge: V alues and O bjectivity in 
Scientific Inquiry (Princeton, N.J.: Princeton University Press, 1990), pp. 62-82.



to c la im  that the v iew  provided by sc ien ce  is one ach iev ed  by re lia n ce  
upon n o n arb itra ry  an d  n o n sub jec tive  criteria  for deve lop in g , accep tin g , 
and re je c t in g  th e  hypo theses and  theories that m ake up  th e  view . T h e  
re lian ce  upon  and  use of such  c r ite r ia  as w e ll as the c r ite r ia  them selves 
are w hat is c a lled  sc ien tif ic  m ethod . C o m m o n  w isdom  has it th at if sc ien ce  
is o b jec tiv e  in the first sense it is b ecau se  it is ob jective  in the second.

At least two th ings can  be in ten d ed  by the ascrip tion  of ob jectiv ity  to 
sc ien tific  m ethod . O ften scientists speak of th e  ob jectiv ity  of data. By this 
they seem  to m ean  th at the in fo rm ation  upon w h ich  th e ir  theories and  
hypotheses rest has b een  ob ta ined  in  such a w ay  as to justify th e ir re lian ce  
upon it. T h is  invo lves the assu m p tio n  or assu ran ce  that experim en ts have 
been  p ro p erly  perfo rm ed  and th at q uan tita tiv e  data have not b een  skew ed 
by an y  fau lts in  the design  o f survey in strum en ts or by system atic  but 
u n ch arac te r is tic  e c cen tr ic it ie s  in the behav io r o f the sam p le  stud ied . If a 
given set o f data has b een  o b jec tiv e ly  ob tained  in th is sense, one is th ereby 
licen sed  to b e liev e  th at it provides a re liab le  v iew  of the w orld in  the first 
of the two senses o f ob jectiv ity  d is tin gu ish ed  above. . . . W h ile  ob jective , 
that is, re lia b le , m easu rem en t is in d eed  one c ru c ia l aspect o f ob jective 
sc ien tif ic  m e th o d ,2 it is not the o n ly  d im en sio n  in w h ich  question s about 
the o b jec tiv ity  o f m ethods can  arise . In asc r ib in g  (or d en y in g ) o b jec tiv ity  
to a m eth o d  we can  also  be co n ce rn ed  about the extent to w h ich  it pro­
vides m ean s  o f assess in g  hypotheses and theories in an u n b iased  and  u n ­
p re ju d ic ed  m an n er.

In th is ch ap te r I w ill exp lore m ore d eep ly  the n atu re  o f th is second 
m ode o f sc ien tif ic  o b jec tiv ity  and  its co n n ectio n  w ith  th e  lo g ic  o f d iscourse 
in  the n a tu ra l sc ien ces . . . . L o g ic a l positivists have re lied  upon form al 
logic an d  a p rio ri ep is tem o lo g ica l req u irem en ts  as keys to d eve lop in g  the 
log ica l an a lys is  o f sc ie n c e , w h ile  th e ir  h is to ric a lly  m in d ed  w ho list critics 
have in sisted  upon  th e  p rim acy  o f sc ien tif ic  p rac tice  as revea led  by studv 
of the h istory o f sc ie n c e . A cco rd in g  to the fo rm er v ie » c ie n c e  does in ­
deed  ap p ear to be, by its very n a tu re , free of sub jective  j • e its jen ce , w hereas 
acco rd in g  to the la tte r  v iew , su b jec tiv ity  p lays a m ajo r ro le in  th eo ry  d e ­
ve lop m en t and  th eo ry  ch o ice . W itn esses  to th e  debate  seem  to be faced 
w ith a ch o ic e  b e tw een  two u n ac c e p tab le  a lte rn ativ es: a lo g ic a l an a lys is  
that is h is to r ic a lly  unsatisfacto ry an d  a h is to rica l analys is  th a t is lo g ic a lly  
unsatisfactory . T h is  k in d  of d ile m m a  suggests a deb ate  w hose p artic ip an ts  
ta lk  past o n e  an o th er ra ther th an  ad d ress in g  co m m o n  issues. C e rta in ly  part 
o f the p ro b lem  consists in  attem pts to develop  a co m p reh en sive  acco u n t 
of s c ie n c e  on the basis e ith er o f norm ative lo g ic a l constra in ts or of em ­
p ir ica l h is to rica l co n sideratio n s. M y  analys is  m akes no p reten se  to to ta lity  
or co m p le tio n . It suggests, rather, a fram ew ork to be filled -in  and  d eve l­
oped both  by ep istem o log ists w hose task is to d eve lop  c r ite r ia  and  standards 
of kn o w led ge , tru th , an d  rationa l b e lie f  and  by h isto rian s an d  socio logists 
w hose task is to m ake  v isib le  those h isto rica l an d  in s titu t io n a l features of 
the p rac tic e  o f s c ie n c e  that affect its conten t. . . .  T o m ake w ay for this
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in te rd isc ip lin a ry  fram ew ork, I b eg in  by b rie fly  rev iew in g  the trea tm en t of 
ob jectiv ity  an d  sub jectiv ity  in  th e  co m p etin g  ana lyses o f the lo g ic  of 
sc ien ce .

1 - 2  | C h . 2  R a t i o n a l i t y ,  O b j e c t i v i t y , a n d  V a l u e s  i n  S c i e n c e

■ 1 Objectivity, Subjectivity, and Individualism
T h e positiv ist analys is  o f co n firm ation  gu aran teed  the ob jectiv ity o f sc ien ce  
b y  ty in g  the accep tan ce  of hypotheses and  theories to a  pub lic  w orld  over 
w hose descrip tion  there can  be no d isag reem en t. Positivists a llo w  for a 
sub jective , n o n em p ir ica l e le m e n t in  sc ien tif ic  in q u iry  by d is tin gu ish in g  
betw een  a con tex t o f d iscovery an d  a con tex t o f ju stifica tio n .3 T h e  context 
o f d iscovery for a g iven hypothesis is constitu ted  by the c ircu m stan ces 
su rround ing  its in it ia l fo rm u la tio n —its o rig in  in  dream s, guesses, an d  o ther 
aspects o f th e  m en ta l and  em otional life  o f the in d iv id u a l sc ien tist. T w o 
th ings shou ld  be noted h ere . F irst, these n o n em p ir ic a l e lem en ts a re  u n ­
derstood to b e  features o f an  in d iv id u a l’s psychology7. T h ey  are trea ted  as 
ran do m iz in g  factors that p rom ote novelty ra ther th an  as beliefs or attitudes 
that are system atica lly  re la ted  to the c u ltu re , social structure , or socioeco ­
nomic in terests o f the con tex t w ith in  w h ich  an  in d iv id u a l sc ien tist works. 
Secondly, in  the context of ju stifica tio n  these  genera tiv e  factors a re  dis­
regarded , and  the hypothesis is con sid ered  on ly  in  re la tio n  to its observab le 
consequ ences, w h ich  d e te rm in e  its a ccep tab ility . T h is  d istinction  en ab les  
positivists to acknow ledge th e  p lay  o f su b jec tiv e  factors in  the in it ia l de­
velopm ent o f hypotheses an d  theories w h ile  g u aran tee in g  th at th e ir  a c ­
cep tan ce  rem ain s u n ta in ted , d e te rm in ed  not by sub jec tive  p references bu t 
by observed rea lity . T h e  su b jec tiv e  e lem en ts  th at ta in t its o rig in s  are  
purged  from sc ien tif ic  in q u iry  by  the m ethods ch arac teristic  o f th e  con tex t 
of ju s t iilra t io n : contro lled  experim en ts, rigorous deductions, e t ce te ra . 
W h en  a*«e is u rged  to be o b jec tiv e  or “sc ien tif ic ,” it  is th is re lia n ce  on  an  
estab lished an d  co m m o n ly  accep ted  re a lity  th at is b e in g  reco m m en d ed . 
T h e lo g ica l positiv ist m odel o f con firm ation  s im p ly  m akes th e  standard  
v iew  .o f sc ien tif ic  p ractice m ore system atic  an d  lo g ic a lly  rigorous.

As lo n g  as one takes th e  positiv ist an a lys is  as provid ing a  m o d e l to 
w h ich  an y  in q u iry  m ust conform  in  o rder to be ob jective an d  ratio n a l, 
then  to the d eg ree  that a c tu a l sc ien ce  departs from  th e  m odel it  fa ils  to 
be ob jective and  rational. As noted  above w ith  resp ect to ev id en ce  and  
in feren ce , both the h istorians an d  ph ilosophers w ho h ave attacked  th e  old 
m odel and those w ho have defen d ed  it h ave a t tim es taken  th is position . 
T h e  on ly  d isag reem en t w ith  respect to ob jectiv ity , th en , seem s to be 
over the question  o f w heth er a c tu a l, h is to rica l s c ien ce  does or does not 
rea lize  the ep istem o lo g ica l id e a l o f ob jectiv ity . D efenders o f the o ld  m odel 
have argued  th at sc ien ce  (“good s c ie n c e ”) does re a liz e  th e  id ea l. R eaders 
o f K uhn and  F eyerabend  take th e ir  argu m en ts  to show  that sc ien ce  is not



objective, that objectivity has been fetishized by traditionalists. These au­
thors themselves have somewhat more subtle approaches. While Kuhn has 
emphasized the role of such subjective factors as personality, education, 
and group commitments in theory choice, he also denies that his is a 
totally subjectivist view. . . . He suggests that values such as relative sim­
plicity and relative problem-solving ability can and do function as nonar- 
bitrary criteria in theory acceptance. Such values can be understood as 
internal to inquiry, especially by those to whom scientific inquiry just is 
problem solving.'’ Feyerabend, on the other hand, has rejected the rele­
vance to science of canons of rationality or of general criteria of theory 
acceptance and defends a positive role for subjectivity in science.’

. . . How can the contextualist analysis of evidence, with its conse­
quent denial of any logically guaranteed independence from contextual 
values, be accommodated within a perspective that demands or presup­
poses the objectivity of scientific inquiry?

As-a first step in answering this question it is important to distinguish 
between objectivity as a characteristic o f scientific method and objectivity 
as a characteristic of individual scientific practitioners or of their attitudes 
and practices. The standard accounts of scientific method tend to conflate 
the two, resulting in highly individualistic accounts of knowledge. Both 
philosophical accounts assume that method, the process by which knowl­
edge is produced, is the application of rules to data. The positivist or 
traditional empiricist account of objectivity attributes objectivity to the 
practitioner to the extent that she or he has followed the method. Scientific 
method, on this view', is something that can be practiced by a single in­
dividual: sense organs and the capacity to reason are all that are required 
for conducting controlled experiments or practicing rigorous deduction. 
For Kuhn and for the contextualist account sketched above rationality’ and 
deference to observational data are not sufficient to guarantee the objec­
tivity of individuals. For Kuhn this is because these intellectual activities 
are carried out in the context of a paradigm assented to by the scientific 
community'. But, although Kuhn emphasizes the communitarian nature 
of the sciences, the theory of meaning he developed to account for the 
puzzling aspects of scientific change that first drew his attention reduces 
that community to a solipsistic monad incapable of recognizing and com­
municating with other monads/communities. Kuhn's account is, thus, as 
individualist as the empiricist one. The contextualist account makes the 
exercise of reason and the interpretation of data similarly dependent on a 
context of assumptions. Why is it not subject to the same problems?
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174 C h . 2  R a t i o n a l i t y ,  O b j e c t i v i t y , and  V a l u e s  i n  S c i e n c e

■ | Objectivity, Criticism, and Social Knowledge
Two shifts of perspective make it possible to see how scientific method or 
scientific knowledge is objective even in the contextualist account. One 
shift is to return to the idea of science as practice. The analysis of eviden­
tial relations outlined above was achieved by thinking about science as 
something that is done, that involves some form of activity on the part of 
someone, the scientist. Because we think the goal of the scientist’s practice 
is knowledge, it is tempting to follow tradition and seek solutions in ab­
stract or universal rules. Refocussing on science as practice makes possible 
the second shift, which involves regarding scientific method as something 
practiced not primarily by individuals but by social groups.

The social nature of scientific practice has long been recognized. In 
her essay “Perception, Interpretation and the Sciences” Marjorie Grene 
discusses three aspects of the social character of science.6 One she sees as 
the existence of the scientific disciplines as “social enterprises,” the indi­
vidual members of which are dependent on one another for the conditions 
(ideas, instruments, et cetera) under which they practice. Another related 
aspect is that initiation into scientific inquiry requires education. One does 
not simply declare oneself a biologist but leams the traditions, questions, 
mathematical and observational techniques, “the sense of what to do 
next,” from someone who has herself or himself been through a compa­
rable initiation and then practiced. One “enters into a world” and leams 
how to live in that world from those who already live there. Finally, as 
the practitioners of the sciences all together constitute a network of com­
munities embedded in a society, the sciences are also among a society’s 
activities and depend for their survival on that society’s valuing what they 
do. Much of the following can be read as an elaboration of these three 
points, particularly as regards, the outcome, or product, of scientific prac­
tices, namely scientific knowledge. What I wish particularly to stress is that 
the objectivity of scientific inquiry is a consequence of this inquiry’s being 
a social, and not an individual, enterprise.

The application of scientific method, that is, of any subset of the 
collection of means of supporting scientific theory on the basis of experi­
ential data, requires by its nature the participation of two or more individ­
uals. Even brief reflection on the actual conditions of scientific practice 
shows that this is so. Scientific knowledge is, after all, the product of many 
individuals working in (acknowledged or unacknowledged) concert. As 
noted earlier, scientific inquiiy is complex in that it consists of different 
kinds of activities. It consists not just in producing theories but also in 
(producing) concrete interactions with, as well as models—mechanical, 
electrical, and mathematical—of, natural processes. These activities are 
carried out by different individuals, and in this era of “big science” a single 
complex experiment may be broken into parts, each of which will be



charged to a different individual or group of individuals. T he integration 
and transformation of these activrties^Hit©-a- coherent understanding of a 
given phenomenon are a matter of social negotiations.

One might argue that this is at least in principle the activity of a single 
individual. But, even if  we were to imagine such group efforts as individual 
efforts, scientific knowledge is not produced by collecting the products of 
such im agined individuals into one whole. It is instead produced through 
a process of critical emendation and modification of those individual prod­
ucts by the rest of the scientific community. Experiments get repeated 
with variations by individuals other than their originators, hypotheses and 
theories are critically exam ined, restated, and reformulated before becom­
ing an accepted part of the scientific canon. W hat are known as scientific 
breakthroughs build , whether this is acknowledged or not, on previous 
work and rest on a tradition of understandings, even when the effect of 
the breakthrough w ill be to underm ine those understandings.7

T he social character of scientific knowledge is made especially ap­
parent by the organization of late twentieth-century science, in which the 
production of knowledge is crucially determ ined by the gatekeeping of 
peer review. Peer review determines what research gets funded and what 
research gets published in the journals, that is, what gets to count as knowl­
edge. Recent concern over the breakdown of peer review and over fraud­
ulent research simply supports the point. The most startling study of peer 
review suggested that scientific papers in at least one discipline were ac­
cepted on the basis of the institutional affiliation of the authors rather than 
the intrinsic worth of the paper.8 Comm entary on the paper suggested that 
this decision procedure m ight be more widespread. Presumably the re­
viewers using the rule assume that someone would not get a job at X 
institution if that person were not a top-notch investigator, and so her/his 
experiments must be well-done and the reasoning correct. Apart from the 
errors in that assumption, both the reviewer and the critic of peer review 
treat what is a social process as an individual process. The function of 
peer review is not just to check that the data seem right and the conclu­
sions well-reasoned but to bring to bear another point of view o n  the 
phenomena, whose expression m ight I s a d r f f r e -O H g is e f e s r s S h o r f s )  to r e v is e  
the way they think about and present their observations and c o n c lu s io n s .  
To put this another way, it is to make sure that, among other things, t h e  
authors have interpreted the data in a way that is f r e e  o f  their s u b je c t iv e  
preferences.

The concern over the breakdown of peer review, while directed at a 
genuine problem, is also exaggerated partly because of an individualist 
conception of knowledge construction. Peer review prior to publication is 
not the only filter to which results are subjected. The critical treatment 
a fte r  publication is crucial to the refining of new ideas and techniques. 
W hile institutional bias may also operate in the postpublication reception 
of an idea, other factors, such as the attempt to repeat an experiment or
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to reconcile incompatible claims, can eventually compensate for such mis­
placed deference. Publication in a journal does not make an idea or result 
a brick in the edifice of knowledge. Its absorption is a much more complex 
process, involving such things as subsequent citation, use and modification 
by others, et cetera. Experimental data and hypotheses are transformed 
through the conflict and integration of a variety of points of view into what 
is ultimately accepted as scientific knowledge.9

What is called scientific knowledge, then, is produced by a commu­
nity (ultimately the community of all scientific practitioners) and tran­
scends the contributions of any individual or even of any subcommunity 
within the larger community.10 Once propositions, theses, and hypotheses 
are developed, what will become scientific knowledge is produced collec­
tively through the clashing and meshing of a variety of points of view. The 
relevance of these features of the sociology of science to objectivity will 
be apparent shorfly.

The social character of hypothesis acceptance underscores the pub­
licity of science. This publicity has both social and logical dimensions. 
W e are accustomed to thinking of science as a public possession or prop­
erty in that it is produced for the most part by public resources—either 
through direct funding of research or through financial support of the 
education of scientists. The social processes described underscore another 
aspect of its publicity'; it is itself a public resource—a common fund of 
assertions presumably established to a point beyond question. It thereby 
constitutes a body of putative truths that can be appealed to in defense or 
criticism of other claims.

From a logical point of view the publicity of science includes several 
crucial elements. First, theoretical assertions, hypotheses, and background 
assumptions are all in principle public in the sense of being generally 
available to and comprehensible to anyone with the appropriate back­
ground, education, and interest. Second, the states of affairs to which 
theoretical explanations are pegged (in evidential and explanatory rela­
tionships) are public in the sense that they' are intersubjectively ascertain­
able. . . . This does not require a commitment to a set of theory-free, 
eternally acceptable observation statements but merely a commitment to 
the possibility that two or more persons can agree about the descriptions 
of objects, events, and states of affairs that enter into evidential relation­
ships. Both features are consequences of the facts (1) that we have a com­
mon language which we use to describe our experience and within which 
we reason and (2) that the objects of experience which we describe and 
about which we reason are purported to exist independendy' of our seeing 
and thinking about them.11

These two aspects of the logical publicity of science make criticism 
of scientific hypotheses and theories possible in a way that is not possible, 
for instance, for descriptions of mystical experience or expressions of feel­
ing or emotion. First, a common language for the description of experi-
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ence means that we can understand each other, which means in turn that 
we can accept or reject hypotheses, formulate and respond to objections 
to them. Second, the presupposition of objects existing independently of 
our perception of them imposes an acceptance of constraints on what can 
be said or reasonably believed about them. Such acceptance implies the 
relevance of reports and judgments other than our own to what we say or 
believe. There is no way, by contrast, to acquire the authority sufficient 
to criticize the description of a mystical experience or the expression of a 
particular feeling or emotion save by having the experience or emotion in 
question, and these are not had in the requisite sense by more than one 
person. By contrast, the logical publicity of scientific understanding and 
subject matter makes them and hence the authority to criticize their ar­
ticulation accessible to all.12 It should be said that these constitute nec­
essary but not sufficient conditions for the possibility of criticism, a point 
I shall return to later. It is the possibility of intersubjective criticism, at 
any rate, that permits objectivity’ in spite of the context dependence of 
evidential reasoning. Before developing this idea further let me outline 
some of the kinds of criticism to be found in scientific discourse.

There are a number of way's to criticize a hypothesis. For the sake of 
convenience we can divide these into evidential and conceptual criticism 
to reflect the distinction between criticism proceeding on the basis of 
experimental and observational concerns and that proceeding on the basis 
of theoretical and metatheoretical concerns.15 Evidential criticism is fa­
miliar enough: John Maddox, editor of Nature, criticizing Jacques Ben- 
veniste’s experiments with highly' diluted antibody solutions suggesting that 
immune responses could be triggered in the absence of even one molecule 
of the appropriate antibody;14 Richard Lewontin analyzing the statistical 
data alleged to favor Jensen’s hypothesis of the genetic basis of I.Q.,15 
Stephen Gould criticizing the experiments of David Barash purporting to 
demonstrate punitive responses by male mountain bluebirds to putative 
adultery on the part of their female mates.16 Such criticism questions the 
degree to which a given hypothesis is supported by the evidence adduced 
for it, questions the accuracy, extent, and conditions of performance of 
the experiments and observations serving as evidence, and questions their 
analysis and reporting.17

Conceptual criticism, on the other hand, often stigmatized as “meta­
physical,” has received less attention in a tradition of discourse dominated 
by empiricist ideals. At least three sorts can be distinguished. The first 
questions the conceptual soundness of a hypothesis—as Einstein criti­
cized and rejected the discontinuities and uncertainties of the quantum 
theory;18 as Kant criticized and rejected, among other things, the Newto­
nian hypotheses of absolute space and time, a criticism that contributed 
to the development of field theory.19 A second sort of criticism questions 
the consistency of a hypothesis with accepted theory—as traditionalists re­
jected the heliocentric theory because its consequences seemed inconsis-
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tent with the Aristotelian physics of motion still current in the fifteenth 
and sixteenth centuries;20 as Millikan rejected Ehrenhaft’s hypothesis of 
subelectrons on the basis not only of Millikan’s own measurements but of 
his commitment to a particulate theory of electricity that implied the ex­
istence of an elementary electric charge.21 A third sort questions the rel­
evance of evidence presented in support of a hypothesis: relativity theorists 
could deny the relevance of the Michelson-Morley interferometer exper­
iment to the Lorentz-Fitzgerald contraction hypothesis by denying the ne­
cessity of the ether;22 Thelma Rowell and others have questioned the 
relevance of certain observations of animal populations to claims about 
dominance hierarchies within those populations by criticizing the as­
sumptions of universal male dominance underlying claims of such rele­
vance;23 critics of hypotheses about the hazards of exposure to ionizing 
radiation direct their attention to the dose-response model with which 
results at high exposures are projected to conditions of low exposures.24 
Thus most of the debate centers not on the data but on the assumptions 
in light of which the data are interpreted. This last form of criticism, 
though related to evidential considerations, is grouped with the forms of 
conceptual criticism because it is concerned not with how accurately the 
data has been measured and reported but with the assumptions in light 
of which that data is taken to be evidence for a given hypothesis in the 
first place. Here it is not the material presented as evidence itself that is 
challenged but its relevance to a hypothesis.

All three of these types of criticism are central to the development of 
scientific knowledge and are included among the traditions o f scientific 
discourse into which the novice is initiated. It is the third type of criticism, 
however, which amounts to questioning the background beliefs or as­
sumptions in light of which states of affairs become evidence, that is cru­
cial for the problem of objectivity. Objectivity in the sense under 
discussion requires a way to block the influence of subjective preference 
at the level of background beliefs. While the possibility of criticism does 
not totally eliminate subjective preference either from an individual’s or 
from a community's practice of science, it does provide a means for check­
ing its influence in the formation of "scientific knowledge.” Thus, even 
though background assumptions may not be supported by the same kinds 
of data upon which they confer evidential relevance to some hypothesis, 
other kinds of support can be provided, or at least expected.25 And in the 
course of responding to criticism or providing such support one may mod­
ify the background assumption in question. Or if the original proponent 
does not, someone else may do so as a way of entering into the discourse. 
Criticism is thereby transformative. In response to criticism, empirical sup­
port may be forthcoming (subject, of course, to the limitations developed 
above). At other times the support may be conceptual rather than empir­
ical. Discussions of the nature of human judgment and cognition and 
whether they can be adequately modelled by computer programs, and of
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the relation of subjectively experienced psychological phenomena to brain 
processes, for instances are essential -testheo retied deveeepme-nt in cogni­
tive science and neuropsychology respectively. But these discussions in­
volve issues that are metaphysical or conceptual in nature and that, far 
from being resolvable by empirical means, must be resolved (explicitly or 
implicitly) in order to generate questions answerable by such means. The 
contextual analysis of evidential relations shows the limits of purely em­
pirical considerations in scientific inquiry. Where precisely these limits 
fall will differ in different fields and in different research programs.

As long as background beliefs can be articulated and subjected to 
criticism from the scientific community, they can be defended, modified, 
or abandoned in response to such criticism. As long as this kind of re­
sponse is possible, the incorporation of hypotheses into the canon of sci­
entific knowledge can be independent of any individual’s subjective 
preferences. Their incorporation is, instead, a function in part of the as­
sessment of evidential support. And while the evidential relevance to hy­
potheses of observations and experiments is a function of background 
assumptions, the adoption of these assumptions is not arbitrary but is (or 
rather can be) subject to the kinds of controls just discussed. This solution 
incorporates as elements both the social character of the production of 
knowledge and the public accessibility of the material with which this 
knowledge is constructed.

Sociologically and historically, the molding of what counts as scien­
tific knowledge is an activity requiring many participants. Even if one 
individual’s work is regarded as absolutely authoritative over some period 
—as for instance, Aristotle’s and later Newton’s were—it is eventually chal­
lenged, questioned, and made to take the role of contributor rather than 
sole author—as Aristotle’s and Newton’s have been. From a logical point 
of view, if scientific knowledge were to be understood as the simple sum 
of finished products of individual activity, then not only would there be 
no way to block or mitigate the influence of subjective preference but 
scientific knowledge itself would be a potpourri of merrily inconsistent 
theories. Only if the products o f inquiry are understood to be formed by 
the kipd of critical discussion that is possible among a_pluxaiity of individ­
uals about a commonly accessible phenomenon, can we see how they 
count as knowledge rather than opinion.

Objectivity, then, is a characteristic of a community’s practice of sci­
ence rather than of an individual’s, and the practice o f science is under­
stood in a much broader sense than most discussions of the logic of 
scientific method suggest. These discussions see what is central to scien­
tific method as being the complex of activities that constitute hypothesis 
testing through comparison with experiential data—in principle, if not al­
ways in reality, an activity of individuals. What I have argued here is that 
scientific method involves as an equally central aspect the subjection of 
hypotheses and the background assumptions in light of which they seem

ee a n d  O b j e c t i v i t y
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to be supported by data to varieties of conceptual criticism, wbich is a 
social rather than an individual activity.26

The respect in which science is objective, on this view, is one that it 
shares with other modes of inquiry, disciplines such as literary or art crit­
icism and philosophy.27 The feature that has often been appealed to as 
the source of the objectivity of science, that its hypotheses and theories 
are accepted or rejected on the basis of observational, experimental data, 
is a feature that makes scientific inquiry empirical. In the positivist ac­
count, for instance, it was the syntactically and deductively secured rela­
tion of hypotheses to a stable set o f observational data that guaranteed the 
objectivity of scientific inquiry. But, as I’ve argued, most evidential rela­
tions in the sciences cannot be given this syntactic interpretation. In the 
contextual analysis of evidential relations, however, that a method is em­
pirical in the above sense does not mean that it is also objective. A method 
that involved the appeal to observational or experimental data but included 
no controls on the kinds of background assumptions in light of which 
their relevance to hypotheses might be determined, or that permitted a 
weekl}' change of assumptions so that a hypothesis accepted in one week 
on the basis of some bit of evidence e would be rejected the next on the 
same basis, would hardly qualify as objective. Because the relation between 
hypotheses and evidence is mediated by background assumptions that 
themselves may not be subject to empirical confirmation or disconfirma- 
tion, and that may be infused with metaphysical or nonnative considera­
tions, it would be a mistake to identify the objectivity of scientific methods 
with their empirical features alone. The process that can expose such 
assumptions is what makes possible, even if it cannot guarantee, inde­
pendence from subjective bias, and hence objectivity. Thus, while reject­
ing the idea that observational data alone provide external standards of 
comparison and evaluation of theories, this account does not reject exter­
nal standards altogether. The formal requirement of demonstrable eviden­
tial relevance constitutes a standard of rationality and acceptability 
independent of and external to any particular research program or scien­
tific theory. The satisfaction of this standard by any program or theory, 
secured, as has been argued, by intersubjective criticism, is what consti­
tutes its objectivity.

Scientific knowledge is, therefore, social knowledge. It is produced by 
processes that are intrinsically social, and once a theory, hypothesis, or set 
of data has been accepted by a community, it becomes a public resource. 
It is available to use in support of other theories and hypotheses and as a 
basis of action. Scientific knowledge is social both in the w'ays it is created 
and in the uses it serves.
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■ | Objectivity by Degrees

I have argued both that criticism from alternative points of view is required 
for objectivity and that the subjection of hypotheses and evidential reason­
ing to critical scrutiny is what limits the intrusion of individual subjective 
preference into scientific knowledge. Are these not two opposing forms of 
social interaction, one dialogic and the other monologic? Why does crit­
ical scrutiny not simply suppress those alternative points of view required 
to prevent premature allegiance to one perspective? How does this account 
of objectivity not collapse upon itself? The answer involves seeing dialogic 
and monologic as poles of a continuum. The maintenance of dialogue is 
itself a social process and can be more or less fully realized. Objectivity, 
therefore, turns out to be a matter of degree. A method of inquiry is 
objective to the degree that it permits transformative criticism. Its objec­
tivity consists not just in the inclusion of intersubjective criticism but in 
the degree to which both its procedures and its results are responsive to 
the kinds of criticism described. I’ve argued that method must, therefore, 
be understood as a collection of social, rather than individual, processes, 
so tire issue is tire extent to which a scientific community' maintains critical 
dialogue. Scientific communities will be objective to the degree that they 
satisfy four criteria necessary for achieving the transformative dimension 
of critical discourse: (1) there must be recognized avenues for the criticism 
of evidence, of methods, and of assumptions and reasoning; (2) there must 
exist shared standards that critics can invoke; (3) the community as a whole 
must be responsive to such criticism; (4) intellectual authority must be 
shared equally among qualified practitioners. Each of these criteria re­
quires at least a brief gloss.

R e c o g n i z e d  A v e n u e s  f o r  C r i t i c i s m

The avenues for the presentation of criticism include such standard and 
public forums as journals, conferences, and so forth. Peer review is often 
pointed to as the standard avenue for such criticism, and indeed it is 
effective in preventing highly idiosyncratic values from shaping knowl­
edge. At the same time its confidentiality and privacy make it the vehicle 
for the entrenchment of established views. This criterion also means that 
critical activities should receive equal or nearly equal weight to “original 
research” in career advancement. Effective criticism that advances under­
standing should be as valuable as original research that opens up new 
domains for understanding; pedestrian, routine criticism should be valued 
comparably to pedestrian and routine “original research.”
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S h a r e d  S t a n d a r d s

In order for criticism to be relevant to a position it must appeal to some­
thing accepted by those who hold the position criticized. Similarly, alter­
native theories must be perceived to have some bearing on the concerns 
of a scientific community in order to obtain a hearing. This cannot occur 
at the whim of individuals but must be a function of public standards or 
criteria to which members of the scientific community are or feel them­
selves bound. These standards can include both substantive principles and 
epistemic, as well as social, values. Different subcommunities will sub­
scribe to different but overlapping subsets of the standards associated with 
a given community. Among values the standards can include such ele­
ments as empirical adequacy, truth, generation of specifiable interactions 
with the natural or experienced world, the expansion of existing knowledge 
frameworks, consistency with accepted theories in other domains, com­
prehensiveness, reliability as a guide to action, relevance to or satisfaction 
of particular social needs. Only the first of these constitutes a necessary 
condition that any research program must meet or aspire to meet, and 
even this requirement may be temporarily waived and is subject to inter­
pretation.

The list shares some elements with the list Thomas Kuhn presents in 
his essay “Objectivity, Value Judgment, and Theory Choice,”28 and like 
the items in his list they can be weighted differently in different scientific 
communities and they must be more precisely formulated to be applica­
ble. For example, the requirement that theories have some capability to 
generate specifiable interactions with the natural or experienced world will 
be applied differently as the sorts of interactions desired in a community 
differ. The particular weighting and interpretation assigned these standards 
will vary in different social and historical contexts as a function o f cognitive 
and social needs. Furthermore, they are not necessarily consistent. . . . 
The goals of truth or accurate representation and expansion of existing 
knowledge frameworks exist in some tension with each other.

Standards do not provide a deterministic theory of theory choice. 
Nevertheless, it is the existence of standards that makes the individual 
members of a scientific community responsible to something besides 
themselves. It is the open-ended and nonconsistent nature of these stan­
dards that allows for pluralism in the sciences and for the continued pres­
ence, however subdued, of minority voices. Implicit or explicit appeals to 
such standards as I’ve listed underwrite many of the critical arguments 
named above.

C o m m u n ity  R e spo n se

This criterion requires that the beliefs of the scientific community as a 
whole and over time change in response to the critical discussion taking
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place within it. This responsiveness is measured by such public phenom­
ena as the content of textbooks, the distribution of grants and awards, the 
flexibility of dominant world views. Satisfaction of this criterion does not 
require that individuals whose data and assumptions are criticized recant. 
Indeed, understanding is enhanced if they can defend their work against 
criticism.29 What is required is that community members pay attention to 
the critical discussion taking place and that the assumptions that govern 
their group activities remain logically sensitive to it.

E quality  of  In t e l l e c t u a l  A u t h o r it y

This Habermasian criterion is intended to disqualify a community in 
which a set of assumptions dominates by virtue of the political power of 
its adherents.30 An obvious example is the dominance of Lamarckism in 
the Soviet Union in the 1930s. While there were some good reasons to 
try experiments under the aegis of a Lamarckian viewpoint, the suppres­
sion of alternative points of view was a matter of politics rather than of 
logic or critical discussion. The bureaucratization of United States science 
in the twentieth century tends similarly to privilege certain points of view.31 
The exclusion, whether overt or more subtle, of women and members of 
certain racial minorities from scientific education and the scientific pro­
fessions has also constituted a violation of this criterion. While assumptions 
about race and about sex are not imposed on scientists in the United States 
in the way assumptions about inheritability of acquired traits were in the 
Soviet Union, . . . assumptions about sex structure a number of research 
programs in biology and behavioral sciences. Other scholars have docu­
mented the role of racial assumptions in the sciences.32 The long-standing 
devaluation of women’s voices and those of members o f racial minorities 
means that such assumptions have been protected from critical scrutiny'.

The above are criteria for assessing the objectivity of communities. 
The objectivity of individuals in this scheme consists in their participation 
in the collective give-and-take of critical discussion and not in some special 
relation (of detachment, hardheadedness) they may bear to their obser­
vations. Thus understood, objectivity is dependent upon the depth and 
scope of the transformative interrogation that occurs in any given scientific 
community. This communitywide process ensures (or can ensure) that the 
hypotheses ultimately accepted as supported by some set of data do not 
reflect a single individual’s idiosyncratic assumptions about the natural 
world. To say that a theory or hypothesis was accepted on the basis of 
objective methods does not entitle us to say it is true but rather that it 
reflects the critically achieved consensus of the scientific community. In 
the absence of some form of privileged access to transempirical (unob­
servable) phenomena it’s not clear we should hope for anything better.

The weight given to criticism in the formation of knowledge repre­
sents a social consensus regarding the appropriate balance between ac-
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curate representation and knowledge extension. Several conditions can 
limit tire extent of criticism and hence diminish a scientific community’s 
objectivity without resulting in a completely or intentionally closed society 
(for example, such as characterized Soviet science under Stalin or some 
areas of Nazi science).

First of all, if scientific inquiry is to have any effect on a society’s 
ability to take advantage of natural processes for the improvement of the 
quality’ of its-Iife, criticism of assumptions cannot go on indefinitely. From 
a logical point of view, of course, criticism of background assumptions, as 
of any general claim, can go on ad infinitum. The philosophical discussion 
of inductive reasoning is an example of such unending (though not use­
less) debate. The utility of scientific knowledge depends on the possibility' 
of finding frameworks of inquiry that remain stable enough to permit sys­
tematic interactions with the natural world. When critical discussion be­
comes repetitive and fixed at a metalevel, or when criticism of one set of 
assumptions ceases to have or does not eventually develop a connection 
to an empirical research program, it loses its relevance to the construction 
of empirical knowledge. It is the intrinsic incapacity of so-called “creation 
science” to develop a fruitful research program based on its alleged alter­
native to evolutionary theory that is responsible for the lack of attention 
given to it by the contemporary United States scientific community'. The 
appeal by its advocates to pluralistic philosophies of science seems mis­
guided, if not disingenuous.

Secondly, these critical activities, however crucial to knowledge build­
ing, are de-emphasized in a context that rewards novelty and originality, 
whether of hypotheses or of experimental design. The commoditization of 
scientific knowledge — a result of the interaction of the requirements of 
career advancement and of the commercial value of data — diminishes the 
attention paid to the criticism of the acquisition, sorting, and assembling 
of data. It is a commonplace that in contemporary' science papers reporting 
negative results do not get published.

In the third place, some assumptions are not perceived as such by any 
members of the community. When, for instance, background assumptions 
are shared by all members of a community', they acquire an invisibility 
that renders them unavailable for criticism. They do not become visible 
until individuals who do not share the community’s assumptions can pro­
vide alternative explanations of the phenomena without those assumptions, 
as, for example, Einstein could provide an alternative explanation of the 
Michelson-Morley interferometer experiment. Until such alternatives are 
available, community' assumptions are transparent to their adherents. In 
addition, the substantive principles determining standards of rationality 
within a research program or tradition are for the most part immune to 
criticism by means of those standards.

From all this it follows again that tire greater the number of different 
points of view included in a given community, the more likely it is that
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its scientific practice will be objective, that is, that it will result in descrip­
tions and explanations of natural processes that are more reliable in the 
sense of less characterized by idiosyncratic subjective preferences of com­
munity members than would otherwise be the case. The smaller the num­
ber, the less likely this will be.”  Because points of view cannot simply be 
allowed expression but must have an impact on what is ultimately thought 
to be the case, such diversity is a necessary' but not a sufficient condition 
for objectivity'. Finally', these conditions reinforce the point that objectivity 
is a matter of degree. While the conditions for objectivity are at best im­
perfectly realized, they are the basis of an ideal by reference to which 
particular scientific communities can be evaluated. Ascertaining in greater 
detail the practices and institutional arrangements that facilitate or under­
mine objectivity in any' particular era or current field, and thus the degree 
to which the ideal of objectivity is realized, requires both historical and 
sociological investigation. . . .

■ | C onclusion

On the positivist analysis of scientific method it is hard to understand how 
theories purporting to describe a nonobservable underlying reality-, or con­
taining descriptive terms whose meaning is independent of that of so- 
called observational terms, can be supported. On the antiempiricist wholist 
account it is just as difficult to understand how the theories that are de­
veloped have a bearing on intersubjective reality. Each of these approaches 
is also unable to account for certain facts about the actual practice of 
science. The absolute and unambiguous nature of ev idential relations pre­
sented in the positivist view cannot accommodate the facts of scientific 
change. The incommensurability of theories in the wholist view cannot 
do justice to the lively and productive debate that can occur among sci­
entists committed to different theories. Each of these modes of analysis 
emphasizes one aspect of scientific method at the expense of another, and 
each produces an .individualist logic of scientific method that fails ade­
quately to reflect the social nature of scientific discourse. Furthermore, 
the emphasis on theories distorts scientific growth and practice. Scientists 
rarely engage in the construction or evaluation of comprehensive theories. 
Their constructive, theoretical activity tends to consist much more in the 
development of individual or interrelated hypotheses (as laws, generaliza­
tions, or explanations) from the complex integration of observation and 
experiment with background assumptions. Success in expanding the scope 
of an explanatory' idea via such complex integration plays as important a 
role in its acceptance as the survival of falsifying tests. Accounts of vali­
dation in the sciences must take account both of the role of background 
assumptions in evidential reasoning and of the roles of (sometimes) eon-
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f lic tin g  goals o f in q u iry  w ith  respect to w h ich  hypotheses and theories are 
assessed . T he log ic  that reflects the structure of this activ ity  w ill have to 
ab an d o n  some of the s im p lic ity  of the positivist acco un t, but what it loses 
in  e leg an ce  it w ill su re ly  reg a in  in app lication .

T h e  analysis co n ducted  in  this ch ap ter m eans that values can  en ter 
in to  theory-constructive reaso n in g  in two m ajor ways — through an in d iv id ­
u a l's  va lues or through co m m u n ity  values. T he fact th at a b it o f sc ien ce  
can  be analyzed  as c ru c ia lly  d ep en den t on contextual va lues or on v a lu e ­
lad en  background assum ptions does not necessarily  m ean  that som eone is 
a ttem p tin g  to im pose his/her w ishes on the natural w orld w ithout regard 
to w hat it m ight rea lly  be lik e . M ore custom arily  such  analysis sh ou ld  be 
taken  as show ing the way in  w h ich  such  contextual features have fac ilita ted  
th e  use o f given  data or observations as ev idence for som e hypothesis by 
an  in d iv id u a l or by a co m m u n ity . B ecause  co m m u n ity  values an d  as­
sum ptions determ in e  w h eth er a given b it of reasoning w ill pass or survive 
c r it ic ism  and thus be accep tab le , in d iv id u a l values as such  w ill o n ly  rarely 
be at issue in these analyses. W h en  an  ind iv idual research er’s va lues en ­
a b le  her or h im  to m ake in feren ces at v a rian ce  w ith  those of the sc ien tific  
co m m u n ity , this is less ev id en ce  of strongly eccen tric  in d iv id ua lism  than 
o f a lle g ian c e  to som e o ther socia l (p o litica l or re lig ious) co m m u n ity .3,1

T h e  con textualist v iew  produces a  fram ework w ith in  w h ich  it is pos­
s ib le  to respect the co m p lex ity  of sc ien ce , to do ju s tice  to the h isto rica l 
facts and  to the cu rren t p rac tic e  of sc ien ce , and to avoid paradox. In ad­
d itio n , it is possib le to a rt icu la te  a standard of com parison in d ep en d en t of 
an d  ex ternal to any p articu la r  theory or research pro ject. In m ak ing  inter- 
th eo re tic  com parison possib le it offers the basis (an expanded basis) upon 
w h ic h  to develop criteria  o f evaluation . F in a lly , the socia l acco un t of ob­
jec tiv ity  and sc ien tific  kn o w led ge  to w h ich  the con textualist ac co u n t o f 
ev id en ce  leads seem s m ore true  to the fact that sc ien tif ic  in qu iry  is not 
a lw ays as free from sub jec tive  preference as we w ould  w ish it to be . And 
even  though  the resu ltin g  p ic tu re  of ob jectiv ity differs from w hat w e are 
u sed  to, our in tu ition  that sc ien tif ic  in q u iry  at its best is objective is kept 
in tac t by ap p ea lin g  to the sp ir it of critic ism  that is its trad itional h a llm a rk .35

■  | Notes

1. This mythology originates with the founders of modem science—compare Isaac 
Newton’s "Rules of Reasoning in Philosophy” in Newton (1953), pp. 3 -5  — and 
has come to be the standard view.
2. It has become a subject of increased concern lately in light of several alleged 
incidents of data faking. Compare Broad (1981).
3. Hempel (¡966 ), pp. 3 — 18, and Popper (1962), pp. 42-59 .



4. Laudan (1977) does articulate criteria for what counts as progress. These are 
not necessarily criteria or standards for truth.
5. Feverabend (1975).
6 .  G r e n e  ( 1 9 8 5 ) .

7. James W atson’s account of the discovery of the m olecular structure of DNA, 
read in conjunction with the story of Rosalind Franklin ’s contributions to that 
discovers' in Sayre (1975), provides a vivid example of this interdependence. See 
Watson (1968). Participant accounts of recent developments in one or another 
science usually offer good illustrations of this point. W einberg (1977) and Feinberg 
(1978) account for the mid-1970s states of cosmology' and microphysics, respec­
tively. Each presents what can be called the current canon in its field, making 
clear the dependence of its production upon tire activity and interaction of many 
individual researchers.
8. See Peters and C eci (1982, 1985) and the associated commentary. For addi­
tional discussion of peer review see G lazer (1988); G olem an (1987); Cole and 
Cole (1977); Cole, Cole, and Simons (1981).
9. In what I take to be a sim ilar vein, Bruno Latour (1987) claims that in science 
a statement made by an individual becomes a fact only as a consequence of what 
others do with the statement. Latour, however, emphasizes the agonistic as opposed 
to the cooperative dimension of social relations in the sciences.
10. The precise extension of "scientific community” is here left unspecified. If it 
includes those interested in and affected by scientific inquiry, then it is much 
broader than the class of those professionally engaged in scientific research. For a 
discussion of these issues and some consequences of our current restricted under­
standing of the scientific community see Addelson (1985).
! 1. One m ight say that tire language game of science presupposes the independent 
existence of objects of experience. Contemporary arguments about scientific re­
alism can be understood as arguments about (1) the nature of this presupposition 
and (2) what categories of objects it covers.
12. To avoid possible confusion about tire point being made here. I w i s h  to e m ­
phasize that I am contrasting the descriptive statements of science with e x p r e s s i o n s  
o f  emotion. D esc r ip t i o n s  o f  emotion and other subjective states m a y  be a s  o b j e c t i v e  
as other kinds of description, if the conditions for objectivity can b e  s a t i s f i e d .  
Objectivity as it is betas.d iscussed  h e r e  involves the absence (or control') of sub­
jective p r e f e r e n c e  and is not necessarily divorced from our beliefs about our s u b ­
jective states. Locke (1968) discusses the different ways in which privacy is p r o p e r l y  
and improperly attributed to subjective states (pp. 5—12).
13. The distinction between the different kinds of concerns relevant to the de­
velopment and evaluation of theories is discussed for different purposes and with 
significant differences in detail by Buchdahl in a discussion of criteria choice, by 
Laudan in a discussion of the problems that give rise to the development of theory, 
and by Schaffner in a discussion of categories for comparative theory evaluation. 
A more complete categorization of concerns and types of criticism than that offered 
here requires a more thorough study of past and present scientific practice. S e e  
Gerd Buchdahl (1970); Larry Laudan (1977), and Kenneth Schaffner (1974).
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14. Maddox, Randi, and Stewart (1988) and Benveniste's reply in Benveniste 
(1988). The chapter "Laboratories” in Latour (1987) can be read as providing a 
series of examples of evidential criticism (pp. 63—100).
15. Lewontin (1970, 19_74).
16. Gould (1980).
17. The latter two kinds of questions are concerned with the objectivity of data, 
a notion mentioned above.
18. Bernstein (1973), pp. 137—177.
19. W illiam s (1966), pp. 32—63. A somewhat different account is presented bv 
Hesse (1965), pp. 170-180.
20. Kuhn (1957), pp. 100-133, 185-192.
21. Holton (1978).
22. Jafie (1960), pp. 95-103.
23. Rowell (1974).
24. See Longino (1987).
25. Conceptual criticism of this sort is a far cry from the criticism envisaged by 
Popper. For him metaphysical issues must be decided empirically, if at all. (.And 
if they cannot be so tested, they lack significance.)
26. This is really a distinction between the number of points of view (minds) 
required. Many individuals (sharing assumptions and points of view) may be in­
volved in testing a hypothesis (and commonly are in contemporary experiments). 
.And though this is much rarer, one individual may be able to criticize her or his 
own evidential reasoning and background assumptions from other points of view.
27. This is not to deny the importance of distinguishing between different modes 
of understanding—for instance, between scientific, philosophical, and literary 
theories—but simply to deny that objectivity can serve as any kind of demarcation 
criterion.
28. Kuhn (1977) [pp. 102-18, above],
29. Beatty (1985) makes a sim ilar po int
30. Invocation of this criterion confirms the kinship of this account of objectivity 
with the account of truth that Jürgen Habermas has developed as part of his theory 
of communicative competence. . . .
31. See Levins and Lewontin (1985), pp. 197-252, for further discussion of this 
point.
32. See Gould (1981); Lewontin, Rose, and Kamin (1984); Richardson (1984).
33. This insistence on tire variety of points of view required for objectivity is 
developed on a somewhat different basis for the social sciences bv Sandra Harding
(1978).
34. This should not be taken to mean that social inequality and marginalization 
are necessary for objectivity but rather that differences in perspective are. A sci­
entific community existing in a (utopian at this point) society characterized by
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thoroughgoing inclusivity and equality m ight indeed encourage the persistence of 
divergent points of view to ensure against blmduess to its own assumptions.
3?. Note added in proof. Three books read since completing the m anuscript also 
draw attention in varying degrees to the social character of cognitive processes in 
science: Peter Galison, H ow  Exper iments E nd  (Chicago, IL: University of Chicago 
Press, 1987); David Hull, S c i e n c e  as a P ro c e s s  (Chicago, IL: University' of Chicago 
Press, 1988); and Sharon Traweek, B eam t im e s  a n d  L i fe t im e s : T he W or ld  o f  High  
E ner gy  Phys ic i s t s  (Cam bridge, MA: Harvard University Press, 1988).
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K a t h l e e n  O k r u h l i k

Gender and the 
Biological Sciences

F em in is t c ritiques of sc ien ce  provide fertile  ground for any investigation  
of the ways in  w h ich  social in flu ences m ay shape th e  content o f sc ience. 
M a n y  authors w orking in th is field  are from the n atu ra l and socia l sci­
en ces; others are ph ilosophers. For ph ilosophers o f sc ien ce , recen t work 
on sexist and an d ro cen tric  b ias in  sc ien ce  raises hard  questions about the 
ex ten t to w h ich  re ign in g  accoun ts of sc ien tific  ra tio n a lity  can  dea l suc­
cessfu lly  w ith  m o un tin g  ev idence  th at gend er ideo logy has had  deep  and 
extensive effects on the deve lopm en t of m any sc ien tif ic  d isc ip lin es .

F em in ist c ritiques of b io logy have been  e sp ec ia lly  im portan t in  the 
p o lit ica l strugg le for g en d er eq u a lity  because b io lo g ica lly  d e term in ist ar­
gum ents are so often c ited  to ‘exp la in ’ w om en ’s oppression . T h ey  exp la in  
w h y it is ‘n a tu ra l’ for w om en  to function  in a so c ia lly  subo rd inate  role, 
w hy m en  are sm arter and  m ore aggressive than w o m en , w hy w o m en  are 
destined  to be hom ebod ies , and  w hy m en  rape. G en es, ho rm ones, and 
evo lu tionary processes are c ited  as determ inan ts o f th is natu ra l o rder and 
u ltim ate ly  as ev idence  th at in terventions to b ring  ab o u t a m ore ega lita rian  
and  just society  are e ith er  useless or coun terp roductive .

T h e cr it iq u es of b io logy are also e p is te m ic a lly  im portan t b ecau se  of 
th e  position th at b io logy occup ies in the usual h ie ra rch y  of the sciences 
—som ew here betw een  physics, on the one hand , and  the socia l sc iences, 
on  the other. V ery  often fem in ist cr it iq u es of the so c ia l sc ien ces are dis­
m issed  out o f hand  by ph ilosophers o f sc ience on the grounds th at the 
socia l sc iences a ren ’t sc ien ce  anyw ay; and  so the fem in is t c r it iq u es , how­
ever devastating, are said to te ll us n o th in g  about th e  n atu re  o f rea l sc ience . 
It is, however, not qu ite  so easy to d ism iss b io logy as p seu do-sc ience ; and 
so the critiques in  this area  assum e added  s ign ifican ce . If we are  to infer 
in  ligh t of the fem in ist c r it iq u es  an y th in g  about th e  n atu re  o f sc ien ce  (its * 20

F rom  B io lo g y  a n d  Soc ie ty ,  C anad ian  Jou rna l  o f  P h i lo soph y ,  Supplementary vol.
20 (1994): 21-42 .
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rationality, its objectivity, its degree of insulation from social influences, 
its character as an individual or collective enterprise), then the biological 
sciences are perhaps the best place to start. Hence this essay. It has four 
parts. In section I, several case studies of gender ideology in the biological 
sciences are reviewed. This review provides a common stock of examples 
for discussion purposes and the opportunity' to indicate very briefly how 
standard theses in philosophy of science can provide partial illumination 
of them. In section II, the possible epistemic significance of these case 
studies (and others like them) is addressed in light of alternative concep­
tions of science available in the feminist literature. The third part of the 
essay develops an account of the relation between contexts of discovery 
and justification that makes room for the sorts of social and cultural influ­
ences on science exemplified by gender bias while still allowing room for 
fairly robust notions of objectivity and rationality. Finally, in section IV, 
an attempt is made to locate this account vis-à-vis others represented 
among feminist critiques of science.
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I I Som e Case Studies

Consider first a 1988 article entitled ‘The Importance of Feminist C ri­
tiques for Contemporary Cell Biology,' authored by tire Biology' and Gen­
der Study' Group at Swarthmore College.1 The article discusses the way’s 
in which contemporary’ research is still shackled by’ outmoded models of 
the relationship between egg and sperm in reproduction. In particular, 
commitment to the Sleeping Beauty/Prince Charming model of egg and 
sperm may have blinded researchers and theoreticians to some of the facts 
about human reproduction. Just as women are seen to be passive and men 
active, so traditionally have egg and sperm been assigned the traditional 
feminine and masculine roles. The egg waits passively while the sperm 
heroically battles upstream, struggles against the hostile uterus, courts the 
egg, and (if victorious) penetrates by burrowing through, thereby excluding 
all rival suitors. The egg’s only role in this saga is to select which rival will 
be successful.

The notion that the male semen awakens the slumbering egg ap­
peared as early as 1795 and has been influential ever since. In the last 
fifteen years, however, some rival accounts have challenged the old nar­
rative by making the egg an energetic partner in fertilization. For example, 
using electron microscopy it can he shown that the sperm doesn't just 
burrow through the egg, as previously thought. Instead, the egg directs 
the growth of small, finger-like projections of the cell surface to c lasp the 
sperm and slowly draw it in. This mound of microvilli extending to the 
sperm was discovered in 1895 when the first photographs of sea urchin 
fertilization were published; but it has largely been ignored until recently.
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What matters for our purposes here is not whether the newer theory 
is entirely correct (it is still controversial), but that its very existence as a 
rival to the more established views throws into sharp relief the questionable 
assumptions of the older model. It shows us how pre-existing theoretical 
assumptions inform which questions we ask, which hypotheses we inves­
tigate, and which data we decide to ignore as evidentially insignificant. 
These considerations are sometimes relegated to the context of discovery 
and are said to be epistemically irrelevant to the actual content of science. 
This is a topic to which we shall return later. In the meantime, let us 
investigate some cases in which the controverted question is not whether 
some data are evidentially significant at all, but which interpretation 
should be placed upon the same data as the result of differing theoretical 
commitments.

Many feminist criticisms of primatology and sociobiology focus on the 
fact that male struggle, male competition, and male inventiveness are por­
trayed as the bases for human evolution. In familiar passages from T he  
D escen t  o f  M an  quoted by Ruth Hubbard and other critics, Darwin at­
tributes evolutionary development in human beings almost exclusively to 
male activity.

[Men have had] to defend their females, as well as their young, from enemies 
of all kinds, and to hunt for their joint subsistence. But to avoid enemies or 
to attack them with success, to capture wild animals, and to fashion weapons, 
requires the aid of the higher mental faculties, namely observation, reason, 
invention, or imagination. These various faculties will thus have been con­
tinually put to the test and selected during manhood.

‘Thus,’ the discussion ends, ‘man has ultimately become superior to 
woman’ and it is a good thing that men pass on their characteristics to 
their daughters as well as to their sons, ‘otherwise it is probable that man 
would have become as superior in mental endowment to woman, as the 
peacock is in ornamental plumage to the peahen.’2

The influence of Darwin’s androcentric bias has not been limited to 
evolutionary biology, since that theory functions as an auxiliary hypothesis 
in many other disciplines. Consider, for example, anthropology. If one 
holds the view that man-the-hunter is chiefly responsible for human evo­
lutionary development, one interprets fossil evidence in light of the chang­
ing behavior of males. Helen Longino and Ruth Doell, for example, in a 
very important 1983 article called ‘Body, Bias, and Behavior: A Compar­
ative Analysis of Reasoning in Two Areas of Biological Science,’5 trace the 
ways in which the androcentric account attributes the development of tool 
use to male hunting behavior. Some recent work, however, has suggested 
that up to 80% of the subsistence diet of what used to be called hunter- 
gatherer societies came from female gatherers. If that is the background 
theory informing one’s interpretation of the evidence, then quite a differ-
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ent account of that same evidence emerges. This is how Longino and 
Doell'summarize the jSoint:'

By contrast [with the androcentric account], the gynecentric story explains 
the development of tool use as a function of female behavior, viewing it as a 
response to the greater nutritional stress experienced by females during preg­
nancy, and later in the course of feeding their young through lactation and 
with foods gathered from the surrounding savanna. W hereas man-the-hunter 
theorists focus on stone tools, woman-the-gatherer theorists see tool use de­
veloping m uch earlier and with organic materials such as sticks and reeds. 
They portray females as innovators who contributed more than males to the 
development of such allegedly human characteristics as greater intelligence 
and flexibility. W omen are said to have invented the use of tools to defend 
against predators while gathering and to have fashioned objects to serve in 
digging, carrying, and food preparation.

Again, what matters here is not that the gynecentric hypothesis be tru e  
but rather that it makes obvious the extent to which the standard inter­
pretation of the anthropological evidence has been colored by androcen­
tric bias.

The cases examined so far are instances in which attention to the 
theory-ladenness of observation or the underdetermination of theory by 
data shed some light on the way in which pre-existing theoretical com­
mitments regarding sex and gender may influence decisions about which 
questions get asked, which data must be accounted for and which can . 
safely be ignored, as well as which interpretation among those that are 
empirically adequate is actually adopted. There are other cases in which 
attention to the Duhem-Quine thesis is helpful. Even if the body of rele­
vant data has already been strictly delimited with preferred interpretations 
settled upon, and even if the test hypothesis has been selected, it is still 
to some extent an open question how one ought to respond to apparently 
falsifying information. Although one may simply reject the test hypothesis, 
it is also possible to pin the blame for a failed prediction on one of the 
background assumptions that was- used to generate the failed prediction. 
The arrow of modus tollens, in other words, may be redirected away from 
the test hypothesis and toward one or more of the auxiliaries. This, of 
course, can be a perfectly respectable and useful response to failed pre­
diction; but it does raise interesting questions about what factors (social as 
well as more narrowly ‘cognitive’) motivate our decisions to protect some 
hypotheses from falsification. It also draws attention to the important role 
played in theory assessment by our background assumptions, a role that is 
particularly crucial in the present discussion since so few of our back­
ground assumptions about sex and gender have been subjected to system­
atic scrutiny.

Certain hypotheses seemte survive one falsification after another, with
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the blame for failure and the subsequent adjustment always being located 
elsewhere in the system of beliefs. I have in mind here recent develop­
ments in neuroanatomv which are directed to explaining intelligence dif­
ferences between women and men, particularly as these relate to alleged 
male superiority with respect to mathematical and spatial ability. Anne 
Fausto-Sterling, in her book M yth s o f  G end er,1* has surveyed some recent 
theories; the following examples are taken from her discussion.

It has been suggested that spatial ability is X-linked and therefore 
exhibited more frequently in males than in females; that high levels of 
prenatal androgen increase intelligence; that lower levels of estrogen lead 
to superior male ability at ‘restructuring’ tasks. Some have held that female 
brains are more lateralized than male brains and that greater lateralization 
interferes with spatial functions. Others have argued that female brains are 
less  lateralized than male brains and that less lateralization interferes with 
spatial ability. Some have attempted to save the hypothesis of X-linked 
spatial ability from refuting evidence by suggesting that the sex-linked spa­
tial gene can be expressed only in the presence of testosterone. Others 
have argued that males are smarter because they have more uric acid than 
females.

None of these hypotheses is well-supported by the evidence and most 
seem to be clearly refuted. What is interesting for our purposes is that for 
many researchers the one element of the theoretical network they are 
unwilling to surrender in the face of recalcitrant data is the assumption 
that there must be predominantly b io lo g i c a l  reasons for inferior intellec­
tual achievement in women.

Some have found this situation reminiscent of nineteenth-century 
craniometry’s well-known attempt to explain inferior female intelligence 
by appealing to brain size. This is a case also discussed by Fausto-Sterling. 
The Trigger is better’ hypothesis foundered on the elephant problem (if 
absolute size w'ere the true measure of intelligence, elephants should be 
smarter than people). So it was suggested that the true measure of intel­
ligence lay in the proportion of brain mass to body mass; but this propor­
tion favored women, and so the hypothesis was quickly rejected. The 
proposal that greater intelligence is linked to a lower ratio of facial bones 
to cranial bones ran afoul of the ‘bird problem.’ So it was suggested that 
the frontal lobes are the seat of the intellect, and men have bigger frontal 
lobes; the parietal lobes are larger in women. This hypothesis was surren­
dered when newer research pointed to the parietal lobes as the seat of the 
intellect. So the data were re-evaluated to show that r e a l ly  women have 
smaller parietal lobes . . . and so the saga continued. The one component 
of tile theoretical network that scientists were unwilling to give up in the 
face of apparent falsification was the underlying assumption that women 
are b io lo g i ca l ly  determined to be less intelligent than men. It is no wonder 
that feminist critics find the same pattern reinstated in current debates 
about gender and mathematical ability.



In the preceding cases, appeal has been made to such standard phil­
osophical theses as the theory-ladenness of observation, the underdeter­
mination thesis, and the Duhem-Quine thesis in order to suggest how 
gender ideology could permeate the biological sciences even on fairly 
standard accounts of theory appraisal. In these cases, we might want to say 
that external values have been imported into science; but the values are 
im p lic i t  in these cases and often exposed only in light of a rival hypothesis 
embedding conflicting values. The situation is different in the last set of 
cases in this rapid review of the literature. In the medical sciences, values 
or norms are often quite explicit. When one has to judge who is healthy 
and who is diseased, what body types are desirable and which not, the 
concepts involved are explicitly normative as well as descriptive. This 
opens the door for types of gender bias other than those discussed above. 
In one type, different ideals are set for male and female; these ideals are 
said to be ‘complementary' but really only the male is seen as fully human. 
Another type of bias occurs when a single norm is adopted for both males 
and females, but is in actuality a male rather than human norm.

A nice historical example of the complementarity problem is devel­
oped in Londa Schiebinger’s excellent book, T he M in d  Has No Sex? 
W om en in th e  O r ig in s  o f  M od em  S c i e n c e .5 Schiebinger documents the 
changes that occurred in representations of male and female anatomy as 
a concerted effort was made in the eighteenth century to ground gender 
differences in anatomy. If differences between masculinity and femininity' 
could be located in the b on e s  of the organism, in its infrastructure, then 
there would be a modern scientific account of difference, and it would 
no longer be necessary' to rely on the old heat models of Aristotle and 
Galen to do the job.

Prior to this time, male and female skeletons had been portrayed as 
similar; they were not sexualized. Sometimes the sex of the skeleton was 
not identified; sometimes the front view was represented as male, the back 
view as female. But all this changed in the years between 1730 and 1790.

The materialism of the age led anatomists to look first to the skeleton, as the 
hardest part of the body, to provide a “ground plan” for the body and give a 
“certain and natural” direction to the muscles and other parts of the body 
attached to it. If sex differences could be found in the skeleton, then sexual 
identity would no longer depend on differing degrees of heat (as the ancients 
had thought), nor would it be a matter of sex organs appended to a neutral 
human body (as Vesalius had thought). Instead, sexuality would be seen as 
penetrating every muscle, vein, and organ attached to and moulded by the 
skeleton.0

The male and female ideals that emerged were very different from 
one another. The male skeleton was typified by a big head and strong 
shoulders; its animal analogue was the horse, which sometimes appeared
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in the background of male skeletal drawings. The female skeleton had a 
large pelvis, a long elegant neck, and a smallish head. She had much in 
common with the ostrich who sometimes decorated her portrait. Those 
skeletons which approximated most closely to cultural ideals of masculinity 
and femininity were favored for just that reason over drawings that were 
in some sense more accurate.

It is worth noting that one way the largeness of the female pelvis and 
smallness of the head are emphasized is by depicting a very narrow rib 
cage, Fausto-Sterling points out that there may have been more than just 
the power of ideology at work here. It may be that some of the corpses 
on which the drawings were modeled had their rib cages compressed by 
long-term use of the corset. This reminds us again that Ruth Hubbard7 
and others are correct when they argue that it is wrong to think of the 
body as a purely biological infrastructure onto which the socio-cultural 
crud of gender accretes. Although the distinction between ‘sex’ as biolog­
ical and ‘gender’ as socially assigned has in many respects served feminist 
theorizing well, it has sometimes led to the mistaken assumption that all 
biological attributes are given in some absolute sense. Sex  as well as gender 
is socially constructed, at least in part. Such ‘physical givens’ as height, 
bone density, and musculature are to a large extent determined by cultural 
practice.

The skeletal case is one in which the male and female norms are said 
to be complementary, but the male is treated as more fully human. In 
other cases, there is allegedly a single human norm, but on closer inspec­
tion it turns out to be masculine. It has been suggested that the treatment 
of menstruation, pregnancy, and childbirth as diseases or medical emer­
gencies may be traced to the fact that these are not things that happen to 
the ideal healthy human being who is, of course, male. The ideal healthy 
lab rat is also male. His body, his hormones, and his behaviors define the 
norm; so he is used in experiments. Female hormones and their effects 
are just n u isa n c e  va ria b les  that muck up the works, preventing experi­
menters from getting at the pure, clean, stripped-down essence of rathood 
as instantiated by the male model. Insofar as the female of the species is 
truly a rat (or truly' a human being), she is covered by the research on 
males. Insofar as she is not included in that research, it is because she is 
not an archetypal member of her own species. The dangerous effects of 
such research procedures, especially in the biomedical sciences, are just 
now being documented. For far too long, the assumption underlying these 
experimental designs (that males are the norm) simply went unchallenged.

Elisabeth Lloyd is writing a book called All A bout E ve o n  the devel­
opment of the female orgasm, and it includes a lovely example of a male 
norm masquerading as human. Various sociobiologists, when advancing 
theories about the evolutionary origins of the female orgasm, have cited 
detailed statistics about the nature, length, frequency, and repeatability' of 
orgasm in order to support their origin stories. When tracking down their
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footnotes, Lloyd discovered that these statements—which were being used 
to explain the origins of the f em a le  orgasm—were in fact based on data 
about m a le  orgasms. The sleight of hand was typically accomplished by 
referring to the male subjects as ‘individuals’ rather than males!
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II I Varieties o f Feminist Critique

Case studies such as those canvassed above are interesting in their own 
right, but they leave open the question of what we are to make of them. 
Two contexts in which this question arises interest me particularly.

1 In the feminist literature the question that has been foremost in the 
last few years is whether these case studies are examples of ‘bad 
science’ or whether, on the contrary, they show that science is in­
trinsically and irredeemably androcentric.

2 In philosophy of science the question too often has been: what does 
this have to do with philosophy of science?

The two questions are related, and I should like to tackle them to­
gether. With respect to the first, Sandra Harding’s tripartite taxonomy of 
feminist epistemologies has been extremely influential.8 In order to deal 
with the bewildering diversity of feminist critiques of science, Harding 
proposes dividing them into three categories: feminist empiricism, stand­
point epistemologies, and feminist postmodernism.

‘Feminist empiricism' diagnoses failures such as those sketched above 
as failures o f science to live up to its own ideals. Androcentric bias has 
gotten in the way of rigorous application of scientific method; but if the 
canons of science had been adhered to faithfully, episodes such as those 
above could have been avoided. For feminist empiricism, the standpoint 
of the knower is epistemically irrelevant; any bias originating from that 
standpoint will be eliminated by proper application of objective methods.

• This assumption is denied by 'standpoint episfemologists-’ who argue 
that the credentials of the knowledge claim depend in part on the situation 
of the knower. Just as Hegel’s slave could know more than the master, so 
women (or feminists) may enjoy an epistemic advantage over men (or 
non-feminists). A science based upon the standpoint of women would be 
an improvement over current science, according to standpoint epistemol­
ogy. In this sense it is still a ‘successor science’ project, since its aim is to 
produce a b e t t e r  (epistemically superior) account of the world. A number 
of problems have been pointed out with this approach, but the most dam­
aging criticism has been the insistence that there is no single feminist 
standpoint. Just as the standpoint of women differs from that of men, so 
also the standpoint of poor womeR—difiers from that of rich women, the



standpoint of black women from that of white women, the standpoint of 
lesbians from that of heterosexual women, and so on. On what grounds 
could one of these be privileged over the other as a standpoint from which 
to describe the world?

This fracturing of identities and hence of standpoints has led some 
theorists to embrace what Harding calls ‘feminist postmodernism’ by giving 
up altogether the endeavor to become more and more objective and by 
accepting the existence oi an irreducible plurality of alternative narratives 
about the way the world is. The notion of a scientific method that might 
allow us to transcend the constraints of culture, time, and place is repu­
diated once and for all by feminist postmodernists. Transtheoretical criteria 
for rationality and objectivity are dismissed as products of a masculine 
mythology, and the ‘successor science' project is abandoned.

Although Harding’s taxonomy has been very helpful in facilitating 
analyses of the diverse philosophical commitments of feminist critics, I 
fear that it also tends to obscure a promising possibility, one that takes into 
account the ways in which social structures (like the institution of gender) 
affect the very content of science without surrendering altogether the ideal 
of rational theory choice. In the following section, such a position is 
sketched.
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I ll  | Science and Shared Social Values

Traditionally, philosophy of science has been quite willing to grant that 
social and psychological factors (including perhaps gender) play a role in 
science; but that role has been a strictly delimited one, contained entirely 
within the so-called context of discover}', or alternatively within those ep­
isodes called ‘bad science’ in which the canons of rationality were clearly 
violated in favor of other interests. (The Lysenko Affair is a standard ex­
ample here.) In the context of discovery or theory generation, says the 
traditional story, anything goes: the source of one's hypotheses is episte- 
mieally irrelevant; all that matters is the context of justification. If you 
arrived at your hypothesis by reading tea leaves, it doesn’t matter so long 
as the hypothesis is confirmed or corroborated in the context of justifica­
tion. You test the hypothesis in the tribunal of nature and if it holds up, 
then you’re justified in holding on to it—whatever its origins. The idea 
here is that the canons of scientific theory choice supply a sort of filter 
which removes social, psychological, and political contaminants as a hy­
pothesis passes from one context to the nexf.

This view made a certain amount of sense in the first half of this 
century when models of theory evaluation held that hypotheses were com­
pared directly to nature. But this account, which shears the context of 
discover}' or theory generation of all epistemic significance, makes no
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sense at all given current models of scientific rationality that view theory 
choice as irreducibly com parative .  That is, we now recognize that one 
does not actually compare the test hypothesis to nature directly in the 
hope of getting a ‘yes’ or ‘no’ (‘true’ or ‘false’) answer; nor does one com­
pare it to all logically possible rival hypotheses. We can only compare a 
hypothesis to its extant rivals—that is, to other hypotheses which have 
actually been articulated to account for phenomena in the same domain 
and developed to the point of being testable. So the picture underlying 
current debates regarding theory' choice looks something like this:

Each of the nodes is meant to represent a decision point at which the 
scientist must choose among alternative rivals. Methodological objectivists 
argue that so long as die proper machinery of theory assessment is brought 
to bear at each of the nodes, the rationality' of science is preserved. How 
the nodes were generated in the first place is irrelevant, so long as the 
right decisions are made at each juncture. There may be interesting so­
ciological stories to tell about the generation of the various alternative 
hypotheses, but sociological influences are effectively screened from af­
fecting the content of science by the decision procedure operating at the 
nodes. This procedure will tell us which theory is preferable to its extant 
rivals on purely objective grounds.

My point, however, is that even if we grant for the sake of argument 
that scientific method is itself free of contamination by non-cognitive fac­
tors and that the decision procedure operates perfectly at the nodes, noth­
ing in this procedure will insulate the content of science from sociological 
influences on c e  we g ran t  that these in f lu en ces  do  a f f e c t  theory g en era t ion .  
Ii our choice among rivals is irreducibly comparative, as it is on this model, 
then scientific methodology cannot guarantee (even on the most optimis­
tic scenario) that the preferred theory is true—only that it is epistemically 
superior to the other a c tua l ly  ava i lab le  contenders. But if all these con­
tenders have been affected by sociological factors, nothing in the appraisal 
machinery' will completely 'purify' the successful theory'.

Suppose, for the sake of example, that the graph represents the history 
of theories about female behavior. These theories may in many respects 
be quite different from one another; but if they have all been generated 
by males operating in a deeply sexist culture, then it is likely that all vs ill



be contaminated by sexism. Non-sexist rivals will never even be generated. 
Hence the theory which is selected by the canons of scientific appraisal ■ 
will simply, be the best of the sexist rivals; and the very c o n t e n t  of science 
will be sexist, no matter how rigorously we apply objective standards of 
assessment in the context of justification. In fact, the best of the sexist 
theories will emerge more and more highly co n firm ed  after successive tests.

So, if my account is right, it doesn’t necessarily follow that the pres­
ence of androcentrism and sexism in science makes rational theory choice 
impossible, but it d o e s  follow that scientific method b y  i t s e l f  as currently 
understood cannot be counted upon to eliminate sexist or androcentric 
bias from science. Note that methodological rationalists can still have (ap­
proximately) monotonic progress. Every choice among alternatives may be 
a rational choice. Science can (in principle) get better and better. But this 
in no way guarantees that the content of science is insulated against social 
influences. Once you grant that social factors may influence the context 
of theory generation, then you ha v e  to admit that they may also influence 
the content of science. You can’t just give theory generation to the social 
scientists and expect to exclude them at some later date through the rig­
orous application of epistemic virtue. That is akin to closing the barn door 
after the horses have escaped.

Let me make the same point in a different way. One of David Bloor’s9 
favorite arguments in support of social influences on theory content is 
based on the well-known underdetermination thesis. This is, of course, the 
claim that the data cannot pick out a single theory which uniquely ac­
counts for them. There are, in principle, an infinite number of rival con­
tenders that could do the same job. So, Bloor argues that if the data aren’t 
completely determining our theory choices, then something else must be 
doing the job—and, of course, his favorite candidates for that job are so­
ciological in character.

Larry Laudan’s reply10 is that there is an unfortunate tendency in the 
recent literature to overestimate underdetermination. Underdetermina­
tion, he says, would be a problem if we were actually faced with an infin­
itude or even a pair of empirically adequate rival theories. But, as a matter 
of fact, he says, we never encounter such an embarrassment of riches. 
W e’re lucky if we get even fwo rivals that are credible contenders for theory 
acceptance. W e’re certainly never faced with more than a small handful 
of competing alternatives. And we can always find (at least in the passage 
of time) good cognitive reasons for preferring one of these to the others. 
So, he concludes, although the underdetermination thesis may pose nice 
problems in principle, these never figure into a c tu a l  theory choice. This 
is, of course, another way of stating his claim that theory choice is irre- 
ducibly comparative in nature—that our choices will always be among a 
finite class of extant alternatives, not among an infinitude of in-principle 
rivals. Since there will always be good reasons for preferring one of the
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extant rivals to the others, he claims that Bloor’s invocation of social de­
terminants is effectively undercut.

Notice, however, that there is an important sense in which this ar­
gument strategy simply begs the question. We can still ask why just this 
class of contenders was generated, given that others were equally compat­
ible with the data. To say that once the rivals are fully articulated, our 
choice among them can be rational is to leave untouched the prior ques­
tion of how our options came to be determined in the particular ways that 
they are. As long as Laudan concedes (as he does) that non-cognitive 
factors play a role in the posing of questions, the weighting of problems, 
and the initial articulation of theory, he cannot be sure that these factors 
will be eliminated in the context of justification. I stress once again that 
it is his attempt to maintain the conjunction of two views that gets him 
into trouble. The first of these views is that the context of discovery is 
normatively insignificant; the second is that theory appraisal is irreducibly 
comparative in nature. Once the second claim is made we must grant that 
factors affecting theory generation acquire normative significance.

The argument here is not that we should abolish the distinction be­
tween contexts of discovery and justification, but that we must recognize 
that on a comparative model factors that influence theory development 
and theory generation must necessarily influence our confirmation prac­
tices and hence the very content of science.

It is important to stress here that this argument about confirmation 
practices applies not only to test hypotheses but also to the auxiliary as­
sumptions that jointly constitute the relevant background theory'. How a 
particular piece of evidence bears on a hypothesis depends in large mea­
sure upon the collateral assumptions that come into play. It is here that 
the relationship between biology and the social sciences is particularly 
interesting because the traffic between the two is largely at this level. This 
is illustrated in some of the examples I cited earlier in this paper. For 
instance, in the man-the-hunter example, the relevant auxiliary assump­
tions are imported from evolutionary biology. In particular, it is the as­
sumption that it is the male struggle for survival that drives the human 
evolutionary process that.dictates in large measure what should* count as 
evidence and how it should be interpreted. Conversely, in the Sleeping 
Beauty/Prince Charming model of the egg-sperm interaction, the biolog­
ical data are informed by sociological assumptions about appropriate male 
and female roles. Donna Haraway’s work in prirnatology11 provides nice 
examples of how experimental design is influenced by background as­
sumptions. She has traced the development of primatologv since 1900, 
showing how political principles of hierarchy and male dominance have 
been embedded in that science, re-enforcing a theory of primate social 
organization in which a large, aggressive male is portrayed as defending a 
hierarchically organized troop and territory', enjoying first choice in food,
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sex, and grooming, and deciding troop movements. Consequently, when 
Carpenter undertook his highly acclaimed work on rhesus monkeys, he 
removed dominant males to test his organizing hypothesis about the source 
of social order but undertook no control study in which other members 
of the group were removed. W e can’t control for every possible variable 
in our experimental designs; so which we take into account depends on 
what our background theory tells us may be relevant. If the components 
of that background theory are never called into question or challenged by 
a serious rival, our experimental practices will continue to embody poten­
tially problematic assumptions.

The claim here is n o t  that the traffic in auxiliary assumptions makes 
a pernicious form of holism inevitable or that these auxiliaries are not 
themselves (potentially) testable,12 but that they provide points at which 
gender biases from one discipline are easily transported into another. Fur­
thermore, because of the pervasiveness of gender ideology in our culture, 
these assumptions generally are not called into question and are sometimes 
not even noticed. It is usually the case that they come to light only in the 
presence of a rival hypothesis.

The argument here is not restricted to hypothetico-deductive forms of 
confirmation and cannot be evaded by an appeal to Clark Glymour’s ‘boot­
strapping’ model.13 Bootstrap confirmation does not make background as­
sumptions dispensable but explicitly recognizes their crucial role: 
‘Hypotheses are not tested by themselves but only in relation to their fel­
lows within the theory. Confirmation is a three-place relation, not a two- 
place relation. Large parts of the theory may be invoked in confirming, 
from given evidence, a n y  of its hypotheses.’14

I have been arguing all along that even  i f  w e  g ra n t  t h a t  th e  s ta n d a rd s  
o f  th e o ry  a ssessm en t a re  fre e  o f  c o n ta m in a t io n  b y  n o n -c o g n itive  fa c to rs , 
nonetheless, non-cognitive values may permeate the very content of sci­
ence. Stating the thesis in this way seemed useful because it avoided the 
messy controversy regarding the culture-bound evolution of scientific 
method itself. Even g ra n t in g  the transcendence of method, in other words, 
the scientific product could itself be radically culture-bound.

I should mention in bringing this line of argument to a close, how­
ever, that what has been granted for the sake of argument is probably not 
plausible in the final analysis. Scientific method itself is developed and 
articulated by culture-bound individuals and so the arguments which ap­
plied at the object level of theory content will likely apply at the meta­
level of theory evaluation as well. Although we may have g o o d  rea so n s  for 
making certain methodological changes, (e.g., for moving from single 
blind to double blind experiments), our methodological choices will be 
limited by the range of alternatives already actualized.

Finally, I should touch very briefly on the implications of the preced­
ing argument regarding the scope of models of rationality and its impli­
cations for science policy.
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These appear to be the two alternatives: (1) We could simply acknowl­
edge the reduced scope of models of rationality and make more modest 
claims for the objectivity of science; or (2) We could attempt to enlarge 
our model of rationality so that it takes into account the context of theory 
generation. That is, if we acknowledge that the context of theory genera­
tion has normative significance, then we may want to alter science policy 
in the light of a new normative account of theory generation.

Once we recognize that the content of science is affected by the social 
arrangements that govern its practice and production, then those social 
arrangements acquire e p is t em i c  significance as do the affirmative action 
programs and other interventions undertaken to alter those social arrange­
ments. Any adequate philosophy of science will have to take this into 
account.

IV I Reviewing the Situation15
How does the account sketched above fit into Harding’s taxonomy of fem­
inist critiques of science? Clearly it shares much in common with so-called 
'feminist-empiricism' insofar as it is a successor science project that aims 
at ever-increasing objectivity and rationality through the use of established 
scientific methods. It parts company with feminist empiricism, however, 
in at least two important respects. First, it recognizes that current meth­
odologies simply do not take into account the epistemic significance of 
the social arrangements that govern the activities scientists undertake and 
the products they produce. Any adequate methodology will have to control 
for the biases introduced by these social arrangements just as it has to 
control for other sources of bias. (It has become fashionable recently to 
eschew talk of 'bias’ on the ground that such talk implies the possibility 
of science that is entirely free of bias. I don’t think the implication holds, 
and so I continue to speak of gender bias. We aim to eliminate other 
forms of partiality without thinking we’ll ever be entirely successful; the 
same regulative ideal seems perfectly serviceable in discussions of 
androcentrism.)

Second, the feminist empiricism described by Harding does not ap­
pear to challenge the assumption in much traditional methodology' that 
the rationality of the scientific community is just individual rationality'writ 
large, a simple summation of individual rationalities. In the account 
sketched above, it is the rationality of the scientific community that is 
enhanced by inclusion of diverse strategies at the individual level. The 
kinds of bias discussed above can be systematically addressed only at the 
community level; no adequate program of in d iv id u a l rehabilitation could 
be prescribed in advance. Only the inclusion of diverse standpoints will 
bring about the conditions under which change is possible.
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Is the current proposal then a kind of standpoint epistemology? Not 
precisely: epistemic privilege on this analysis does not attach to the indi­
vidual woman (or feminist) but to the community that includes her stand­
point along with others. The individual standpoints on this account are 
starting points. Furthermore, it is important to stress that on this analysis 
nothing depends on women having a different psychological make-up 
from men or different ‘ways of knowing.’ The distinctive mark of the work 
of the feminist critics cited above is not that it is holistic, intuitive, sub­
jective, emotional, nurturant, or non-linear. Instead, what gives it focus 
and distinction is the fact that it is informed by a social and political 
viewpoint different from that which has dominated science and science 
studies.

Couldn’t men have done exactly the same work? Yes, it is logically 
possible. But the connection here is not about necessary or sufficient con­
ditions. It is about contingencies: about causal factors that operate, not 
from a God’s eye point of view nor in the infinite long run, but here and 
now. It is not a logical necessity but also no accident that the advent of 
certain scientific hypotheses coincided with increased political power for 
women and increased representation of women in the academy and sci­
entific communities.

Does the position advanced here have any affinities with feminist post­
modernism? The overlap is minimal but not non-existent. M y position is 
perfectly compatible with the rejection of metaphysical realism (perhaps 
that is even required) but not with the wholesale rejection of objectivity 
and rationality. The important point is that these two (metaphysical 
realism and objectivity) are separable, a point too often obscured in the 
postmodern literature. (Indeed, one often gets the impression from post­
modern accounts that the logical positivists were metaphysical realists.)

I find feminist postmodernism unattractive for the usual reasons. I 
believe that feminist theories in science are su p er io r  to (cognitively pref­
erable to) their sexist rivals, not simply that they provide alternative nar­
ratives. And I believe that postmodernism with its emphasis on fractured 
identities as well as on epistemic relativism provides no adequate basis for 
the political action feminism requires. Ther^ is much .of value, however, 
in postmodernism’s emphasis on the requirement of l o ca l  problem-solving. 
Gender bias manifests itself in different ways in different sciences. There 
is no single ‘feminist method’ that w ill reveal and eliminate that bias. 
There is no ‘feminist paradigm’ that can be imposed from above and no 
reason to believe (as many postmoderns appear to believe) that gender bias 
in physics, for example, will be of the same kind or degree as that in 
biolog)'. Real change in science will occur only when specific rival theories 
are developed by scientists who have both a thorough grounding in their 
own disciplines and a commitment to questioning biases introduced by 
social arrangements of science.

I believe, therefore, that it is possible to do justice to the range and
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depth of gender bias in the biological sciences without sacrificing alto­
gether the traditional ideals of objectivity and rationality; but doing so will 
require that we take into account the social structure of science. Case 
studies of the sort summarized in the first part of this paper show the 
necessity' of coming to grips with the ways in which social factors can 
influence the development of science, and they demonstrate the extent to 
which some standard philosophical tools can partially illuminate the ori­
gins and diversity of ideological biases in science. These tools, however, 
are inadequate to the task at hand so long as they are embedded within 
an outmoded and indefensible conception of the scientific process that 
limits the influence of social factors to the context of discovery. Main­
stream philosophy of science continues to ignore feminist critiques of sci­
ence at its own peril.16
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2.1 1 Values in Science
Contrary to what you might expect, none of the readings in chapter 2 
concern moral values. There has been an unfortunate tendency, especially 
in public debates about education, to assume that all values are moral 
values. But there are many different kinds of values that people approve 
of and wish to promote. They range from aesthetic to religious, from cog­
nitive to noncognitive. Moral values—ideas about what things are morally 
good and which actions morally right—are just one sort of value among 
many. O f course, moral values are relevant to the practice of science. 
Scientists are people, after all, and, as such, their behavior should conform 
to the norms of morality'. For example, there are moral constraints on 
what kinds of experiments can be performed (especially those involving 
human subjects) and how they should be conducted; there are rules con­
cerning the use of other scientists’ ideas and prohibitions against faking or 
fudging experimental data; there can also be serious moral concerns about 
the ways one’s research might be used.1 Clearly, then, there is a moral 
dimension to science just as there is with any human activity. But when 
the authors in this chapter talk about values in science, they are not re­
ferring to moral values; instead, their focus is on either cognitive or con­
textual values.

C o g n i t i v e  V a l u e s

Cognitive values (sometimes called e p is t em ic  v a lu e s )  have to do with cog­
nition or knowledge. Now, one might think that the paramount epistemic 
value in science is truth: scientists have as their principal aim the accep­
tance of true claims about the natural world (and the rejection of false 
ones). But on closer inspection, this assumption proves flawed. For one 
thing, truth by itself cannot be sufficient as a characterization of the goal 
of science. Why not? Because so many of the true statements we could 
make about the natural world have little or no scientific value. Imagine, 
for example, that a biologist wants to increase our store of scientific knowl­
edge by counting the precise number of hairs on individual dogs at various 
times on various day's, not to test a theory or experiment with a drug to 
prevent hair loss but simply' to know’ the canine hair-count for its own 
sake. Even if the information that the biologist collects is true, it has 
negligible scientific value. Scientists are interested not merely in discov­
ering truths about the world, but in discovering interesting truths, usually 
in the form o f general theories and laws with predictive power. These

cn



2 1 2 C h . 2 R a t i o n a l i t y ,  O b j e c t i v i t y , a n d  V a l u e s  i n  S c i e n c e

criteria of scientific excellence—generality and predictive power—and 
many others besides (such as explanatory power and simplicity) are among 
the cognitive values of science. They are not the same as truth, and despite 
their relation to truth, they do not seem to be reducible to truth in any
obvious way.

Cognitive values are, in an important way, partly constitutive of what 
science is. They help to define the nature of science and to distinguish it 
from other truth-seeking enterprises, such as genealogy, logic, and theology 
(to name but three). They underlie many of our judgments about what 
constitutes acceptable scientific method and practice. For this reason, phi­
losopher of science Helen Longino refers to them as co n s t itu t iv e  va lu es. 
In the readings for chapter 2, there is much discussion of whether the 
existence of several different, sometimes competing, cognitive (constitu­
tive) values compromises the objectivity of science or undermines the 
rationality of scientific change.

A second problem with taking truth as the sole epistemic value is that 
scientists cannot tell whether a theory is true simply by inspecting it; they 
need to perform experiments and make observations. Interesting scientific 
theories involve empirical generalizations of universal scope and are often 
about entities and processes that cannot be directly observed no matter 
h o w  sharp one’s vision. Thus in order to reach judgments about the truth 
o f  a theory, scientists must rely on other criteria that, they hope, have 
some connection with truth. For example, commonly a theory is believed 
more likely to be true if it gives rise to correct predictions. (See chapters 
4 and 5 for a detailed discussion of the relationship between prediction 
and confirmation.) Similarly, but more controversially, a theory is believed 
more likely to be true if it explains a wide variety of phenomena. More 
controversially still, a theory is believed more likely to be true if, other 
things being equal, it is simpler tiran its rivals. The moral is clear: even if 
truth is the primary cognitive value, we need other cognitive values to 
help us decide which of our theories are true. When choosing between 
competing theories, various cognitive values, such as predictive power, 
explanatory scope, and simplicity, may not always point in the same di­
rection, so reasonable disagreements might arise about whether (or to what 
extent) these values are indicators of truth. Thus, even within the realm 
of cognitive values, debates about the relative importance of particular 
values and their merits as indicators of truth are bound to arise. So even 
if we accept that truth is the primary virtue of a scientific theory', value 
debates within science are inevitable.

C o n t e x t u a l  V a l u e s

What are contextual values? Roughly speaking, they are norms, prefer­
ences, beliefs, and interests that are unrelated to the cognitive aims of 
science. For example, in the 1930s die official German scientific estab­
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lishment became so infected with Nazi ideology that it rejected Einstein’s 
theory of relativity on the grounds that its author was Jewish. Limiting 
one’s teaching and research solely to theories whose authors are Aryan 
would be to adopt an obnoxious (and stupid) contextual value in the prac­
tice of science. More subtle examples of contextual values include the 
preference for theories (especially in the social and biological sciences) 
that conform to widespread, unexamined, and usually false beliefs about 
gender and race: in short, racial and sexual bias.

Helen Longino uses the term co n tex tu a l v a lu e s  because these values 
vary with time and across cultures (and even from one scientist to another). 
Contextual values show a much greater degree of dependence on society 
and culture than do their cognitive counterparts because they are not tied 
in any close and essential way to the fundamental aims of science, such 
as the search for truth. Rejecting the constitutive (cognitive) values of 
science is impossible without ceasing to do science, but scientists can (and 
do) have different sets of contextual values that can (and do) affect the 
way they do science.

T h e  V a l u e - N e u t r a l i t y  T h e s i s  a n d  I t s  C r i t i c s

Until quite recently, most philosophers of science accepted the standard 
view that, insofar as science is value laden, the values in question are 
exclusively cognitive ones. Contextual values have no place in science; or, 
at least, s h o u ld  have no place. Because contextual values are unrelated to 
the fundamental goals of science, they should play no role in scientific 
decision making. In that sense, science should be value-free (i.e., free of 
contextual values, not free of values of any kind). This view is also called 
the v a lu e -n eu tra lity  th e s is . According to the value-neutrality thesis, when 
contextual values intrude into science, their influence is invariably per­
nicious. “Good” science is objective and thus free from subjective values, 
whether they are the subjective preferences of a single individual, or the 
cultural biases of an entire society. Contextual values distort the judgment 
of individual scientists and diminish scientific objectivity'. Although it is 
an empirical issue (and thus not one that philosophers have any particular 
competence to address), proponents of the standard view assume that ep­
isodes of contextually infected “bad” science have been historically rare. 
Indeed, those holding the standard view assume that the constitutive values 
of science and the institutional mechanisms based on them are a prophy­
laxis against such infection and an effective cure for it when it occasionally 
occurs.

As we shall see in our later discussion, Helen Longino rejects several 
key aspects of the standard view and the value-neutrality thesis. She de­
fends the view—referred to as co n tex tu a lism —that all scientific judgments 
depend, to a greater or lesser degree, on contextual values. But, she argues, 
this value-ladenness of science is not incompatible with scientific objec-
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tivity. Longino focuses primarily on the appraisal of theories and hypoth­
eses after they have been formulated and examines the process by which 
scientists decide which are confirmed by the available evidence. She ar­
gues that a proper analysis of the relation between evidence and theory 
shows that all judgments about when and to what ex ten t a piece of evi­
dence confirms a theory depend on background beliefs. Since these back­
ground beliefs can vary widely, different scientists can reach different 
judgments about the significance of an observation or experiment. Lon­
gino calls this the con tex tu a lis t a n a ly s is  o f  e v id en c e .

If the contextualist analysis of evidence is correct and all judgments 
about confirmation and evidence are relative to the subjective beliefs of 
the individual researcher, how can science be objective? The answer, Lon­
gino thinks, is to realize that scientific knowledge is the product of a 
community of scientists. Scientific knowledge is, she claims, social knowl­
edge. As such, it emerges through a process of criticism (such as peer 
review) based on shared community standards (not individual ones). The 
social nature of objectivity does not guarantee that science will be free 
from all subjective preference, but if certain criteria are met (she lists four: 
recognized avenues for criticisms, shared standards, community response, 
and equality of intellectual authority), to that extent science will be ob­
jective. Thus, in several respects, Longino challenges the value-neutrality 
thesis: she denies that scientists are free from contextual values when they 
decide which theories are confirmed by the evidence; she rejects the con­
tention that scientists ought to be free from all contextual values as an 
unrealizable ideal resulting from a faulty understanding of the relationship 
between theory and evidence; and she insists that the neutrality thesis is 
mistaken in assuming that contextual values necessarily compromise the 
objectivity of science.

Okruhlik’s article complements Longino’s by describing several cases 
of sexist bias in modern biological research. Unlike some feminist critics 
of science (such as Sandra Harding), Okruhlik does not think that we 
should abandon rationality and objectivity as self-serving male myths. 
Rather, Okruhlik argues that once we understand how science works, es­
pecially in coming up with hypotheses in the first place,, we can retain 
the notion of scientific rationality while recognizing that the scientific 
method cannot, by itself, be relied upon to eliminate sexist bias. One of 
Okruhlik’s key arguments is that, even if the process of choosing among 
rival theories were fully objective and rational, if all the theories under 
consideration are sexist so, too, will be the theory selected as the best. 
Thus, even though theory appraisal may be free from bias, the contami­
nation of theory generation by contextual factors will inevitably affect the 
content of science.
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2.2 [ Kuhn’s Analysis o f Science
P a r a d i g m s  a n d  N o r m a l  S c i e n c e

In T he S tru c tu r e  o f -S c i e n t i f i c  R evo lu t io n s , Kuhn portrays scientific disci­
plines as going through three stages: immature science, normal science, 
and revolutionary science. At the heart of Kuhn’s characterization of each 
of these stages is his notion of a paradigm. Stage one occurs when an area 
of inquiry first attains the status of a genuine science. For Kuhn, this 
transition from immature science (or nonscience) to mature science is 
marked by the discipline acquiring its first paradigm. At least in T he S tru c­
tu re o f  S c i e n t i f i c  R ev o lu t io n s , Kuhn portrays stage one as occurring only 
once in the history of a scientific field, and he refers to immature science 
(“something less than science”) as being preparadigmatic.2 To use termi­
nology introduced in chapter 1 of this book, Kuhn is treating the posses­
sion of a paradigm as a d em a r ca t io n  c r it e r io n ,  something that essentially 
•distinguishes genuine science from things that are not science (or which 
might merely pretend to be science).

Stage two is what Kuhn calls n o rm a l s c i e n c e .  Normal science is the 
way science is usually done (except for those relatively rare periods of 
extraordinary or revolutionary science that Kuhn considers stage three). 
The hallmark of normal science is that scientists work under the aegis of 
a paradigm that they all accept Typical activities of normal science are 
making more accurate measurements of constants, looking for entities and 
processes that the paradigm tells us must exist, extending the paradigm to 
new areas and types of phenomena, reconciling the paradigm with recal­
citrant data, and removing the conceptual difficulties that afflict even the 
most successful paradigms. Kuhn refers to all these paradigm-based activ­
ities as pu zz le so lv in g . To call something a puzzle (whether it is a cross­
word puzzle, a jigsaw puzzle, or a scientific puzzle) is to imply that it has 
a solution. The failure of a scientist to solve a scientific puzzle reflects on 
the competence of the researcher, not on the soundness of the paradigm. 
Thus, although paradigms typically float in a sea of anomalies, normal 
scientific activity is directed towards removing those anomalies, not to­
wards refuting the paradigm.

Kuhn portrays normal science as dogmatic: students are taught the 
paradigm without being encouraged to question it or seriously consider 
alternatives; debates about fundamentals are discouraged or suppressed; 
the main scientific activity—puzzle solving—takes for granted that the pre­
vailing paradigm is basically correct. (For more on Kuhn’s account of 
normal science, see his “Logic of Discovery' or Psychology of Research?” 
in chapter 1 of this book and the section “Kuhn’s Criticisms of Popper” 
in the commentary' on that chapter.)

Although the concept of a paradigm is fundamental to Kuhn’s analysis 
of science, he does not define it clearly and precisely in T he S tru c tu r e  o f



Z l 6  1 C h . 2 R a t i o n a l i t y , O b j e c t i v i t y , and  V a l u e s  i n  S c i e n c e

Scientific Revolutions. In  h is  Postscript, K uhn  ack n o w led g e s  h is  c r it ic s ' 
c o m p la in t  th a t  h e  h ad  u sed  the te rm  paradigm a m b ig u o u s ly . In response 
to th is  c r it ic ism , K uh n  in tro d u ces  tw o  nev,' term s to stand  for tw o  of the 
m ost im p o rtan t senses o f  paradigm: exemplars an d  disciplinary matrices. 
E xem p la rs  in c lu d e  th e  so lu tio n s  to p ro b lem s u sed  in  the e d u c a t io n  o f 
sc ien tis ts : ty p ic a lly  th ese  so lu tion s ap p e a r  a t th e  e n d  o f ch ap ters  in  s c ie n c e  
texts, in  lab o ra to ry  ex e rc ise s , an d  on ex am in a tio n s . M o re  a d v an c e d  te ch ­
n ic a l so lu tio n s  are p u b lish e d  in jo u rn a ls . K u h n ’s p o in t ab o u t th ese  ex­
em p la rs  is th a t  th ey  a re  c ru c ia l  to te a c h in g  s tud en ts  how  to u se  th eo ries  
to so lve p ro b lem s; m e re ly  m e m o r iz in g  a few  e q u a t io n s  is n o t en o u g h . 
S tu d en ts  b ec o m e  sc ien tis ts  by re c o g n iz in g  and  e m b ra c in g  the ta c it  kn o w l­
ed g e  im p lic it  in  th e  ex em p la rs .

K uhn  u ses  th e  p h rase  disciplinary matrix to stan d  for h is seco n d  sense  
o f  p a r a d i g m .  D is c ip lin a ry  m a tr ic e s  in c lu d e  ex em p la rs , bu t th e y  also  co n ­
ta in , am o n g  th e ir  m a in  co m p o n en ts , s ym b o lic  g e n e ra liz a t io n s , m e tap h y s ­
ic a l c o m m itm en ts , h e u r is t ic  m o d e ls , an d  va lu es . It is th is se co n d , m ore 
in c lu s iv e  sen se  o f paradigm  th at K u h n  em p lo ys in  m an y  o f h is  m o re  c h a l­
le n g in g  an d  co n tro vers ia l c la im s  a b o u t s c ien ce . H en cefo rth , w h en  w e 
speak  o f p a rad ig m s , it  w i l l  be in te rm s o f K u h n ’s n o tion  o f d isc ip lin a ry ' 
m atr ices .

K uhn  m akes  severa l c la im s  a b o u t n o rm al s c ie n c e  th a t h ave  e lic ite d  
m u ch  c r it ic ism . T h ese  c la im s  are im p o rtan t b e c a u se  th ey  u n d e r lie  m an y  
o f th e  a ssertio n s th a t K u h n  m akes ab o u t sc ie n tif ic  revo lu tio n s . H ere  we 
w ill s im p ly  lis t  th ese  c la im s  w ith  b r ie f  co m m en ts , re se rv in g  c r it ic ism s  for 
la te r .

■ NORMAL SCIENCE IS BASED ON A PARADIGM.
T h e  fu n d a m e n ta l en tity  th a t d rives n o rm a l s c ie n c e  is not an  in d iv id u a l 
theory' b u t a p a rad ig m . P a rad ig m s  a re  co lle c t io n s  o f d iverse  e le m e n ts  (o n ­
to lo g ic a l, e p is te m o lo g ic a l, m e th o d o lo g ic a l, an d  ax io lo g ic a l)  th a t te l l  sc i­
en tists w h a t ex p e r im en ts  to p erfo rm , w h ic h  o bservation s to m a k e , h o w  to 
m o d ify  th e ir  th eo rie s , h o w  to m ake  c h o ic e s  b e tw e e n  co m p e tin g  th eo rie s  
an d  h yp o th eses , an d  so on .

■ NORMAL SCIENCE IS DOGMATIC.
N o rm al s c ie n c e  is a re la t iv e ly  d o g m a t ic  affair, co n s is t in g  la rg e ly  o f w h at 
K uh n  c a lls  p u z z le  so lv in g . In K u h n ’s w o rd s, n o rm a l s c ie n c e  is a “ m o p p in g - 
up  o p e ra tio n ,” “an  a tte m p t to fo rce n a tu re  in to  th e  p refo rm ed  an d  re la ­
tiv e ly  in f le x ib le  box th a t th e  p a rad ig m  su p p lie s” (The Structure of Scientific 
Revolutions, 24 ).

■ NORMAL SCIENCE IS OBJECTIVELY PROGRESSIVE.
K uhn  eq u a te s  p rogress w ith  c u m u la t iv e n e s s . S in c e  (w h en  th in g s  a re  go in g  
w e ll)  sc ien tis ts  a c c u m u la te  so lu tio n s  to s c ien tif ic  p u z z le s , n o rm a l s c ie n c e  
m u s t b e  p ro gress ive . T h u s , a t le a s t w ith  re sp ec t to  n o rm a l s c ie n c e , K uhn
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ag rees th a t  s c ie n c e  is p ro g ress iv e  in  an  o b je c tiv e  sen se . W h e n  vve tu rn  to 
sc ie n tif ic  rev o lu tio n s , th in g s  a re  r a d ic a l ly  d iffe ren t.

B ecau se  o f th e ir  im p o r ta n c e  in  p ro v id in g  p h ilo so p h ic a l su p p o rt for K u h n 's  
c la im s  a b o u t bo th  n o rm a l an d  re v o lu t io n a ry  s c ie n c e , w e  lis t th e  d o c tr in e s  
u n d e r ly in g  K u h n ’s a rg u m e n ts . L a te r , w e sh a ll e x a m in e  th e se  d o c tr in e s  an d  
tire a rg u m e n ts  b a sed  u p o n  th e m  in  g re a te r  d ep th .

■  THE HOLISTIC CHARACTER OF PARADIGMS
P arad ig m s  c o n ta in  a v a r ie ty  o f  e le m e n ts —fro m  e x p l ic it  c la im s  ab o u t 
the k in d s  o f  e n t it ie s  a n d  p ro cesse s  th a t p o p u la te  the w o rld  to im p lic i t  
c o m m itm e n ts  to v a r io u s  m e th o d o lo g ic a l v a lu e s , from  p r e c is e ly  d e f in e d  
te c h n iq u e s  to lo o se ly  a r t ic u la te d  h e u r is t ic  m o d e ls . N o n e th e le s s , K u h n  p re ­
supposes th a t  p a ra d ig m s  a re  in te g ra te d  w h o le s . B e c a u se  th e  e le m e n ts  of a 
p a ra d ig m  a re  in e x tr ic a b ly  in te r tw in e d , sc ie n tis ts  m u s t a c c e p t  or r e je c t  th e  
p a ra d ig m  as w h o le ; th e y  c a n n o t a c c e p t  so m e  e le m e n ts  a n d  r e je c t  o th ers .

■  THE THEORY-LADENNESS OF OBSERVATION
T h e  th e o r ie s  th a t sc ie n tis ts  a c c e p t  (an d  th e  p a ra d ig m s  in w h ic h  th e y  a re  
e m b e d d e d ) s ig n if ic a n t ly  a ffec t w h a t  sc ien tis ts  o b serve . In  The Structure o f  
Scientific Revolutions, K u h n  su b sc r ib e s  to th e  th e s is  o f  th e  th e o ry - la d e n -  
ness o f o b se rv a tio n , a c c o rd in g  to w h ic h  w h a t sc ien tis ts  observ e is a fu n c ­
tion  o f  w h a t th e y  b e lie v e .

■  THE. THEORY-DEPENDENCE OF MEANING
T h e  th eo r ie s  th a t sc ie n t is ts  a c c e p t  (an d  th e  p a rad ig m s  in  w h ic h  th e y  a re  
e m b e d d e d ) s ig n if ic a n t ly  a ffe c t w h a t  sc ien tis ts  m e a n  b y  th e  th e o re t ic a l 
term s th e y  e m p lo y . In  p a r t ic u la r , th e o re t ic a l te rm s su c h  as planet, e lec tron ,  
oxygen, gene, an d  mass d e r iv e  th e ir  m e a n in g , a t le a s t in  p a rt, from  th e  
th eo r ie s  in  w h ic h  th e y  o ccu r .

S c i e n t i f i c  R e v o l u t i o n s

In “T h e  N a tu re  an d  N e c e ss ity  o f S c ie n t if ic  R e v o lu t io n s ,” K u h n  te l ls  u s  
that “s c ie n t if ic  re v o lu tio n s  a re  h e re  taken  to b e  th o se  n o n -c u m u la t iv e  d e ­
v e lo p m e n ta l ep iso d e s  in  w h ic h  an  o ld e r  p a ra d ig m  is re p la c e d  in  w h o le  or 
in p art by a n  in c o m p a t ib le  n e w  o n e ” (8 6 ) . In b r ie f , s c ie n t if ic  rev o lu tio n s  
o ccu r w h e n  sc ien tis ts  sw itch  fro m  o n e  p a ra d ig m  to an o th e r .

It is c le a r  from  The Structure of Scientific Revolutions th a t K u h n  does 
not in te n d  s im p ly  to  d e f in e  s c ie n t if ic  rev o lu tio n s  as noncum ulative an d  
leav e  it a t th at. N or does h is  c la im  rest m e r e ly  on  h is to ry , on  sc ien tific- 
rev o lu tio n s  past. R a th e r , w h ile  h e  f r e q u e n t ly  illu s tra te s  h is  c la im s  by  ap ­
p e a lin g  to  h is to ry , h e  a lso  a rg u e s  th a t  s c ie n t if ic  rev o lu tio n s  m u s t b e  non - 
c u m u la t iv e  b e c a u se  o f  c e r ta in  p re su m e d  tru th s  a b o u t th e  n a tu re  o f



paradigms, observation, and meaning.3 Thus, while Kuhn claims that his 
view of science accurately reflects the way science in fact works, he is not 
simply describing selected episodes from the history of science and gen­
eralizing from them. Like many of the philosophers of science that he 
criticizes, Kuhn, too, draws conclusions about the way science must de­
velop on the basis of philosophical arguments. Let us begin with Kuhn's 
conclusions, and then examine his arguments.

Below is a summarv of the six main claims that Kuhn makes about, 
scientific revolutions in “The Nature and Necessity' of Scientific Revolu­
tions” and elsewhere in The Structure o f  Scienti fic  Revolutions.

m SCIENTIFIC REVOLUTIONS ARE PARADIGM SHIFTS.
Paradigms are as vital to our understanding of scientific revolutions as they 
are to our understanding of normal science. Scientific revolutions involve 
not merely the replacement of one theory by another but a wholesale shift 
from one network of scientific commitments, beliefs, and values to an­
other.

■ SCIENTIFIC REVOLUTIONS ARE TOTAL.
Scientific revolutions are always total: “Though logical inclusiveness re­
mains a permissible view of the relation between successive scientific 
theories, it is a historical implausibility” (The Structure o f  Scientific Rev­
olutions, 98). Paradigms are mutually exclusive: one cannot consistently 
hold both; commitment to one paradigm logically precludes commitment 
to its rival.

■ SCIENTIFIC REVOLUTIONS ARE RELATIVELY SUDDEN AND 
UNSTRUCTURED EVENTS.

Kuhn compares scientific revolutions with gestalt switches, flashes of in­
tuition, and religious conversions. Like some conversion experiences, sci­
entific revolutions are preceded by a period of debate. Indeed, Kuhn 
argues that, given the dogmatism of normal science, a period of extraor­
dinary or revolutionary science is required to relax the normal suppression 
of debate about fundamentals. Kuhn describes this period of debate as a 
crisis brought about by tire accumulation of anomalies under the prevail­
ing paradigm. But when the revolution finally occurs, it is rapid and un­
structured. Hence, Kuhn’s book appears to be mistitled, since, according 
to Kuhn, there is no structure of scientific revolutions. But the appearance 
of paradox is removed by distinguishing between revolutionary science (the 
structured process leading up to the paradigm switch) and a scientific 
revolution (the unstructured event of paradigm switch). We make much 
the same distinction between, say, the process of dying and the event of 
death.
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■  EXTRAORDINARY (REVOLUTIONARY) SCIENCE IS NONDOGMATIC. 
This is clear from the previous claim. Because normal science is so dog­
matic, the process leading up to a paradigm switch must involve a much 
freer kind of scientific debate, in which dissent and questioning are tol­
erated. Otherwise, scientific revolutions would be impossible.

■  SCIENTIFIC REVOLUTIONS CANNOT BE DECIDED BY 
RATIONAL DEBATE.

Kuhn insists that scientific revolutions necessarily have an extrarational 
character. The choice between one paradigm and its rival cannot be de­
cided using only the values and methods of normal science. Arguments 
in favor of a paradigm are bound to be circular, taking for granted doc­
trines that proponents of a rival paradigm reject. So paradigm acceptance 
via revolution is essentially a sociological, not a rational phenomenon — a 
matter of persuasion and conversion, not of rational argument. ".As in 
political revolutions, so in paradigm choice—there is no standard higher 
than the assent of the relevant community” (The S tructure o f  S cien ti f i c  
Revolutions, 94).

■  SCIENTIFIC REVOLUTIONS ARE NOT OBJECTIVELY 
PROGRESSIVE .

Time and again Kuhn proclaims that there is no genuine, objective pro­
gress through scientific revolutions; changes of paradigms cannot be said 
to bring us closer to the truth. Once a scientific revolution has occurred, 
the writers of the new textbooks and histories of science make the devel­
opment of science look cumulative and linear, but that is simply window 
dressing. It has no more objective significance than did the histories of 
political development written by Marxist ideologues in the former Soviet 
Union. In science, as in politics, history is rewritten by the winners.

All six of Kuhn’s general claims about scientific revolutions have drawn 
fire from critics. But particular attention has been focused on the last two 
theses because the}’ den}' that science as a whole is eidrer objectively 
rational or objectively progressive'—a position that challenges the tradi­
tional image of science. According to Kuhn, judgments about scientific 
rationality and progress can only be made relative to paradigms. With good 
reason, then, Kuhn’s overall position is aptly described as a version of 
relativism.

2.3 I Six K uhnian Argum ents for Relativism

Kuhn has at least six different arguments for his conclusions about the 
lack of rationality and objective progress in scientific revolutions. These



concern the theory-ladenness of observation, meaning variance, problem 
weighting, shifting standards, the ambiguity of shared standards, and the 
collective inconsistency of rules. We shall briefly describe each of these 
arguments arid criticize the first two; criticisms of the last four can be 
found in the discussions of McMullin and Laudan.

T h e o r y - L a d e n v e s s  o f  O b s e r v a t i o n

In accounts of confirmation and disconfirmation, the fate of theories is 
often decided, at least in part, by observations. (For a more detailed con­
sideration of confirmation, see chapters 4 and 5.) Typically, a theory makes 
a prediction concerning something we should be able to observe. Some­
times, the observation is just a matter of looking and seeing; more often, 
the observation requires the use of instruments or special apparatus, or the 
performance of an experiment. When two rival theories make incompat­
ible predictions about the outcome of an experiment, we should be able 
to decide between them (at least in principle) by performing a crucial 
experiment. Indeed, the empirical component provided by observation 
usually is supposed to confer on science its objectivity and rationality: 
choices about scientific theories are considered objective and rational 
largely because acceptable theories must agree with observation. Science 
is considered progressive because current theories are in closer agreement 
with observations than were the theories that they replaced. Whether or 
not empirical evidence (such as that provided by observations) can ever 
determine theory choice is considered in chapter 3; for the moment the 
issue is whether observation can serve as a rational basis, however partial, 
for accepting or rejecting individual theories or for deciding between rival 
theories. Kuhn’s argument regarding the theory-ladenness of observation 
denies that observation can play this role.

The key premise in Kuhn’s argument is that observation is theory 
laden. What does this mean? Roughly, it means that what scientists observe 
depends on the theories they accept. In order for this to support Kuhn’s 
denial that observation can serve as a rational basis for making decisions 
about theories, the thesis must imply that (1) no proponent of a scientific 
theory can ever observe anything contrary to that theory and that (2) sci­
entists who accept rival theories can never observe the same thing.

When put in this stark fashion, neither (1) nor (2) seems at all plau­
sible. Let us evaluate (2) by considering a simple example.4 Imagine that 
Kepler and Ptolemy are watching the sun climb over the horizon at sun­
rise. Kepler accepts the Copernican theory that the earth rotates on its axis 
once a day and revolves around the sun once a year. Ptolemy accepts 
the Ptolemaic theory that the earth is completely stationary and that it is 
the sun that makes both a daily rotation and an annual revolution around 
the earth. For Kepler, the earth is a planet and the sun is stationary; for 
Ptolemy, the sun is a planet and earth is at rest. Now, do Kepler and
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Ptolemy see the same thing at dawn when they observe the rising sun? 
The proponent of the theory-ladenness thesis might argue thus: Kepler’s 
sun is at rest and Ptolemy's sun is moving; it is logically impossible for 
the same object to be both at rest and in motion; therefore, Kepler’s sun 
cannot be the same as Ptolemy's sun; therefore the object that Kepler 
observes (Kepler’s sun) cannot be the same as the object that Ptolemy 
observes (Ptolemy’s sun). But this argument is flawed because it fails to 
distinguish between the object that is observed (the sun) and the rival 
beliefs that the two observers have about it. Thus the argument commits 
the fallacy of equivocation. For example, the phrase K ep ler 's  su n  in the 
first premise means th e  su n  a s K ep le r  b e l i e v e s  it to  b e  (or, more strictly, 
th e  th in g  th a t  w o u ld  a n sw e r  to  K ep le r ’s b e l i e f s  i f  th e y  w e r e  tru e) , but in the 
conclusion, K ep ler 's  su n  means th e  o b j e c t  ( th e  su n ) th a t  K ep le r  o b s e r v e s  
(r e g a rd le s s  o f  K ep le r  s  o r  a n y o n e  e l s e ’s b e li e f s  a b o u t  it).

Another way o f appreciating the implausibility of the thesis that pro­
ponents of rival theories observe different objects is to imagine that Pto­
lemy and Kepler are discussing the relative merits of their respective 
theories as dawn arrives. Suppose, as our literal construal of Kuhn’s ac­
count requires, that the thing that Ptolemy sees is distinct from the thing 
that Kepler sees. (Never mind that this seems to require two heavenly- 
bodies to be in exactly the same place.) Were Ptolemy to convert to Co­
pern icanism (thanks to Kepler's arguments), we would be forced to accept 
the conclusion that there is suddenly one less star in the heavens. This 
would confer on Ptolemy the magical power of being able to change the 
world simply by changing his beliefs.

Sometimes the theory-ladenness thesis is expressed by saying that there 
is no (or cannot be any) theory-neutral observation language. Thus, even 
though it might be conceded that Kepler and Ptolemy are looking at (and 
hence observing) the same object, the words they use to describe their 
respective observations must have different meanings, depending on the 
different theories that they hold. Insofar as this new form of the argument 
involves considerations about language and meaning, it will be discussed 
in the next section, on the meaning-variance argument. For the moment, 
we will merely comment on the first implication of Kuhn’s thesis, namely 
that no proponent of a scientific theory can ever observe anything contrary 
to that theory. Clearly, this is untenable. Even if it were true that every 
observation a scientist makes in the course of testing a theory involves 
terms from the theory that is being tested (and that the scientist accepts 
as true), it simply does not follow- that the scientist will never find any 
observational evidence that disconfirms the theory. For we must distin­
guish between the concepts used to make a judgment and the assertions 
made using those concepts.5 For example, Kepler believed that all planets 
move in ellipses. Suppose that there is no theory-neutral observation lan­
guage and that Kepler had to use the terms p la n e t  and e l l ip s e  in any 
statement reporting his observations for the statement to have an evidential
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bearing on his theory. Even given these constraints Kepler could easily 
have refuted his own theory by reporting that the planet he observed did 
not move in an ellipse. (Just this happened with regard to some of Kepler’s 
earlier hypotheses about the shape of planetary orbits before he hit on the 
idea of an ellipse). The necessity of using certain concepts in reporting 
one'.' observations in no way determines the truth or falsity of the judg­
ments one makes using those concepts. Thus, while it is true that our 
theoretical beliefs and expectations sometimes influence our perceptions 
and so, to that extent, at least some of our perceptions are theory laden, 
we have been given no reason to think that what we perceive must always 
agree with what we believe.6

M eanin g  V ar i a n ce

The crucial premise in the meaning-variance argument is the thesis of the 
theory-dependence of meaning, according to which the theories scientists 
accept (and the paradigms associated with them) significantly affect what 
scientists mean by the theoretical terms they use. In order for this thesis 
to support Kuhn’s denial of rationality and progress, it would have to entail 
that scientists committed to rival paradigms speak different languages. 
They may utter the same words, but the words have different meanings, 
so any logical comparison of their utterances is precluded, leaving adher­
ents of rival theories simply talking past one another. Kuhn sometimes 
expresses this view by saying that rival paradigms and the terms they em­
ploy are incommensurable.

The term incommensurable literally means “having no common mea­
sure.” It comes from geometry, where it was first used to express the fact 
that in an isosceles right-angled triangle whose side is one unit in length 
(a rational number), the hypotenuse (the square root of two—an irrational 
number) cannot be expressed as any ratio of rational numbers. The side 
and the hypotenuse lack a common measure. In a similar way, Kuhn 
claims that the proponents of rival paradigms lack a common language. 
In his later writings Kuhn has insisted that his view in no way precludes 
translation from one theoretical language to another. But even then, he 
claims, the translation of one theory into the idiom of another will not 
exactly preserve the meaning of the original. Thus, for example, Tycho 
Brahe could understand (and reject) the Copernican claim that the Earth 
is a planet moving around the sun. But, according to Kuhn, when Brahe 
uses the term planet in his rejection of Copernican theory, the word planet 
means something different for Brahe than it does for Copemicans such 
as Kepler. So, Kuhn concludes, there is no theory-neutral, paradigm- 
independent way of comparing the two theories.

Claims about meaning variance are notoriously hard to evaluate, 
mainly because there is no consensus about what meanings are in the first 
place. But this much is clear: whatever meanings are, if comparisons be­
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tween theories are to involve logically valid arguments, then the terms 
such arguments employ must have the same, unequivocal meaning 
throughout. (Otherwise, the arguments in question would commit the 
fallacy of equivocation.) Thus, if meaning variance inevitably occurs 
whenever two theories differ, then valid logical comparisons between them 
would be impossible. In this way, some proponents of the meaning- 
variance thesis (such as Paul Feyerabend) have attacked models of reduc­
tion that require the old theory' to be logically derivable from the theory 
that replaces it. (For more on Feyerabend, theory reduction, and meaning 
variance, see chapter 8.)

Many of Kuhn’s critics have pointed out an apparent contradiction 
between Kuhn saying, on the one hand, that rival paradigms are incom­
mensurable with respect to meanings and, on the other hand, that it is 
impossible to believe both paradigms at the same time. For, without com- 
mensurability of meaning, there cannot be logical incompatibility. Con­
sider, for example, the word p la n e t .  Suppose that. Brahe meant by p la n et, 
sa te l l i t e  o f  th e  ea r th  and that Kepler meant by p la n e t , sa t e l l i t e  o f  th e  sun . 
Would they have been disagreeing when Brahe said, “All planets go 
around the earth,” and Kepler said, “All planets go around the sun”? Since 
the word p la n e t  has different meanings in the two sentences, neither sen­
tence contradicts the other. In short, there is no single proposition diat 
one affirms and the other denies. Indeed, if the word p la n e t  were com­
pletely defined by Brahe and Kepler in the two way's indicated, then both 
Brahe and Kepler would have been saying something true but utterly triv­
ial (Brahe: all planets [read: sa t e l l i t e s  o f  th e  ea r th ]  go around the earth; 
Kepler: all planets [read: sa te l l i t e s  o f  t h e  sun] go around the sun).

Clearly something has gone wrong in our telling of the stoiy about 
Brahe and Kepler. It is absurd to suggest that they would have been as­
serting tautologies were they to have uttered the sentences attributed to 
them. The flaw in the story seems to lie in the assumption that there is 
nothing more to the meaning of the word p la n e t  than the role that the 
term plays in a particular theory. The word was used long before Brahe 
and Kepler to refer to astronomical bodies such as Venus, Mercury, and 
Jupiter. And it is this referential dimension of the term that enables Brahe 
and Kepler to make contrary claims about those bodies.

Expressed more formally, there are (at least) two aspects to the mean­
ing of theoretical terms such as p la n e t , e l e c t r o n , g e n e ,  and ox ygen : their 
sense and their reference. The sense of a term in a particular theory is 
given partly by its use prior to its adoption by the theory (its antecedent 
meaning) and partly by its role in that theory. Only when a term is a 
neologism, a brand new term, will its sense be defined solely by the theory 
that employs it. The reference of a term is the set of things, processes, or 
events that the term picks out. In general, rival theories can make opposing 
claims about the world, despite some differences in the sense of some of 
the terms they use, i f  they make opposing claims about some of the things.
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processes, or events that the terms pick out. This is only the barest begin­
nings of an account of the meaning of theoretical terms, but at least it 
enables us to see how theories can be genuine rivals despite the contri­
bution that theoretical context makes to meaning. In short, radical incom­
mensurability fails because there is more to the meaning of most terms 
than simply the sense defined implicitly by a particular theory (the “more” 
being what we have called antecedent meaning) and there is more to 
meaning than sense (thé “more” in this case being reference).

The upshot of our discussion thus far is that neither of Kuhn’s two 
arguments—neither the one based on the theory-ladenness of observation 
nor the one based on the paradigm-dependence of meaning—is strong 
enough to support his radical conclusions about the lack of rationality and 
progress in scientific revolutions. We now turn to four arguments that have 
proven more durable. These arguments, endorsed by philosophers of sci­
ence favorable to Kuhn and criticized by McMullin and Laudan, are 
sketched, more or less explicitly, in the second reading from Kuhn, “Ob­
jectivity, Value Judgment, and Theory Choice.” For convenience, we have 
adopted the labels that Laudan gives to these arguments (although we have 
changed the order in which they occur in Laudan’s article.) What is dis­
tinctive about these arguments is that none of them depends on contro­
versial theses about observation and meaning. Rather, their focus is on the 
criteria used to choose between competing theories and paradigms. In 
short, all these arguments concern epistemic values.

P r o b l e m  W e i g h t i n g

Part of the innovation wrought by Kuhn lies in his insistence that we 
should assess theories, not by looking at their empirical or observational 
consequences, but rather by seeing how good they are at solving problems. 
Designing a theory to agree with observation is, Kuhn thinks, a relatively 
simple task, especially if one is not fussy about what die resulting “theory” 
looks like. But, he insists, the point is not first and foremost to devise 
theories that agree with observation but to devise theories that answer 
questions and solve problems; the unit of scientific achievement is not the 
true observational consequence but the successful puzzle solution. Good 
theories belong to paradigms that lead to a progressive accumulation of 
solved problems. Often the key issue in the ferment preceding a scientific 
revolution is whether a rival paradigm is a better problem solver or has 
the promise of being so once the full energies of science are devoted to 
its development. But then, Kuhn points out, we run into a difficulty. For 
a characteristic feature of many scientific revolutions is that the new para­
digm cannot solve all the problems of its predecessor. Some problems that 
were solved by the old paradigm are left unsolved or simply ignored by its 
successor. So, Kuhn argues, no algorithm or calculation can determine a 
rational choice between paradigms. The scientist’s choice depends on the
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relative weight assigned to particular problems, and this weighting will 
vary from one paradigm to another.

S h i f t i n g  S t a n d a r d s

According to Kuhn, paradigms include standards for assessing theories, and 
these standards vary from paradigm to paradigm. For example, one group 
of scientists might insist that no theory should be accepted unless it makes 
novel predictions, whereas another group might extol a theory’s ability to 
give a unified explanation of diverse phenomena, even though all of those 
phenomena were previously known. The reception of Darwin’s theory in 
the nineteenth century depended, in part, on just such a disagreement 
about methodology. Judgments about the relative merits of theories vary 
depending on the set of standards used. No higher court can adjudicate 
these disagreements. So, here again, Kuhn concludes that there is no 
single, rational way of resolving paradigm conflicts.

T h e  A m b i g u i t y  o f  S h a r e d  S t a n d a r d s

As Kuhn has emphasized in his later writings (see “Kuhn’s Second 
Thoughts . . .” below), some epistemic values, some views about theoret­
ical virtue, are widely shared by scientists. But, he thinks, appeal to these 
shared standards cannot suffice to determine the outcome of paradigm 
debates. One important reason for this is the differing interpretations given 
to these standards. For example, proponents of rival paradigms might agree 
that explanatory power is desirable but disagree about what constitutes an 
explanation. Just such a case arose in the early eighteenth century in 
connection with Newton’s gravitational theory. Newton’s theory gave a 
unified lawlike treatment of the phenomena with plenty of predictive 
power. But Newton’s European critics (especially Leibniz and the follow­
ers of Descartes) did not regard Newton’s theory as having explained any­
thing. In their view, explanation required the provision of a plausible (or 
at least possible) mechanism or process, that obeyed the laws of mechanics 
and could causally bring about the phenomena to be explained. Newton 
and his followers agreed that, by relying on instantaneous action at a dis­
tance,7 Newton’s theory probably could not be reconciled with anv such 
mechanism. So the parties agreed that good theories should explain, but 
they differed markedly in their understanding of what explanations are.

Another example of the ambiguity- of standards is provided by the 
Copernican revolution. (Kuhn’s first book was on the Copernican revo­
lution, and Kuhn frequently appeals to this episode as a source of illustra­
tion and support for his views. The accuracy and legitimacy of these 
appeals is examined in the McMullin article, discussed below.) Both sides 
in the debate regarded simplicity as an important and desirable property 
of a scientific theory, but they disagreed about how simplicity should be
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measured. Ptolemaic astronomers complained that the Copemican theory 
was no simpler than the Ptolemaic theory, because it used just as many 
(and, in some cases, more) circles to model the planetary orbits. Coper- 
nicans (such as Kepler and Galileo) saw a deeper kind of simplicity in the 
Copemican theory that had nothing to do with circle counting but con­
cerned instead the ability of the Copemican theory to reflect mathematical 
patterns in the motions of the planets much more simply than had the 
Ptolemaic theory. As far as Kuhn is concerned, there is no objectively 
right answer as to which conception of simplicity is correct. Ultimately, 
he thinks, these kinds of preferences are matters of taste. Since differing 
interpretations of epistemic values are, Kuhn thinks, inevitable and irre­
solvable by rational debate, he concludes that shared standards cannot 
provide a common ground for settling paradigm conflicts.

T h e  C o l l e c t i v e  I n c o n s i s t e n c y  o f  R u l e s

Typically, a paradigm will include several different methodological rules 
and standards for judging theories. These might include a preference for 
theories that are quantitatively accurate in their predictions, of wide ex­
planatory scope, and parsimonious in their postulation of unobservable 
entities and processes. There is no guarantee that even the best available 
theory will satisfy all these requirements: typically, some requirements are 
satisfied to a greater degree than others, and some may not be satisfied at 
all. Now suppose that a pair of rival theories T, and T2 are being judged, 
either by a single paradigm or by rival paradigms sharing the same rules 
and standards. Assume that the first theory, Tu  gives more accurate pre­
dictions than the second theory, T2, but is inferior with regard to the scope 
of its explanations and has roughly the same degree of simplicity. The first 
rule—prefer theories that make quantitatively accurate predictions—favors 
Tj; the second rule—prefer theories of wide explanatory scope—favors its 
rival, T2. The entire set of rules thus gives conflicting advice, and Kuhn 
thinks that there is no uniquely rational way of settling the matter. Again, 
he concludes that scientists must inevitably have recourse to personal, 
subjective, and psychological factors to tip the balance one way or the 
otlrer. If two scientists reach opposite verdicts, neither can be* accused o'f 
being irrational. The choice between the two theories is, in Kuhn’s view, 
extrarational; it cannot be resolved simply by appealing to rules. So even 
if scientists share the same rules and even if they agree about how those 
rules should be interpreted, paradigm choice (and even theoretical choices 
within a given paradigm) will not be determined by those rules.
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2.4 | Kuhn’s Second Thoughts about the Rationality of
Scientific Revolutions

In “Objectivity, Value Judgment, and Theory Choice,” Kuhn responds to 
those critics who charge that T he S tru ctu re  o f  S c i en t i f i c  R ev o lu t io n s  depicts 
scientific revolutions as irrational affairs governed largely by subjective 
preference, idiosyncracy, and social pressure. Kuhn denies that he said 
any such thing, even in the penultimate chapter of that book (chapter 11, 
"The Resolution of Revolutions”) in which he compares scientific r e v o ­
lu t io n s  to gestalt switches and conversion experiences. In his defense, 
Kuhn makes three main points.

■ SHARED EPISTEMIC VALUES
He does not deny but in fact affirms that there are some important meth­
odological rules—shared values—that all paradigms share. Kuhn goes so 
far as to claim that these values are essential to the scientific enterprise, 
thus qualifying them as constitutive values on his view'.8 Insofar as para­
digm debates are conducted solely within the confines of these shared 
values, about which there is total agreement (at least in broad outline), 
these debates are rational and based on reasoned argument.

■ INTERSUBJECTIVE AGREEMENT
Kuhn still denies that there can be objective progress in science. He rejects 
cumulativity (which he thinks is essential to progress) and dismisses the 
idea that we can show that our theories are getting closer to some objec­
tive, theory-independent truth.9 Nonetheless, he adds, this does not mean 
that science lacks objectivity'. For objectivity consists, not in the corre­
spondence of our theories to the world, but in the intersubjective agree­
ment about those theories among members of the scientific community, 
based on their shared values. Kuhn identifies objectivity and rationality' 
with a special sort o f social consensus, a consensus based on the values 
that make science what it is.

■ NONRATIONAL FACTORS
For the reasons sketched in the previous section (“Six Kuhnian Arguments 
for Relativism”), Kuhn continues to insist that paradigm debates, by their 
very nature, cannot be settled solely by an appeal to evidence, reason, and 
argument. Reason is not irrelevant to these debates, and considerations 
based on shared values often play a major role in marshalling support for 
a new paradigm. But shared values can only take us so far, and rival 
paradigms usually involve other values that are not shared. So when sci­
entists decide to switch (or not to switch) paradigms, nonrational factors 
play a vital role. One of the major failings of traditional philosophies of 
science, in Kuhn’s view, is that they have falsely assumed that scientific



reasoning about which theories to accept is entirely govered by universal, 
context-independent rules. Philosophers of science then compound their 
error by thinking that science is objective only because it is completely 
governed by these rules.
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S h a r e d  E p i s t e m i c  V a l u e s

In this section, we begin to discuss Kuhn’s first point, that all paradigms 
share certain fundamental values that are essential to the nature of science. 
(Further discussion and criticism of all three of Kuhn’s points appears in 
the sections on McMullin and Laudan.) Three separate questions can be 
raised about shared epistemic values. First, what are the values that Kuhn 
deems essential to science, and is Kuhn’s characterization of them ade­
quate? Second, is it true that all paradigms share these values? And, third, 
is it true, as Kuhn claims, that rational debate during paradigm conflicts 
is limited solely to arguments based on shared values, or can there be a 
rational debate about which values to adopt?

We shall focus on the first of these questions. In “Objectivity, Value 
Judgment, and Theory Choice,” Kuhn lists five shared epistemic values: 
accuracy, consistency, scope, simplicity, and fruitfulness.

■ ACCURACY
Accuracy is a matter of the theory agreeing with experiments and obser­
vations that have already been made. Presumably, accuracy can vary in 
degree depending on the number of such agreements and the relative 
precision with which the theory predicts them. Characteristically, in his 
discussion of accuracy, Kuhn lumps together both prediction and expla­
nation, and he allows for both quantitative and qualitative agreement. 
Kuhn’s discussion makes clear that he understands the accuracy of a theory 
to concern not merely agreement with experience (what Kuhn calls m a tch ­
ing ) ,  but also explanation (what Kuhn calls a c c o u n t in g  fo r  a phenomenon 
or regularity, although as just noted, Kuhn often treats explanation and 
prediction as if they were the same thing). In Kuhn’s terminology, the key 
to judging the accuracy of a theory is to identify the number and impor­
tance of the problems it solves. This view acknowledges the qualitative 
dimension of accuracy (since not all puzzle solutions are quantitative) and 
the ambiguity of accuracy as an epistemic value (since opinions may differ 
about which are the most important problems for a theory to solve).

■ CONSISTENCY
Consistency has two distinct aspects: internal and external. A theory is 
internally consistent when it is free from logical contradiction. A theory is 
externally consistent when it does not contradict any other currently ac­
cepted theory. For example, when first introduced in the sixteenth century, 
the Copemican theory’ was inconsistent with Aristotelian physics, the then-



accepted theory of motion and its causes. Similarly, Bohr’s theory of the 
atom, which required electrons to revolve in stable orbits around a posi­
tively charged nucleus, was inconsistent with Maxwell’s electrodynamic 
theory, according to which all accelerating charges must radiate and lose 
energy.

■ . SCOPE
Scope concerns the breadth of the theory’s logical consequences. Under 
the rubric of scope, Kuhn emphasizes the special importance of a theory’s 
having surplus content: the theory should have consequences that go far 
beyond the set of observations, laws, and subtheories that it was originally 
designed to explain. (For more on the question of whether so-called novel 
predictions have special significance for confirmation, see chapter 4.)

■ SIMPLICITY
Simplicity has been interpreted in several different ways. Kuhn’s official 
definition equates simplicity with unifying power: a simple theory, he con­
tends, brings order to phenomena that would otherwise be considered 
separate and isolated. But this seems to characterize simplicity as another 
aspect of scope and to ignore the essential core of simplicity, namelv, 
parsimony. Two theories might both give unified treatments of a wide 
range of phenomena (and thus have equally wide scope), but one of them 
might use fewer assumptions than the other and thus be judged simpler. 
Something like this latter notion of simplicity was crucial for the Coper- 
nican revolution. Unfortunately, Kuhn’s own comments about that revo­
lution in this context are subtly misleading. After remarking that the 
Copernican theory required just as much labor to compute planetar)' po­
sitions as did the Ptolemaic theory (and thus, by that measure of simplicity, 
was no simpler), Kuhn observes that, in order to explain gross qualitative 
features of planetary motion such as retrograde motion and the restricted 
elongation of the inferior planets, the Copernican theory required only 
one circle per planet, whereas Ptolemy needed two. What Kuhn says is 
literally true, but it misses the point. Granted, Copernicus required only- 
one circle per planet to explain the phenomena in question, but the ex­
planation in each case crucially involved another circle, namely, the 
earth’s orbit around the sun. And in the Copernican theory, the earth, 
too, is a planet. So if we count the total number of planetar}' circles needed 
to explain these phenomena, we get the same answer (two) for both the­
ories. But still, Copernicus’s theory was simpler than Ptolemy’s. Why? 
Because from the single postulate that the earth and all the other planets 
move in roughly circular orbits around the sun, all the phenomena follow 
as immediate geometrical consequences, without the need for any further 
assumptions. In Ptolemy’s theory, additional postulates were needed to tie 
the motion of each planet to the motion of the sun in a manner that, in 
the framework of Ptolemy’s theory, was completely arbitrary. Thus, Co-
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pem icus’s theory was simpler than Ptolemy's because it derived the same 
observable phenomena from a smaller set of assumptions. (For further 
criticisms of Kuhn’s interpretation of the Copernican revolution, see the 
discussion of M cM ullin  in the next section of this commentary.)

■ F R U I T F U L N E S S

Fruitfulness, as Kuhn remarks, has often been underemphasized in tradi­
tional accounts of science. As an epistemic value used for making deci­
sions between rival theories, the issue is not fruitfulness per se, but the 
promise of fruitfulness. What counts is not how successful a theory will 
be in leading to the discovery of new phenomena and laws (and, more 
generally, in solving problems) but how promising the theory appears to 
be right now, before that promise is realized (or not, as the case may be). 
Because fruitfulness (or fertility, to use M cM ullin ’s term) concerns our 
hopes for the future, Kuhn (in T he  S tru ctu re o f  S c i en t i f i c  R evo lu t ions)  
contends that it involves an elem ent of what he calls fa i th ,  and-thus to a 
greater extent tiran the other epistemic values, it eludes rational evaluation.

2.5 | McMullin’s Criticisms of Kuhn
In “Rationality and Paradigm Change in Science,” Eman M cM ullin doc­
uments the ways in which Kuhn has toned down his subjectivist rhetoric 
since T he  S tru ctu re  o f  S c i en t i f i c  R eso lu t ion s .  On the one hand, Kuhn has 
emphasized the extent to which paradigm debate can be rational insofar 
as these debates are based on shared values. Kuhn assumes that values 
such as accuracy, scope, and the like are fixed and permanent features of 
science. But, on the other hand, Kuhn (as we saw earlier) continues to 
insist that these values can never determine the outcome of scientific rev­
olutions. Furthermore, Kuhn persists in denying that any objective notion 
of progress (such as getting closer to the truth) can be applied to science 
across revolutionary divides. As M cM ullin  notes, Kuhn’s denial of progress 
follows from his conviction that even the shared epistemic values are ul­
timately arbitrary and subjective. Specifically, Kuhn thinks that it is im­
possible to show that these values are connected in  any necessary way with 
truth or the likelihood of truth.

M cM ullin  has three main concerns about Kuhn’s later views. First, 
how plausible is Kuhn’s claim that tire epistemic values he identifies are 
shared by all scientific paradigms? Second, is Kuhn correct in insisting 
that epistemic values cannot be given any rational justification? Third, can 
Kuhn ignore the question of scientific realism (crucial to his denial of 
objective progress) and still make sense of scientific revolutions such as 
the Copernican revolution? More generally, is it sufficient for Kuhn sim­
ply to accept, as a sociological fact, the epistemic values that scientists
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employ in judging theories without offering any deeper rationale for those values?
S h a r e d  V a l u e s
With regard to the first of these questions, McMullin notes that Kuhn counts as revolutions a remarkably wide variety of scientific changes, rang­ing from the shallow (e.g., the discovery ofX rays) to the radical (e.g., the Copemican revolution), with many in between (e.g., the victory of La­voisier’s oxygen theory over the phlogiston theory10). If one looks only at episodes from the shallow end of this range, then claiming that these revolutions left epistemic values largely untouched is quite plausible. While some of them involved fundamental shifts in ontology and con­cepts, the standards by which theories are judged changed little or not at all (although, of course, advocates of rival paradigms might well disagree about the interpretation and application of those standards). But d eep  re r-  
o lu t ion s  (as McMullin calls them) do involve debates about standards. The very notion of what constitutes a good theory and what qualifies as evi­dence was at issue in the Copernican revolution and, to a lesser extent, in the quantum revolution of the twentieth century. Indeed, McMullin thinks that disagreements about standards and the merits of alternative theories can occur even within what Kuhn would classify as normal sci­ence. (McMullin cites paleontology', high-energy physics, and planetary' science as examples.) Thus, disagreements about theories and standards are not limited solely to confrontations between incommensurable para­digms. They can occur, to a greater or lesser extent, even within a pre­vailing paradigm. A close look at the history of science reveals that the distinction between normal science and a scientific revolution is more a difference of degree than a difference of kind.Given that scientific revolutions can and do differ in depth, why should Kuhn think that some standards (epistemic values) are immune to change? Why should the features that Kuhn identifies as shared values be permanent features of science, shared bv all scientific paradigms, while other criteria for choosing among theories can change 'with paradigms? McMullin discusses Kuhn’s attempts to answer these questions and judges his answer unsatisfactory. Kuhn himself denies that science has a fixed essence, a set of necessary and sufficient conditions that distinguish it from other human activities. Rather, in the manner of Wittgenstein's P h i lo ­

s o p h ic a l  In v e s t ig a t io n s , Kuhn regards our idea of science as a cluster con­cept. For a theory' or paradigm to be scientific does not entail that it must satisfy all the values in the cluster, only that it satisfy (to some degree'! a fair number of them. And activities other than science might share one or more of these values. But, as McMullin points out, this picture (of a cluster of values associated with the activities that we now recognize as scientific) is consistent with the possibility- that values could be added to
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or .deleted from that cluster in the future in such way that the cluster as 
a whole would retain its special identification with science. The fact that 
a particular cluster of criteria are constitutive of science at present does 
not imply that the membership of this cluster must be permanent and 
unchanging.

T h e  J u s t i f i c a t i o n  o f  V a l u e s

M ust all paradigms satisfy the epistemic values singled out by Kuhn? 
There is one sort of answer to this question that Kuhn thinks is impossible 
to give—namely, a philosophical argum ent connecting these values with 
the aim (or aims) of science. To simplify matters, let us focus our attention 
on truth as one of the m ain aims of science. Kuhn says that we cannot 
give any philosophical justification for the epistemic values of science 
because, if we could, we would have solved the problem of induction. 
(The problem of induction is discussed in some detail in chapter 4.) For 
our present purposes suffice it to say that by “solving the problem of in­
duction” Kuhn means “showing that our criteria for theory choice lead to 
true theories or to theories that have a high probability of being true.” 

Like Kuhn, M cM ullin  is not sanguine about the possibility of solv­
ing the problem of induction by a p r io r i philosophical reasoning. But 
M cM ullin  thinks that the problem of induction m ight be solved, at least 
to a limited extent, by an appeal to experience. As he  explains in the section of his paper entitled “How M ight Epistemic Values Be Validated?” (pp. 128—31), some epistemic values of science (such as simplicity and fertility) are subordinate to the primary goals of predictive accuracy and explanatory power. Sim plicity and fertility are not valued for their own sake or as ends in themselves but as means to further ends. Even if we cannot prove that predictive accuracy and explanatory power are indicators of truth, it is still an important em pirical discovery that theories of greater 
simplicity and fertility tend to be more reliable predictors and better ex­
plainers. Indeed, M cM ullin  thinks that it was an em pirical discovery of 
the Copem ican revolution that it was possible for an astronomical theory 
to be both an accurate predictor a n d  a good explainer. (Prior to Coper­
nicus, astronomers in the Ptolemaic tradition had pursued predictive ac­
curacy at the expense of explanation, arguing that this was an inevitable 
lim itation of their discipline. Explanation was relegated to the realm  of 
Aristotelian physics.) So even if  we cannot demonstrate that theories that 
are good predictors are more like ly to be true, and even if  we cannot prove 
that theories that have been good predictors in the past are likely to remain 
good predictors in the future, we can still give a rational justification of 
some of our epistemic values (such as simplicity and fertility') by appealing 
to the connection, learned from experience, between simplicity and pre­
dictive reliability. Prior to the Copem ican revolution, simplicity and fer­
tility' were seldom included among the criteria of a good scientific theory.
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One of the important things that Copernicus and his followers taught us 
was that, as a matter of em pirical fact, simplicity and fertility are reliable 
indicators of predictive and explanatory success. So to a lim ited extent, we 
can justify some of our epistemic values by appealing to the lessons of 
history and experience.

R a t i o n a l i t y  a n d  R e a l i s m

Kuhn is not a scientific realist. He scrupulously avoids making any infer­
ence from a scientific theory satisfying our criteria of a good theory to that 
theory being true or even close to the truth. Kuhn evinces a kind of 
metaphysical queasiness about talking in a literal and straightforward man­
ner about theories being true or the entities that they postulate being real. 
As M cM ullin  points out, Kuhn’s work is w ritten from the standpoint of 
an instrum entalist Kuhn thinks that he can set aside the issues of objective 
truth and real, theory-independent existence. As long as a theory is good 
at solving puzzles, no further questions need arise, as far as Kuhn is con­
cerned. (One of Kuhn’s m ain arguments against scientific realism , based 
on the radical shifts in ontology that often occur when one theory replaces 
another, is presented in detail in Laudan’s paper, “A Confutation of Con­
vergent Realism ,” in chapter 9.)McMullin, on the other hand, is an unabashed scientific realist. Al­though he is understandably reluctant to embark on a full-fledged defense of scientific realism in his paper, he does raise serious questions about Kuhn’s ability to explicate the rationality of scientific revolutions without taking realism seriously. McMullin is especially critical of Kuhn’s account of the Copemican revolution. In his book T h e  C o p e m ic a n  R e v o lu tio n ,  Kuhn compares and contrasts the Ptolemaic and Copemican theories. He concludes that both theories had about the same predictive accuracy and that both were able to explain the major phenomena of planetary motion. Kuhn admits that astronomers like Copernicus, Kepler, and Galileo were attracted to Copemican theory because its explanations were more "nat­ural,” but he regards this preference as merely a matter of taste, with no objective or epistemic significance.McMullin shows that Kuhn is dead wrong when he claims that the Copemican and Ptolemaic theories had the same degree of explanatory power. True, the two theories had about the same predictive accuracy, but the Copemican theory could explain man)’ things that the Ptolemaic theory could not. McMullin gives several examples of such phenomena, including restricted elongation—the fact that Mercury and Venus (the so- called inferior planets) are never seen more than a certain angular distance from the sun—and various features of retrograde motion, such as the fact that a planet undergoes retrograde motion only when that planet, the earth, and the sun lie in a straight line. These phenomena are immediate consequences of the Copemican theory’s basic postulates.” By an appro-
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priate adjustment of parameters, the Ptolemaic theory could represent 
these facts, but it could not explain them. For Ptolemy’s theory , they were 
unexplained coincidences; for Copernicus’s theory, they were necessary 
consequences of the basic structure of our planetary system .

Copernicus, Kepler, and Galileo took the explanatory success of the 
Copemican theory to be a powerful argument for its truth. They reasoned 
that it could not be an accident that their theory was able to explain so 
much; only by uncovering the true causes of the observed motions of the 
planets could the Copem ican theory account for those motions in such 
an elegant, unified fashion. As M cM ullin emphasizes, merely “saving the 
phenomena” was not the issue. Any number of theories could be devised, 
at least in principle, that could do as good a job as the theories of Ptolemy 
and Copernicus in predicting where the planets would be seen on any 
given night. Unlike predictive accuracy, explanatory power was an indi­
cator of truth. Kuhn’s instrumentalism makes him unwilling to recognize 
the important distinction between prediction and explanation; as a con­
sequence, he misportrays the rational basis on which Kepler and Galileo 
preferred the Copem ican theory. The Copemicans preferred their theory 
not primarily because it was a better predictor or a better problem solver 
than its rival, but because they believed it to be true. And they believed 
it to be true largely because of its tremendous explanatory power.

M cM ullin  also argues for the epistemic significance of other theoret­
ical virtues, such as fertility. Again, his point is that these virtues make 
sense only when seen as indicators of truth. Only when we talk about 
truth and embrace scientific realism, can we appreciate why scientists take 
these virtues so seriously and why they have played such an important role 
in the history of science. For example, one of the most persuasive argu­
ments for the Copem ican theory was the mnaway success of the program 
of research to which it led. In part, this success stemmed from the fact 
that the Copem ican theory (unlike its Ptolemaic rival) enabled astrono­
mers to calculate the distance of each planet from the sun (as a function 
of the distance between earth and the sun). This information about dis­
tances was crucial to the advances made by Kepler and, eventually. New­
ton. Again, the Copem ican theory’s ability to generate new and important 
lines of research was valued not merely for its own sake or on pragmatic 
grounds (by promising employment and possible fame to eager young 
scientists) but prim arily on epistemic grounds, as an indicator of truth. 
Only a theory (or, more generally, a paradigm) that is true or close to the 
truth could possibly be successful in producing such a cornucopia of won­
derful new results. (W hether such arguments from the success of theories 
to their probable truth are plausible is discussed in detail in chapter 9, 
“Empiricism and Scientific Realism.”)

254 i C h. 2 Ration ality . O b je ctivity , and V aldes in S cience



C o m m e n ta ry =35

2.6 | Laudan’s Criticisms of Kuhn
Laudan’s criticisms of Kuhn in his “Dissecting the Holist Picture of Sci­
entific C hange,” differ markedly from those of M cM ullin  in part because 
Laudan does not share M cM ullin 's enthusiasm for scientific realism. Con­
sequently, he evaluates Kuhn’s claim s at the level of problem solving with­
out raising the issue of realism. But Laudan agrees with M cM ullin  that 
Kuhn has drawn false conclusions about tire nature of scientific rationality 
using flawed arguments. Before discussing Laudan’s specific criticisms of 
Kuhn, it w ill be helpful to contrast two accounts of scientific rationality: 
the hierarchical model and the reticulational model. (The terms are Lau­
dan’s, and his account of them can be found in chapters 2 and 3 of his 
book S c i e n c e  a n d  Values-, “Dissecting the Holist Picture of Scientific 
Change” is chapter 4 of that book.) Part of Kuhn’s error, Laudan argues, 
is that he has uncritically adopted the h ierarchical model of scientific 
rationality:, which is fundam entally flawed.

T h e  H i e r a r c h i c a l  M o d e l  o f  S c i e n t i f i c  R a t i o n a l i t y

Paradigms can be thought of as having three sorts of components, each at 
a different level. Laudan calls these levels the factual, the methodological, 
and the axiological. At the factual level, paradigms provide a conceptual 
framework, a general account of the entities and processes that supposedly 
populate the world. Also at this level are particular scientific theories, 
framed in  terms of this ontology. The next level up is the methodological, 
which contains rules for choosing among theories. These methodological 
rules can include specific directives about what kinds of techniques and 
instruments to use in designing experiments, rules about what constitutes 
confirming evidence for a theory, and general statements of epistemic 
values such as testability and sim plicity. Although it is convenient to talk 
simply of rules in this context, these must be understood to include state­
ments of general preference such as, “Other things being equal, prefer 
theories that are simpLer than their rivals.” As Kuhn* insists, and Laudan 
agrees, rules of d ie latter type function as what Kuhn calls values: rather 
than dictating a specific choice among theories, they m erely specify the 
virtues of a good theory, leaving the individual scientist to judge how they 
should be balanced against other, sim ilar, values. At the third and highest 
level, the axiological, are the aims and goals of science.

This model is h ierarchical in the following sense: when there is dis­
agreement at one level, the disagreement is rationally resolved (if at all) 
by going to  d ie next highest level. Thus, to choose am ong competing 
theories at the factual level, appeal is made to rules at die methodological 
level. It is the methodological rules that provide the rationale for decisions 
about theories. But what if disagreement persists because of a difference



of opinion about which rules to adopt? In that case, scientists must have 
recourse to the axiological level. For disputes about methodological rules 
can be rationally resolved only by specifying the goals that the rules are 
supposed to serve. If scientists all shared the same views about the aims 
of science, then, in principle, the dispute could be settled by seeing which 
rules would best promote those aims. But if scientists disagree about aims, 
then no rational resolution is possible. If, for example, one group of sci­
entists insists that em pirical adequacy is the most important goal of sci­
entific theorizing, while another group maintains, with equal vigor, that 
science should aim at providing intelligible explanations, then the two 
groups have no objective, rational way of settling their dispute. According 
to the hierarchical model, the rational resolution of axiological disagree­
ments is impossible because it would require going to a higher level, and 
there is no such level.

Admittedly, this is a highly idealized and simplified sketch of the 
hierarchical model, but it suffices to illustrate two of its central features. 
First, the direction of justification is strictly top-down and linear: always 
from a higher level to a lower one, never the reverse. Second, at the 
highest level, the axiological, rational justification ceases. On the hierar­
chical model, views about the goals and aims of science are necessarily 
arbitrary and subjective. Although they are viewed as the ultimate source 
of justification for the decisions made at the lower levels, they themselves 
cannot be justified.

T h e  R e t i c u l a t i o n a l  M o d e l  o f  S c i e n t i f i c  R a t i o n a l i t y

According to Laudan, a misleading picture of scientific rationality pushes 
Kuhn to conclude that reason and argument play only a lim ited role in 
scientific revolutions. For, once one accepts the hierarchical model, dis­
agreements about the criteria for assessing theories will be incapable of 
rational resolution if, as Kuhn supposes, rival paradigms have competing 
notions of the aims and goals of science. Another error contributing to 
Kuhn’s embrace of relativism is his holism, his insistence that paradigms 
are seamless wholes. Kuhn assumes that paradigms are package deals that 
can be accepted or rejected only in their entirety. Specifically, he denies 
that scientists can evaluate or choose among the individual components 
of a paradigm, especially at the methodological and axiological levels.

Laudan advocates the reticulational model of scientific rationality. Its 
two main features—its antiholism and its nonlinear conception of 
justification—directly contradict the hierarchical model. According to the 
reticulational model, the components of a paradigm can be discussed, 
rejected, or accepted piecemeal. Like M cM ullin , Laudan criticizes Kuhn’s 
assumption that paradigms have a kind of holistic unity that would make 
such a dissection impossible. He supports his case with historical examples 
in which scientists clearly did pick and choose elements from the para-
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digms they were debating. Contrary to Kuhn, changes at one level do not 
have to be accompanied by changes at a higher level: for example, meth­
odological rules can change in response to a discovery that the old rules 
are not the best way to realize the aim s of science; it is precisely because 
scientists have not changed their view of the aim s of science that the}’ 
modify their rules.

Laudan’s notion of justification is far richer than the strictly top-down, 
linear notion of the hierarchical model. On his model the flow of justi­
fication can be bottom-up as well as top-down, from the factual to the 
methodological as well as the other way around. He offers historical ex­
amples of how the success (and, in some cases, failure) of scientific the­
ories led scientists to adopt (or abandon) particular methodological’ rules. 
Of particular importance is Laudan’s claim  that there can be, and occa­
sionally has been, rational debate concerning the appropriate aims and 
goals of science. Laudan gives as an example the abandonment of the 
Aristotelian ideal that science should aim  at certain, infallible knowledge. 
By the end of the nineteenth century just about ever}' scientist agreed that 
science could not possibly achieve that goal but should settle instead for 
highly probable, but fallible, belief. As Laudan points out, this major 
change at the axiological level was associated not with any one particular 
paradigm, nor with any one particular area of science. Rather, the shift 
grew out of the awareness that many of the best scientific theories (whether 
in physics, biology, or chemistry) involved hypothetical elem ents that were 
impossible to prove with certainty. In short, the widespread success of a 
whole range of theories at the factual level led to the realization that the 
traditional Aristotelian ideal could not be attained. S ince the goal of cer­
tainty could not be achieved, it was rational to abandon it.

C o m m e n ta ry  ! 2 3 7

T h e  F l a w s  i n  K u h n ’ s A r g u m e n t s

In general, a philosophical argum ent can fail for three reasons: either it 
is invalid (i.e., its conclusion does not follow from its premises), it has at 
least one false premise (in which case the argument, even if  valid, is 
unsound); or it is circular (in which case it begs the question by taking 
for granted the very point that it purports to prove.) In the second half of 
his paper, Laudan undertakes to expose the flaws in Kuhn’s arguments for 
his conclusion that methodological rules and standards can never deter­
m ine the choice between paradigms. Laudan refers to Kuhn’s conclusion 
as the thesis of l o c a l  u n d erd e te rm in a t ion .  The alleged underdetermination 
is local because it concerns the choices made by scientists between the 
few paradigms that have actually been put forward for serious considera­
tion. G lob a l u n d erd e te rm in a t io n  (discussed at length in chapter 3) is the 
far more sweeping thesis that our rules can never pick out a particular 
theory' from among all the possible alternatives as the only one that is 
supported by the available evidence. Suffice it to say for now' that the two



theses are different and that even if (as Laudan argues) Kuhn is wrong 
about the local thesis, it might still be the case that the global thesis is 
true. (Hence the need to address the global thesis and related issues in 
the next chapter.)

Kuhn’s six arguments—appealing to theory-ladenness of observation, 
m eaning variance, problem weighting, shifting standards, the ambiguity of 
shared standards, and the collective inconsistency of rules—were sum­
marized earlier (pp. 219—26). The first two of Kuhn’s arguments were 
criticized above. Laudan’s response to the last three of these arguments is 
to accuse them of being unsound. Each of them, he says, has at least one 
false premise: standards do not always change from one paradigm to an­
other; some shared standards (such as consistency and novel prediction) 
are not ambiguous; and not all sets of methodological rules give conflicting 
advice.

Laudan’s criticism of the problem-weighting argument is more com­
plex. The nub of Kuhn’s argument is that proponents of rival paradigms 
must disagree about which problems are the most important even when 
they agree about the rules and standards by which theories should be 
assessed. As Laudan explains, importance can mean two different things 
in this context. A problem might be judged important for social or eco­
nomic reasons) or simply because a particular scientist is interested in 
solving it. That would be a nonepistemic sense of importance, since it 
would have no direct bearing on whether a theory that solves the problem 
is true, confirmed, or rationally credible. Contrast that with a problem that 
is considered important because its solution would confirm a theory. Such 
a problem would be epistemically important; it would have what Laudan 
calls probative significance. The probative significance of a problem is an 
objective matter, and claims about it will be defended or attacked by ap­
pealing to epistemic and methodological rules—rules that deal with ques­
tions of empirical support, evidence, and confirmation. So in this second 
sense of importance, disputes about which problems are the important ones 
for a theory to solve will not necessarily degenerate into mere differences 
of subjective opinion. Thus, Laudan condemns Kuhn’s problem-weighting 
argument as invalid. Once we focus on the epistemic sense of importance, 
it simply does not follow that proponents of rival paradigms must disagree 
about which problems are important or, when such disagreements do oc­
cur, that such conflicts cannot be resolved by reasoned argument based 
on shared standards.

Laudan concludes by discussing a case from the history of chemistry 
that both Kuhn and Gerald Doppelt have appealed to for support of their 
position. Laudan admits that Dalton’s atomic theory failed to address many 
of the questions that older chemical paradigms had tried to answer, for 
Dalton’s interests lay elsewhere. But, Laudan counters, Dalton’s assess­
ment of which problems of chemistry are central reflects his pragmatic 
interest in certain problems rather than others. This subjective interest
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should not be confused with the judgm ent about which problems have 
the greatest epistem ic value. Indeed, as Laudan points out, the problems 
that the advocates of a paradigm are most eager to solve often have little 
or no confirm ing value. For according to some philosophers, a problem 
solution does little or nothing to confirm a theory if  the solution is one 
that the theory was deliberately designed to yield. (For an extended dis­
cussion about the relation between confirmation and novel predictions, 
see chapter 4.)

The evaluation of Kuhn’s work by M cM ullin  and Laudan is largely 
negative. Both authors agree that Kuhn has failed to establish his more 
sweeping claim s about the irrationality of scientific revolutions. Neither 
the history of science nor Kuhn’s philosophical arguments show that sci­
entific revolutions cannot be resolved by rational argum ent based on evi­
dence and shared rules. By treating paradigms as indivisible wholes and 
by failing to appreciate the ways in which rules and aims can be rationally 
debated, Kuhn has seriously underestimated the role of reason in paradigm 
debates. In passing this verdict on Kuhn, it is important to rem em ber that 
M cM ullin  and Laudan are not claim ing that reason, rules, and evidence 
always suffice to determine the outcome of such debates. Rather, they are 
objecting to Kuhn’s assertion that they can never do so. Thus, according 
to M cM ullin  and Laudan, Kuhn’s thesis that subjective, psychological, 
and rhetorical factors must play a leading role in a ll scientific revolutions 
is ill supported and false.

M any philosophers of science agree that the more extreme, subjectiv­
ist elements in  Kuhn’s picture of science (especially the picture presented 
in the first edition of T he S tru ctu re  o f  S c i e n t i f i c  R ev o lu t io n s)  are exagger­
ations. Nonetheless, many of those same philosophers of science find 
m uch of value in  Kuhn’s work. This is especially true of one aspect of 
Kuhn’s approach that we have not yet discussed, nam ely, his view that 
science is essentially a social activity. One philosopher who has tried to 
develop this them e in  Kuhn’s work and relate it to traditional philosophical 
concerns about objectivity and rationality is Helen Longino.

2.7 | Longino on Contextual ism and Objectivity
In “Values and Objectivity,” Longino begins by distinguishing two notions 
of objectivity. The first concerns the outcome of scientific inquiry, nam ely 
scientific knowledge; the second focuses on the process by which that 
outcome is generated, nam ely scientific method. According to the first 
notion, science is objective to the extent that it is true—to the extent that 
it describes the world as it really is. According to the second notion, sci­
ence is objective to the extent that its methods, especially its criteria for 
assessing theories, are neither arbitrary nor subjective. As Longino points



out, it is commonly believed that science is objective in the first sense 
because it is believed to be objective in the second.

T h e  L o g i c a l  P o s i t i v i s t  v e r s u s  t h e  C o n t e x t u a l i s t  
A c c o u n t  o f  S c i e n t i f i c  M e t h o d

Longino contrasts two accounts of scientific method: the logical positivist 
account and the contextualist account of "historically minded wholist crit­
ics," such as Kuhn and Feyerabend. The logical positivist account divides 
scientific activity into two distinct phases: the context of discovery and the 
context of justification. The context of discovery is the period during 
which scientists first come up with their ideas and hypotheses. Here it is 
allowed that psychological and subjective factors often play a major role. 
But once the theory or hypothesis has been formulated and presented for 
assessment, then the context of justification begins. In this context, posi­
tivists claim  that psychological and subjective factors play no role whatever 
(or, rather, that they o u g h t  to play no such role, since positivists are 
strongly wedded to the value-neutrality thesis). On one extreme version of 
the logical positivist view (and the only one that Longino considers), as­
signing degrees of confirmation to hypotheses and deciding which theories 
to accept (or reject) is solely a matter of applying the relevant rules to the 
available evidence. This rule-based assessment could be performed by a 
single scientist; if several scientists assess the same theories on the basis of 
the same evidence, they should all get the same answer. The social di­
mension of science is irrelevant to its production of reliable knowledge. 
In principle, science could be done by a single individual.

Although popular in the first half of the twentieth century', the logical 
positivist account of scientific method is now discredited, in part because 
of the criticisms of Kuhn and others. One of those criticisms is that the 
logical positivist picture of science does not match what has actually hap­
pened during the history of science. During scientific revolutions espe­
cially, we do not find anything like the degree of consensus about scientific 
theories that the logical positivist account leads us to expect. Another crit­
icism concerns the shortcomings of the logical positivist treatment of con­
firmation. One of the things that Kuhn has taught us, Longino explains, 
is that confirmation cannot be a matter of m echanically applying rules to 
evidence because what an individual scientist counts as evidence for a 
theory in the first place will depend on the other beliefs that the scientist 
holds. Background beliefs and assumptions are crucial in determining 
which hypotheses we accept as being confirmed by which evidence. Lon­
gino calls this the con tex tu a lis t a n a ly s is  o f  e v id en c e .
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In chapter 3 of her book S c i e n c e  a s  S o c ia l K n ow led g e ,  Longino gives the 
following illustration of the contextualist analysis of evidence. Suppose that 
an eight-year-old ch ild  has red spots on her stomach. W hy should her 
parents take the rash as evidence for measles rather than, say, as evidence 
that the moon is b lue? Ordinarily, the explanation would be that they 
think that the rash is caused by the measles virus, and there is no other 
likely cause of that kind of rash. Given this background belief, the rash 
strongly confirms their diagnosis of measles. But they could have held 
different background beliefs. T hey might, for example, have believed that 
a rash of this kind is caused by a gastric ailm ent. In that case, they would 
have inferred a different hypothesis from the same evidence. Furthermore, 
the things that they regard as evidence can be described in a variety of 
ways: red spots on the stomach, spots (without m entioning their color), a 
rash (without m entioning its location), urticaria, an itchy tummy. W hich 
hypotheses they take to be confirmed by the evidence also depends on 
how that evidence is described.

Two important features of Longino’s contextualist analysis of evidence 
need to be stressed. First, what Longino calls e v id e n c e  is a physical object, 
a physical process, or, most generally, a state of affairs. This is the wav 
that the term e v i d e n c e  is used in  a court of law (where it also includes 
testimony). It is not the way that most philosophers of science use the term 
when discussing confirmation. As we shall see in chapters 4 and 5, when 
analyzing confirmation most philosophers of science assume that the ev­
idence for a theory or hypothesis is a set of statements. That is, having 
assumed that the objects (events, processes) we observe have been de­
scribed in some language, these philosophers then go on to analyze con­
firmation as a relation between observation statements and theoretical 
statements. W hile the distinction between the objects of observation (what 
Longino calls e v id e n c e )  and observation statements (what most other phi­
losophers of science call e v i d e n c e ) might seem pedantic, it is crucial for 
understanding the nature of Longino’s project. For many philosophers of 
science would agree with Longino that the first step, the step from sensor}' 
stimulation to observation report, depends on the observer’s background 
beliefs and training, and the language that person decides to use. For 
example, the words uttered when looking through a telescope trained on 
the moon will vary from individual to individual. To that extent, confir­
mation involves a subjective component. But acknowledging this com­
ponent is consistent with the view that the confirmation relation between 
observation statements and theoretical statements is entirely objective. 
Longino stresses the subjective elem ent in the first step because she is 
interested in the entire causal and social process by which scientists make 
judgments about theories. As she describes it, her project is to ex p la in  this 
kind of scientific activity by understanding the mechanisms at work. Like

T h e  C o n t e x t u a l i s t  A n a l y s i s  o f  E v i d e n c e



Kuhn, Longino is more concerned with explaining scientific behavior (and 
exploring its consequences for objectivity and rationality) than with giving * 
formal analyses of isolated concepts.

Second, in presenting her contextualist analysis of evidence, Longino 
is scrupulous about respecting the important distinction between two ques­
tions: “Does this piece of evidence confirm this hypothesis?” and “Why 
do scientists take this piece of evidence to confirm this hypothesis?” Lon­
gino confines the contextualist analysis of evidence to answering the sec­
ond question, deliberately leaving the first question to one side. One 
reason Longino avoids the first and more traditional question is that she 
thinks that philosophical attempts to give formal analyses of confirmation 
have been failures.12 Another reason stems from her concern with expla­
nation. For it is unlikely that a sophisticated, formal model of 
confirmation—even if it should prove philosophically adequate—could 
play a causal role in the individual psychological processes or the collec­
tive social mechanisms by which scientists reach judgments about confir­
mation. Since her primary goal is to explain scientific behavior, it is the 
second question, not the first, that is relevant to her project.

Nonetheless, it is still possible that a convincing philosophical answer 
to the first question might be found. For example, one of the attractions 
of the Bayesian approach to confirmation (explored in chapter 5) is that 
it provides a formal framework within which background beliefs can play 
an important role. Some philosophers of science (such as W esley Salmon) 
have argued that this approach provides a perfect vehicle for incorporating 
the subjective factors Kuhn and Longino emphasize. So even though we 
might agree with Longino that background beliefs play a central role in 
confirmation, confirmation may still be an objective relation between 
statements that include those background beliefs as an element.

In summary, according to the contextualist analysis of evidence, con­
firmation (or, more precisely, what we take to be confirming evidence for 
a theory or hypothesis) depends on background beliefs and assumptions, 
what Longino calls co n tex tu a l va lu es , which can vary from individual to 
individual. How we describe the evidence and which hypotheses we judge 
to be confirmed by that evidence (and to what degree) all depend on 
contextual values.

C r i t e r i a  f o r  O b j e c t i v i t y

Despite her emphasis on contextual values in science, Longino is far from 
denying that science is objective. In feet, she adamantly rejects the charges 
of rampant subjectivism and irrationality that have been hurled against 
Kuhn. She thinks that critics of Kuhn have made two fundamental mis­
takes: they have failed to distinguish between the two senses of objec­
tivity—process versus product—discussed at the beginning of her article, 
and they have failed to take seriously the social character of scientific
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activity. Longino regards the latter as the key to guaranteeing some degree 
of objectivity in science.

As Longino points out, the contextualist analysis of evidence raises a 
serious question: if  a ll judgments about confirmation and evidence depend 
upon the subjective beliefs of the individual researcher, how can science 
be objective? The problem is serious because subjective background be­
liefs (contextual values) often escape the notice of the person who holds 
them. And unlike advocates of the value-neutrality thesis, Longino does 
not think it possible to elim inate contextual values from science.

Longino believes that the answer to the question, “How can science 
be objective, when contextual values play an essential role in the judg­
ments made by individual scientists?” lies in the realization that science 
is a social activity organized to perm it and encourage what she calls tra n s­
fo rm a tiv e  c r i t i c i sm —that is, criticism with the power to change contextual 
values should they prove ill-founded. Thus, science can be objective only 
to the extent that transformative criticism  is allowed to flourish. In fact, 
she regards this social feature of science as necessary for objectivity. Lon­
gino writes:

From a logical point of view, if scientific knowledge were to be understood 
as the simple sum of finished products of individual activity, then not only 
would there be no way to block or mitigate the influence of subjective pref­
erence but scientific knowledge itself would be a potpourri of merrily incon­
sistent theories. Only if the products of inquiry are understood to be formed 
by the kind of critical discussion that is possible among a plurality of individ­
uals about a commonly accessible phenomenon, can we see how they count 
as knowledge rather than opinion. (179)

I have argued both that criticism from alternative points of view is required 
for objectivity and that the subjection of hypotheses and evidential reasoning 
to critical scrutiny is what limits the intrusion of individual subjective pref­
erence into scientific knowledge. (181)

In the rem ainder of her paper, Longino describes_four criteria that, 
she argues, are necessary for transformative criticism  to flourish (181):

1 “There must be recognized avenues [such as journals and confer­
ences] for the criticism of evidence, of methods, and of assumptions 
and reasoning.” Scientists should get appropriate credit for their 
critical activities, just as they do for their original research.

2 “There must exist shared standards that critics can invoke.” Lon- 
gino’s list is sim ilar to Kuhn’s, although, like Kuhn, she denies that 
these standards can serve to determine choices among theories. 
Nonetheless, these constitutive values (or shared standards) play an
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important role in constraining and correcting the influence of con­
textual values.

5 “The community as a whole must be responsive to such criticism.” 
Longino does not think that individual scientists should recant the 
moment they are criticized, for science is often best served when 
scientists defend their work from criticism. But criticism must be 
capable, in the long run, of changing the beliefs of the scientific 
community as a whole.

4 “Intellectual authority must be shared equally among qualified 
practitioners.” Longino alludes here to the ideas of the Gemnan 
philosopher Jürgen Habermas, who has stressed the importance of 
public debate and rational consensus for preventing the domination 
of society by one group of interests.15 An egregious example of the 
violation of this criterion was the suppression of M endelian genetics 
in the Soviet Union in the 1930s.14 Longino thinks that the exclu­
sion of women and racial minorities from science in  the United 
States also violates this criterion.

Longino believes that these criteria are an ideal to which science 
should strive rather than a description of how actual science is conducted. 
Thus, Longino is much clearer than Kuhn in  distinguishing between the 
descriptive and the normative in her account of science. Kuhn asserts that 
normal science is relatively dogmatic, reaching consensus by training sci­
entists in one particular paradigm and discouraging dissent. Longino ad­
vocates that scientists should encourage criticism and reach consensus by 
rational negotiation; when science falls short of this ideal, its objectivity is 
compromised. Thus, Longino has a much clearer basis from which to 
criticize scientific behavior than Kuhn does. And Longino does precisely 
that in the later chapters of her book, where she criticizes contemporary 
biological research into sex differences and the explanation of human and 
anim al behavior. (This research and criticisms of it are reviewed in Kath­
leen Okruhlik’s paper, “Gender and the Biological Sciences,” discussed 
below.)

Another feature of Longino’s criteria is that she regards them as nec­
essary conditions for scientific objectivity. But are they necessary condi­
tions in the strict logical sense? Arguably, it is an em pirical matter whether 
or not (or to what extent) scientific objectivity is compromised when, say, 
women or racial minorities are excluded from science.15 W ere all branches 
of science, from mathematics to chemistry, less than fully objective 
throughout the entirety of their history because, until recently, women 
and minorities were almost completely excluded from them? There is also 
the question of whether Longino’s criteria for scientific objectivity are 
sufficient. In her paper, “Gender and the Biological Sciences” (discussed 
below), Kathleen Okruhlik argues that no set of criteria concerned solely



with choosing among already formulated theories can guarantee objec­
tivity.

A final point concerns the notion of objectivity itself. Longino’s cri­
teria are designed to promote objectivity by trying to elim inate the bias, 
arbitrariness, and subjectivism of individual scientists from the judgments 
made by the scientific com munity as a whole. But what is the connection, 
if any, between this notion of objectivity (roughly, freedom from bias) and 
the notion of objectivity mentioned at the outset of Longino’s paper, 
namely, objectivity as truth? Habermas, whom Longino discusses at length 
in her book (see especially pp. 200—201), connects the two by d e fin in g  
truth as whatever all participants would agree about, provided they all had 
an equal chance to engage in free and uncoerced com munication and all 
had equal power to make their views rationally persuasive. But, as Longino 
remarks, this attempt to define truth as rational consensus faces a number 
of powerful objections. W hat happens when consensus changes over time? 
Does this .mean that truth also changes? And what about propositions 
concerning which there w ill never be consensus, not even in the long 
run? Are these propositions neither true nor false? Perhaps it is more plau­
sible to regard scientific consensus not as a definition of truth, but as a 
reliable indicator of truth. In that case, however, we would seem to need 
some independent way of ascertaining the truth in order to justify our 
belief that scientific consensus leads to the truth. And what could that 
independent way possibly be when science is our best and only guide? 
These are difficult questions, but they must be confronted by anyone who 
believes that science is not merely a gam e played for its own sake but a 
reliable guide to the truth. (This issue is discussed at length in chapter 9, 
“Empiricism and Scientific Realism .”)

2.8 | Okruhlik on the Feminist Critique o f Science
In the first section of her article, “G ender and the Biological Sciences,” 
Kathleen Okruhlik discusses several cases from modern biology in which 
contextual beliefs about gender (sexist and androcentric bias) have influ­
enced scientific judgment. For example, the general belief that females 
are passive and males active may have prevented the recognition of evi­
dence that the ovum plays an active role in fertilization. As Longino has 
stressed, the issue is not whether a particular observation was m ade— 
microvilli extending from the ovum were seen and photographed as early 
as 1895—but how the observation is described and, as a consequence, 
what evidential significance it is deemed to have. For example, it makes 
a difference whether what is seen under the microscope is described 
merely as “projections around the ovum a c c o m p a n y in g  the penetration of 
a sperm ce ll,” or as the ovum “c la s p in g  tine sperm and d ra w in g  it in .”
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Okruhlik summarizes the influence of contextual values by alluding to the theory-ladenness of observation, but it is probably best regarded as an il­lustration of Longino’s contextualist analysis of evidence, discussed in the previous section of this commentary'.Other examples indicate that androcentric bias played (and presum­ably continues to play) a major role in evolutionary biology and anthro­pology by shaping the questions asked and the theories devised to answer them. Okruhlik frames this part of her discussion by referring to the thesis of the underdetermination of theory by data. She claims that, even after the data have been described in some particular way, several (perhaps, indefinitely many) empirically adequate hypotheses might still be availa­ble. If all the hypotheses are empirically adequate, then contextual values, not cognitive ones, are determining which hypothesis gets selected. Al­though often appealed to in discussions such as these, the underdetermi­nation thesis is highly controversial. (This thesis is examined at length in chapter 3, “The Duhem-Quine Thesis and Underdetermination/’) But despite doubts about the truth of the underdetermination thesis as a gen­eralization about scientific theories, in some cases, such as the ones de­scribed by Okruhlik, contextual values of a sexist kind have undeniably influenced theory choice.Okruhlik points out that contextual values also shape scientific judg­ment when scientists steadfastly refuse to give up a hypothesis despite the accumulation of contrary evidence. An entrenched belief that women are biologically determined to be intellectually inferior to men has prevented some (male) scientists researching sex differences from recognizing when pet hypotheses (such as the hypothesis that spatial ability is X-linked) have been refuted by the evidence. Such cases illustrate the ambiguity of fal­sification, or what is often referred to as the Duhem-Quine thesis (see chapter 3 for a fuller discussion).
V a r i e t i e s  o f  F e m i n i s t  C r i t i q u e

.Assuming that Okruhlik and the authors she cites have made a plausible case for the pervasive influence of sexist beliefs on decision making in several branches of the life sciences, what are we to make of this fact? And what implications does it have for the larger question of scientific objec­tivity? For example, do the cases of androcentric bias show that science is, by its very nature, sexist? Or can these cases be dismissed as regrettable instances of “bad science,” mere deviations from the objectivity that nor­mally- prevails in science?At this point Okruhlik introduces a helpful trio of categories that Sandra Harding has proposed for classifying feminist criticisms of sci­ence: feminist empiricism, standpoint epistemologies, and feminist post­modernism.Feminist empiricism regards science as essentially objective by virtue
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of its methods: rules of evidence, confirmation, and falsification. If these 
rules were always followed correctly, “bad science” would never occur. 
The whole point of scientific methodology' is to make the gender, race, 
and personality' of the individual scientist irrelevant. Thus, feminist em­
piricists espouse the value-neutrality' thesis and deny that contextual values 
should play' any role in science.

If the arguments of Longino, Okruhlik, and others are sound, then 
contextual values cannot be elim inated from science and the value- 
neutrality thesis embraced by feminist empiricists is not plausible. But this 
leaves open other versions of feminist criticism in which the objectivity of 
science is construed, along the lines proposed by Longino, not as a feature 
of methodological rules, but as the outcome of a complex social process 
designed to encourage criticism. Okruhlik advocates this alternative in the 
second half of her paper.

Standpoint epistemologists such as Sandra Harding insist that contex­
tual values are essential to science and that some contextual values are 
better than others. If science were done by women, from the standpoint 
of women, the theories produced would give us a more objective picture 
of the world. ( Here, of course, m ore o b je c t iv e  means tru er.) As far as getting 
to the truth about the world is concerned, women are supposed to have 
certain advantages over men, either because women as a group have fewer 
contextual beliefs to distort their ways of seeing and thinking about the 
world or because the contextual beliefs of women as a group are more in 
tune with reality.

There are a number of problems with standpoint epistemology. First, 
it is difficult to specify, even in broad outline, what contextual beliefs and 
values women might have that would give them a natural advantage over 
men in discovering important scientific truths about the world. Helen 
Longino makes a stab at this in her paper ‘‘In Search of Feminist Epis­
temology'” in which she assembles a list of theoretical virtues that are often 
emphasized in feminist writings.16 Longino contrasts this list with the set 
of shared cognitive values laid out in Kuhn’s “Objectivity, Value Judg­
ment, and Theory C ho ice .” Kuhn’s list is: accuracy, consistency, scope, 
simplicity', and fruitfulness. Longino’s “feminist” list is: empirical ade­
quacy, novelty, ontological heterogeneity', complexity' of relationship, ap­
plicability to current human needs, and diffusion of power. The first item 
on both lists is essentially the same thing under different names. Although 
the accuracy (empirical adequacy) of theories is clearly relevant to their 
truth, it obviously cannot explain why feminist science would be episte- 
m ically superior to science as we now know it. The last two virtues on the 
feminist list might be relevant to the claim  that feminist science would be 
better in some nonepistemic, moral sense (for example, by doing more to 
improve the lives of human beings), but it is hard to see what they have 
to do with truth. That leaves novelty, ontological heterogeneity’, and com­
plexity' of relationship. Despite the relish with which Sandra Harding has
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advocated breaking with all the assumptions on which science is currently based, it is difficult to recommend mere novelty as a guide to the truth. Ontological heterogeneity and complexity' of relationship have been cited as important themes in the work of Barbara McClintock on the genetics of maize.17 But like simplicity, these values are both hard to define and difficult to connect with truth in any straightforward way.A second difficulty with standpoint epistemology has been identified by Okruhiik and others: it is doubtful that any single standpoint is shared by all women, regardless of their age, race, sexual orientation, or economic status. Given this multiplicity' of standpoints, there is a tendency for stand­point epistemology to degenerate into what Harding calls fe m in is t  p o s t­
m o d ern ism .Feminist postmodernism is a variety of epistemic anarchism. All pre­tense to objectivity is abandoned in favor of the position that there are many different standpoints, each telling a different story about how the world is, and no one of these stories is better than any' other. Science is just one possible story. For anyone who wants to criticize science on the 
grounds that it display's gender bias, feminist postmodernism is not an 
option, s ince it eschews all normative judgments.
O k r u h l i k ’ s P r o p o s a l

In the second half of her paper, Okruhiik argues that the contextual values influencing the generation of theories in the context of discovery will inevitably affect the content of science in the context of justification. For the context of justification involves choosing among the available theories, and so if all those available theories are infected with gender bias, then that bias will continue to contaminate the theory we select as the best. Contrary to popular opinion, the scientific method (understood as rules, criteria, or values for theory selection) cannot, by itself, remove sexist bias from the content of science. Even if every scientific decision is perfectly rational (in the sense that it scrupulously follows all the right rules), the resulting product may still be defective because social factors have influ­enced the context of discovery'. Thus, Okruhiik concludes, philosophers of science must acknowledge that the context of discovery has an epistemic significance and that philosophy of science should not focus exclusively on the context of justification.In the light of her analysis, Okruhiik proposes that we should improve the objectivity of science by changing its social organization. Among other things, this means enouraging women to pursue scientific careers, elimi­nating sex discrimination in promotion and hiring, making sure that re­search by women gets the recognition it deserves, and ensuring that the voices of women scientists are heard and taken seriously when they criti­cize the work of their male colleagues. For, like Longino, Okruhiik locates the objectivity of science, not in its methodological rules or its cognitive
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values, nor in the vain hope that contextual values could be eliminated at the level of the individual scientist, but in the community of scientists striving to encourage criticism by including a diversity of viewpoints.As Okruhlik notes, her proposal falls somewhere between the first two types of feminist critique on Harding's list. With feminist empiricism it shares the conviction that science should aim at improving its objectivity and that established scientific method (based on the cognitive values of science) plays an important role in achieving that goal. But, unlike fem­inist empiricism, Okruhlik’s proposal insists that contextual values influ­ence the content of science and that the social arrangements of science in controlling that influence are of vital importance. As Okruhlik puts it. both feminist empiricism and standpoint epistemology err when they as­sume that the rationality of the scientific community' is just individual rationality writ large or that science can be reformed at the level of indi­vidual psychology'. Unlike standpoint epistemology', Okruhlik does not as­sume that women have distinctively feminist values that are superior to those of men. Nor does Okruhlik claim that including more women in science in the w'ays proposed is either necessary or sufficient for an im­provement in scientific objectivity. But she thinks that such an improve­ment is likely, given the way science operates. In short, science will quite probably become more objective if her proposal is adopted, not by being transformed into some new kind of feminist science approached from a distinctively feminist standpoint, but by including the feminist standpoint along with others.

2 .9  | S u m m ary

In one way or another, all the readings in this chapter focus on Kuhn’s 
T he Structure o f  S c ie n tif ic  R e v o lu tio n s . For it w'as Kuhn’s book that made such a dramatic case for the role contextual values play in shaping sci­entific judgments about theories. Kuhn's notion of a paradigm and his view’s about the limits of cognitive values in determining the outcome of scientific revolutions have been influential and remain controversialAs we have seen, Kuhn has two groups of arguments for his conclu­sion about the lack of rationality' and objective progress in scientific rev­olutions. The first group includes the arguments from the theorv-iadenness of observation and from meaning variance. Both have been widely criti­cized, and in his more recent publications Kuhn has toned down consid­erably his reliance on these arguments. The second group includes a number of arguments claiming that cognitive values alone cannot deter­mine a scientist’s decision to embrace or reject a new paradigm. Many critics have accused T he S t ru c tu re  o f  S c ie n t i f ic  R e v o lu tio n s of portraying science as irrational. In later papers, such as “Objectivity, Value Judgment,



and Theory Choice,” Kuhn has responded to these critics by emphasizing 
the importance of shared, cognitive values in providing-a basis for reasoned 
argument during paradigm debates. Nevertheless, he still insists that shared 
values can hike us only so far in deciding between rival paradigms. Ulti­
mately, all such decisions must rest on personal, subjective, and cultural 
factors that are beyond the reach of rationality.

M cM ullin and  Laudan both criticize Kuhn’s second group of argu­
ments. M cM ullin  is especially critical of Kuhn's assumptions that all par­
adigms share a common set of epistemic values, that epistemic values 
cannot be given any rational justification, and that we can make sense of 
scientific revolutions (such as the Gopemican revolution) without address­
ing the question of scientific realism.

Laudan condemns all of Kuhn’s arguments as unsound and traces 
their defects to Kuhn’s adoption of a flawed, hierarchical model of sci­
entific rationality. In opposition to the hierarchical model of scientific 
rationality, Laudan advocates his own, reticulational model. One impor­
tant feature of the reticulational model is that it allows for the rational 
justification of the components of paradigms at a variety of levels, recog­
nizing that scientists can and do discuss, accept, and reject the compo­
nents of paradigms piecem eal. Moreover, Laudan thinks that not all 
justification is top-down. Thus, unlike Kuhn, Laudan believes that scien­
tists can and do engage in rational debate concerning the aims and goals 
of science.

Longino offers a new approach to understanding the nature of sci­
entific objectivity by defending the contextualist analysis of evidence. 
W hich hypotheses we take to be confirmed by which evidence crucially 
depends on our background beliefs and assumptions. Nonetheless, science 
can be objective if its social organization permits and encourages criticism 
of these beliefs. Thus, she concludes, scientific objectivity is a matter of 
degree, depending not on the methodological rules by which individual 
scientists judge and select hypotheses, but on the way that the scientific 
community is organized.

Okruhlik discusses several recent cases in (he life sciences that have 
led feminists to accuse science of sexist bias. Okruhlik thinks that the 
feminists are right: in some areas of biology and anthropology, androcen­
tric bias has compromised scientific objectivity’- Of particular importance 
is the role that contextual values play in shaping the formation of hypoth­
eses in the context of discovery. In this way, regardless of the rationality 
of our procedure for selecting among theories, contextual values can infect 
the content of science. Like Longino, Okruhlik thinks that the solution 
lies in the reform of the social organization of science, making sure that 
it includes feminist and other standpoints. Okruhlik compares and 
contrasts her proposal with three varieties of feminist critique of science 
—feminist empiricism, standpoint epistemologies, and feminist post­
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modernism—and argues that her position falls somewhere between the 
first two.
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■ | Notes
1. Also important is the question of how scientific theories have affected our views 
about morality. Of particular interest here is the effect that biological theories 
(such as Darwin’s) have had on our ideas about egoism, altruism, and cooperation, 
and whether there is any sort of evolutionary ethics worthy of the name. Again, 
fascinating though this is, it fells outside the scope of this chapter.
2. Kuhn retracted this claim in his Postscript, where he concedes that "the mem­
bers of all scientific communities, including the schools of the “pre-paradigm” 
period, share the sorts of elements which I have collectively labelled 'a paradigm.’ 
What changes with the transition to maturity is not the presence of a paradigm 
but rather its nature. Only after the change is normal puzzle-solving research 
possible” (The Structure o f  S cien tific R evolutions, 179).
3. For criticisms of Kuhn’s appeal to the history of science, see Janet A. Kourany, 
“The Nonhistorical Basis of Kuhn’s Theory of Science,” Nature and  System  1 
(1979): 46—59, and Martin Curd “Kuhn, Scientific Revolutions and the Coper- 
nican Revolution,” Nature and  System  9 (1984): 1 — 14.
4. The example is adapted from Carl Kordig, “The Theory-Ladenness of Obser­
vation,” R eview  o f  M etaphysics 24 (1971): 448-84.
5. This point is made with devastating clarity in Israel Scheffler, S cien ce and  
Subjectivity (Indianapolis, Ind.: Bobbs-Merrill, 1967), 36-40.
6. And, of course, Kuhn himself agrees with us, since, using his terminology, the 
accumulation of anomalies, of observations that contradict our theoretical expec­
tations, are a prerequisite to a scientific revolution. Thus, it cannot be Kuhn’s view 
that perception is so theory laden as to preclude such observations.
7. Newton’s theory requires that the force of gravity' acts instantaneously between 
every pair of particles in the universe, regardless of their distance apart and the 
emptiness of the space that separates them. Among other things, this implies that, 
if the sun were suddenly to disappear, the effect on the earth would be immediate 
and the earth would start moving in a straight line at the very instant that the sun 
vanishes. In modern field theories of gravity (such as the general theory of rela­
tivity) it would take about eight minutes for the effect to reach the earth (since 
gravitational influence travels at the speed of light). It was precisely because action 
at a distance seems so spooky, so “miraculous,” lacking as it does any intelligible 
mechanism, that Leibniz and others declared it to be scientifically illegitimate.
8. “Throughout this paper I have implicitly assumed that, whatever their initial 
source, the criteria or values deployed in theory choice are fixed once and for all, 
unaffected by their participation in transitions from one theory to another. Roughly 
speaking, but only very' roughly, I take that to be the case. If the list of relevant 
values is kept short (I have mentioned five, not all independent) and if their



specification is left vague, then such values as accuracy, scope, and fruitfulness 
are permanent attributes of science” (Kuhn, “Objectivity, Value Judgment, and 
Theory Choice,” Essential Tension, 335 [114]).
9. As Peter Lipton has put it, Kuhn is “Kant on wheels.” Like Kant, Kuhn distin­
guishes between the world as it is in itself and the world as structured by our 
concepts, insisting that we can know only the latter world, a world we are partly 
responsible for creating. But unlike Kant, Kuhn thinks that this world changes 
whenever our scientific theories change. Thus, according to Kuhn, the world that 
scientists study at a particular time has only a limited lifespan. There is no single, 
objective notion of truth that can be applied to all such worlds and thus no ob­
jective sense in which science can be said to progress by getting closer to the truth. 
See Peter Lipton, “Coordinating Science,” Nature 364 (1993): 770. Scientific 
realists find views such as Kuhn’s false and abhorrent. See chapiter 9.
10. See editorial footnote, p. 12.
11. Since all the planets, including the earth, circle the sun, the planets that lie 
inside the earth’s orbit, namely Mercury and Venus, will never be seen at more 
than a certain angular distance from the sun. The planets move more slowly, the 
further their distance from the sun. Retrograde motion occurs either when the 
earth is overtaken on the inside by Mercury and Venus or when the earth overtakes 
the planets (such as Mars, Jupiter, and Saturn—the so-called superior planets) that 
lie outside of the earth’s orbit. Necessarily, then, retrograde motion will occur only 
when the planet, the earth, and the sun lie in a straight line. For the superior 
planets, this will be when the planet lies opposite the sun as seen from the earth 
(what astronomers call opposition); for the inferior planets, retrograde motion will 
occur only when the planet passes between the sun and the earth (what astrono­
mers call conjunction).
12. See, for example, her criticism of Hempel’s satisfaction criterion in chapter 2 
of S cien ce as S ocia l Know ledge.
13. For a helpful introduction to Habermas’s views about science, placing them 
in the context of thinkers such as Max Weber and Karl Marx, see Robert Hollinger, 
“From Weber to Habermas,” in Introductory Readings in th e Philosophy o f  S cien ce, 
rev. ed., ed. E. D. Klemke, Robert Hollinger, and A. David Kline (Buffalo, N.Y.: 
Prometheus Books, 1988), 416—26.
14. Trofim Lysenko, a convinced believer in the Larmarckian doctrine of the 
inheritance of acquired characteristics, obtained dictatorial power over Soviet bi­
ology under Stalin. Scientists and teachers who disagreed with Lysenko lost their 
jobs and some, their lives. This grim episode set Soviet biology back for decades.
15. Longino’s own formulation of her fourth criterion is somewhat problematic, 
since it specifies that intellectual authority in science should be shared among 
“qualified practitioners.” Obviously, if “qualified practitioners” means something 
like “having received a first-rate scientific training,” no violation of the criterion 
will have occurred if women or racial minorities are denied such training or dis­
couraged from seeking it.
16. Helen E. Longino, “In Search of Feminist Epistemology,” M onist 77 (1994):
427-85.
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17. Barbara McClintock (1902—92) received the Nobel Prize for Physiology or 
Medicine in 1983 for her pioneering work on “jumping genes” in maize. Using 
classical genetical and cytological techniques, McClintock concluded that genetic 
elements in the chromosomes of maize can move around in response to changes 
in the chemical environment of the cell. Although she was not herself a feminist, 
McClintock’s research has been regarded as a good illustration of a distinctively 
feminist approach to science. See, for example, Evelyn Fox Keller, A F eeling for 
the Organism : The Life and Work o f  Barbara M cClintock  (San Francisco: W. H. 
Freeman, 1983). It should be noted that, although McClintock’s theory of trans­
posable elements was ignored for several decades, she was far from being a sci­
entific outsider. In fact, she was elected to the United States Academy of Sciences 
in 1944 and received many honors and awards for her experimental work in cy­
togenetics, including the Kimber Genetics Award (1967) and the National Medal 
of Science (1970). In 1981, she was the first recipient of the MacArthur Laureate 
Award, granting her a lifetime fellowship of $60,000 a year, tax free. Keller com­
ments that “if Barbara McClintock’s story illustrates the fallibility' of science, it 
also bears witness to the underlying health of the scientific enterprise. Her eventual 
vindication demonstrates the capacity of science to overcome its’ own character­
istic kinds of myopia, reminding us that its limitations do not reinforce them­
selves indefinitely" (Keller, 197). Despite respect for her experimental work, 
McClintock’s theoretical ideas were hard for many scientists to accept in the 1950s 
and 1960s because they ran counter to the prevailing paradigm that genes are 
fixed, stable units of heredity and that information always flows from genes to 
proteins, never in the reverse direction.



5 I
The Duhem-Quine 
Thesis and Under- 
determination

I n t r o d u c t i o n

Probably no set of doctrines has had a greater influence on modem phi­
losophy of science than those included under the designation of the 
Duhem-Quine thesis. Thinkers as diverse as Sandra Harding, Bas van 
Fraassen, Mary Hesse, David Bloor, Arthur Fine, Helen Longino, Thomas 
Kuhn, and Richard Rorty have invoked, in one form or another, a version 
of the Duhem-Quine thesis to reach conclusions about the limitations of 
empirical evidence and the rules of scientific method as a constraint on 
our acceptance or rejection of scientific theories. Some of these philoso­
phers have argued that no scientific theory can ever be conclusively re­
futed (thus repudiating one of the central features of Popper’s philosophy 
of science); others of them have concluded that, given the presumed gap 
separating theory from evidence and the presumed insufficiency of meth­
odological rules in bridging that gap, we should never accept any theory 
as objectively true no matter how well it agrees with the available evidence 
(thus abandoning scientific realism in favor of some version of skeptical 
relativism). As we shall see, an astonishing variety of doctrines fall under 
the Duhem-Quine umbrella. The aim of the readings and commentary 
in this chapter is to identify these doctrines, to understand how they are 
related, and to provide a framework for assessing their credibility.

The chapter begins, appropriately enough, with readings from Pierre 
Duherri and W. V. Quine. The selection by Duhem comes from his book 
The A im  an d  Structure o f  Physical Theory, first published (in French ) in 
1906 (although the papers on which it was based were written in the 
1890s). The piece from Quine, “Two Dogmas of Empiricism” (1951), is 
a modern classic that has had a wide-ranging influence on many areas of 
philosophy, especially epistemology and the philosophy of science. As 
Donald Gillies points out in his article, “The Duhem Thesis and the
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Quine Thesis," the differences in the scope and focus of the arguments 
of Duhem and Quine are so great that it makes little sense, historically, 
to link the names of the two men together as espousing a single, common 
thesis. Nonetheless, Gillies thinks that, historical considerations aside, we 
can assemble from the different but related views of Duhem and Quine 
a plausible version of holism that can aptly be named the Duhem-Quine 
thesis.

In “Demystifying Underdetermination” Larry Laudan launches a spir­
ited attack on all versions of the underdetermination thesis that have been 
espoused by Quine and his followers. Laudan is especially critical of those 
who—like Kuhn, Hesse, and Bloor—have used Duhem-Quine-style ar­
guments to bolster their view that science is governed to a large degree by 
sociological forces (not logic and scientific method) and can be under­
stood only by taking these historical and social factors into account. 
Laudan argues that once one distinguishes different versions of the un­
derdetermination thesis, underdeterroination shows itself to be either true 
but innocuous or dramatic and false. All too often, he warns, philosophers 
take for granted a radical version of the underdetermination thesis without 
giving anything like a plausible argument to support it.
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P i e r r e  D u h e m

Physical Theory 
and Experiment

1 | The Experim ental Testing of a Theory Does Not
Have the Sam e Logical S im p lic ity  in Physics as in 
Physiology

The sole purpose of physical theory is to provide a representation and 
classification of experimental laws; the only test permitting us to judge a 
physical theory and pronounce it good or bad is the comparison between 
the consequences of this theory and the experimental laws it has to rep­
resen) and classify. Now that we have minutely analyzed the characteristics 
of a physical experiment and of a physical law, we can establish the prin­
ciples that should govern the comparison between experiment and theory; 
we can tell how we shall recognize whether a theory' is confirmed or 
weakened by facts.

When many philosophers talk about experimental sciences, they think 
only of sciences still close to their origins, e.g., physiology or certain 
branches of chemistry where the experimenter reasons directly on the facts 
by a method which is only common sense brought to greater attentiveness 
but where mathematical theory has not yet introduced its symbolic rep­
resentations. In such sciences the comparison between the deductions of 
a theory and the facts of experiment is subject to very simple rules. These 
rules were formulated in a particularly forceful manner by Claude Ber­
nard, who would condense them into a single principle, as follows:

“The experimenter should suspect and stay away from fixed ideas, and 
always preserve his freedom of mind.

"The first condition that has to be fulfilled by a scientist who is de­
voted to the investigation of natural phenomena is to preserve a complete 
freedom of mind based on philosophical doubt.”'

From Pierre Duhem, The Aim and Structure o f Physical Theory, trans. Philip P. 
Wiener (Princeton, N.J.: Princeton University Press, 1954), 180-95, 208-18.



If a, theory suggests experiments to be done, so much die better: ■.
we can follow our judgment and our thought, give free rein to our imag- 
ination provided that all our ideas are only pretexts for instituting new 
experiments that may furnish us probative facts or unexpected and fruitful 
ones.“2 Once the experiment is done and the results clearly established, 
i f  a theory takes them over in order to generalize them, coordinate them, 
and draw from them new subjects for experiment, still so much the better:

. . if one is imbued with the principles of experimental method, there 
is nothing to fear; for so long as the idea is a right one, it will go on being 
developed; when it is an erroneous idea, experiment is there to correct 
it.”’ But so long as the experiment lasts, the theory should remain waiting, 
under strict orders to stay outside the door o f the laboratory; it should keep 
silent and leave the scientist without disturbing him while he faces the 
facts directly; the facts must be observed without a preconceived idea and 
gathered with the same scrupulous impartiality, whether they confirm or 
contradict the predictions of the theory. The report that the observer will 
give us of his experiment should be a faithful and scrupulously exact re­
production of the phenomena, and should not let us even guess what 
system the scientist places his confidence in or distrusts.

“Men who have an excessive faith in their theories or in their ideas 
are not only poorly disposed to make discoveries but they' also make very 
poor observations. They necessarily observe with a preconceived idea and. 
when they have begun an experiment, they want to see in its results only 
a confirmation o f their theory. Thus they distort observation and often 
neglect very important facts because they go counter to their goal. That 
is what made us say elsewhere that we must never do experiments in order 
to confirm our ideas but merely to check them .. . .  But it quite naturally 
happens that those who believe too much in their own theories do not 
sufficiently believe in the theories of others. Then die dominant idea of 
these condemners of others is to find fault with the theories of the latter 
and to seek to contradict them. The setback for science remains die same. 
They are doing experiments only in order to destroy a  theory instead of 
doing diem in order to look for the truth. They also make poor observa­
tions because they take into the results o f their experiments only » h a t fits 
their purpose, by neglecting what is unrelated to it, and by very carefully 
avoiding whatever might go in the direction o f the idea they wish to com­
bat. Thus one is led by two parallel paths to the same result, that is to say, 
to falsifying science and the facts.

"The conclusion of all this is that it is necessary to obliterate one’s 
opinion as well as that o f others «hen faced with the decisions o f the 
experiment; . . . we must accept the results o f experiment just as they 
present themselves with all that is unforeseen and accidental in them.”4

Here, for example, is a physiologist who admits that die anterior roots 
of the spinal nerve contain the motor nerve-fibers and die posterior roots 
the sensory fibers. The theory he accepts leads him to imagine an exper-
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¡ment if he cuts a certain anterior root, he ought to be suppressing the 
mobility o f a certain part o f the body without destroying its 'sensibility; 
after making the section o f this root, when he observes the consequences 
of his operation and when he makes a report of it, he must put aside all 
his ideas concerning the physiology o f the spinal nerve; his report must 
be a raw description o f the facts; he is not permitted to overlook or fail to 
mention any movement or quiver contrary to his predictions or to attri­
bute it to some secondary cause unless some special experiment has given 
evidence o f this cause; he must, i f  he does not wish to be accused of 
scientific bad faith, establish an absolute separation or watertight com­
partment between the consequences o f his theoretical deductions and the 
establishing o f the facts shown by his experiments.

Such a rule is not by any means easily followed; it requires o f the 
scientist an absolute detachment from his own thought and a complete 
absence of animosity when confronted with the opinion of another person; 
neither vanity nor envy ought to be countenanced by him. As Bacon put 
it, he should never show eyes lustrous with human passions. Freedom of 
mind, which constitutes the sole principle o f experimental method, ac­
cording to Claude Bernard, does not depend merely on intellectual con­
ditions, but also on moral conditions, making ite practice rarer and more 
meritorious.

But if  experimental method as just described is difficult to practice, 
the logical analysis o f it is very simple. This is no longer the case when 
the theory' to be subjected to test by the facts is not a theory' o f physiology 
but a theory o f physics. In the latter case, in fact, it is impossible to leave 
outside the laboratory door the theory that we wish to test for without 
theory it is impossible to regulate a single instrument or to interpret a 
single reading. W e have seen that in the mind o f the physicist there are 
constantly present two sorts o f apparatus: one is the concrete apparatus in 
glass and metal, manipulated by him, the otiter is the schematic and ab­
stract apparatus which theory substitutes for the concrete apparatus and 
on which the physicist does his reasoning. For these two ideas are indis­
solubly connected in his intelligence, and each necessarily calls on the 
other; the.physicist can no sooner conceive the concrete apparatus without 
associating with it the idea o f the schematic apparatus than a Frenchman 
can conceive an idea without associating it with the French word express­
ing it. This radical impossibility, preventing one from dissociating physical 
theories from the experimental procedures appropriate for testing these 
theories, complicates this test in a singular way, and obliges us to examine 
the logical meaning o f it carefully.

O f course, the physicist is not the only one who appeals to theories 
at the very time he is experimenting or reporting the results o f his exper­
iments. TTte chemist and the physiologist when they make use o f physical 
instruments, e.g., the thermometer, the manometer, the calorimeter, the 
galvanometer, and the saccharimeter, implicitly admit the accuracy of
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the theories justifying the use of these pieces of apparatus as well as of the 
theories giving meaning to the abstract ideas of temperature, pressure, 
quantity of heat, intensity of current, and polarized light, by means of 
which the concrete indications of these instruments are translated. But the 
theories used, as well as the instruments employed, belong to the domain 
of physics; by accepting with these instruments the theories without which 
their readings would be devoid of meaning, the chemist and the physiol­
ogist show their confidence in the physicist, whom they suppose to be 
infallible. The physicist, on the other hand, is obliged to trust his own 
theoretical ideas or those of his fellow-physicists. From the standpoint of 
logic, the difference is of little importance; for the physiologist and chemist 
as well as for the physicist, the statement of the result of an experiment 
implies, in general, an act of faith in a whole group of theories.

2 | An Experiment in Physics C an  Never Condem n an
Isolated Hypothesis but O nly a  W hole Theoretical 
Group

The physicist who carries out an experiment, or gives a report of one, 
implicitly recognizes the accuracy of a whole group of theories. Let us 
accept this principle and see what consequences we may deduce from it 
when we seek to estimate the role and logical import of a physical ex­
periment.

In order to avoid any confusion we shall distinguish two sorts of ex­
periments: experiments of application, which we shall first just mention, 
and experiments of testing, which will be our chief concern.

You are confronted with a problem in physics to be solved practically; 
in order to produce a certain effect you wish to make use of knowledge 
acquired by physicists; you wish to light an incandescent bulb; accepted 
theories indicate to you the means for solving the problem; but to make 
use of these means you have to secure certain information; you ought, I 
suppose, to determine the electromotive force of the battery of generators 
at your disposal; you measure this electromotive force: that is what 1 call 
an experiment of application. This experiment does not aim at discovering 
whether accepted theories are accurate or not; it merely intends to draw 
on these theories. In order to carry it out, you make use of insiruments 
that these same theories legitimize; there is nothing to shock logic in this 
procedure.

But experiments of application are not the only ones the physicist has 
to perform; only with their aid can science aid practice, but it is not 
through them that science creates and develops itself; besides experiments 
of application, we have experiments of testing.

A physicist disputes a certain law; he calls into doubt a certain theo-



reticai point. How will he justify these doubts? How will he demonstrate 
the inaccuracy of the law? From the proposition under indictment he will 
derive the prediction of an experimental fact; he will bring into existence 
the conditions under which this fact should be produced; if the predicted 
feet is not produced, the proposition which served as the basis of the 
prediction will be irremediably condemned.

F. E. Neumann assumed that in a ray of polarized light the vibration 
is parallel to the plane of polarization, and many physicists have doubted 
this proposition. How did O. Wiener undertake to transform this doubt 
into a certainty in order to condemn Neumann’s proposition? He deduced 
from this proposition the following consequence; If we cause a light beam 
reflected at 45* from a plate of glass to interfere with the incident beam 
polarized perpendicularly to the plane of incidence, there ought to appear 
alternately dark and light interference bands parallel to the reflecting sur­
face; he brought about the conditions under which these bands should 
have been produced and showed that the predicted phenomenon did not 
appear, from which he concluded that Neumann's proposition is false, 
viz., that in a polarized ray of light the vibration is not parallel to the plane 
of polarization.

Such a mode of demonstration seems as convincing and as irrefutable 
as the proof by reduction to absurdity customary among mathematicians: 
moreover, this demonstration is copied from the reduction to absurdity, 
experimental contradiction playing the same role in one as logical contra­
diction plays in the other.

Indeed, the demonstrative value of experimental method is far from 
being so rigorous or absolute: the conditions under which it functions are 
much more complicated than is supposed in what we have just said: the 
evaluation of results is much more delicate and subject to caution.

A physicist decides to demonstrate the inaccuracy of a proposition: in 
order to deduce from this proposition the prediction of a phenomenon 
and institute the experiment which is to show whether this phenomenon 
is or is not produced, in order to interpret the results of this experiment 
and establish that the predicted phenomenon is not produced, he does 
not confine himself to making use of the proposition in question; he makes 
use also of a whole group of theories accepted by him as beyond dispute. 
The prediction of the phenomenon, whose nonproduction is to cut off 
debate, does not derive from the proposition challenged if taken by itself, 
but from the proposition at issue joined to that whole group of theories; 
if the predicted phenomenon is not produced, not only is the proposition 
questioned at fault, but so is the whole theoretical scaffolding used by the 
physicist. The only thing the experiment teaches us is that among the 
propositions used to predict the phenomenon and to establish whether it 
would be produced, there is at least one error; but where this error lies is 
just what it does not tell us. The physicist may declare that this error is 
contained in exactly the proposition he wishes to refute, but is he sure it
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is not in another proposition? If he is, he accepts implicitly the accuracy 
of all the other propositions he has used, and the validity of his conclusion 
is as great as the validity o f his confidence.

Let us take as an example the experiment imagined by Zenker and 
carried out by O. Wiener. In order to predict the formation of bands in 
certain circumstances and to show that these did not appear, Wiener did 
not make use merely of die famous proposition o f F. E. Neumann, the 
proposition-which he wished to refute; he did not merely admit that in a 
polarized ray vibrations are parallel to the plane o f polarization; but he 
used, besides this, propositions, laws, and hypotheses constituting the op- 
tics commonly accepted: he admitted that light consists in simple periodic 
vibrations, that these vibrations are normal to the light ray, that at each 
point the mean kinetic energy of the vibratory motion is a measure of the 
intensity of light, that the more or less complete attack of the gelatine 
coating on a photographic plate indicates the various degrees of this in­
tensity, By joining these propositions, and many others that would take 
too long to enumerate, to Neumann’s proposition, Wiener was able to 
formulate a forecast and establish that the experiment belied it. If he at­
tributed this solely to Neumann’s proposition, if it alone bears the respon­
sibility for the error this negative result has put in evidence, then Wiener 
was taking all the other propositions he invoked as beyond doubt. But this 
assurance is not imposed as a matter of logical necessity; nothing stops us 
from taking Neumann's proposition as accurate and shifting die weight of 
the experimental contradiction to some other proposition o f the commonly 
accepted optics; as H. Poincaré has shown, we can very easily rescue Neu­
mann’s hypothesis from the grip of Wiener’s experiment on the condition 
that we abandon in exchange die hypothesis which takes the mean kinetic 
energy as the measure o f the light intensity; we may, without being con­
tradicted by die experiment, let the vibration be parallel to the plane of 
polarization, provided that we measure the light intensity by the mean 
potential energy of the medium deforming the vibratory motion.

These principles are so important that it will be useful to apply them 
to another example; again we choose an experiment regarded as one of 
the roost decisive ones in optics.

We know that Newton conceived the emission theory for optical phe­
nomena. The emission theory supposes light to be formed o f extremely 
thin projectiles, thrown out with very great speed by the sun and other 
sources o f light; these projectiles penetrate all transparent bodies; on ac­
count of the various parts of the media through which they move, they 
undergo attractions and repulsions; when the distance separating the act­
ing particles is very small these actions are very powerful, and they vanish 
when the masses between which they act are appreciably for from each 
other. These essential hypotheses joined to several others, which we pass 
over without mention, lead to the formulation o f a complete theory of 
reflection and refraction o f light; in particular, they imply the following
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proposition: The index o f refraction o f light passing from one medium 
into another is equal to the velocity o f the light projectile within the 
medium it penetrates, divided by the velocity o f the same projectile in 
the medium it leaves behind.

This is the proposition that Arago chose in order to show that the 
theory o f emission is in contradiction with the facts. From this proposition 
a second follows: Light travels faster in water than in air. Now Arago had 
indicated an appropriate procedure for comparing the velocity of light in 
air with the velocity o f light in water; the procedure, it is true, was inap­
plicable, but Foucault modified the experiment in such a way that it could 
be carried out; he found that the light was propagated less rapidly in water 
than in air. W e may conclude from this, with Foucault, that the system 
of emission is incompatible with the facts.

I say the system o f emission and not die hypothesis o f emission; in 
fact, what the experiment declares stained with error is die whole group 
of propositions accepted by Newton, and after him by Laplace and Biot, 
that is, the whole theory from which we deduce the relation between the 
index o f refraction and the velocity o f light in various media. But in con­
demning this system as a whole by declaring it stained with enor. the 
experiment does not tell us where the error lies. Is it in the fundamental 
hypothesis that light consists in projectiles thrown out with great speed by 
luminous bodies? Is it in some other assumption concerning the actions 
experienced by light corpuscles due to the media through which the) 
move? We know nothing about that. It would be rash to believe, as Arago 
seems to have thought, that Foucault’s experiment condemns once and 
for all the very hypothesis o f emission, i.e., the assimilation o f a ray of 
light to a swarm of projectiles. If physicists had attached some value to 
this task, they would undoubtedly have succeeded in founding on this 
assumption a system o f optics that would agree with Foucault's experi­
ment.

In sum, the physicist can never subject an isolated .hypothesis to ex­
perimental test, but only a whole group of hypotheses; when the experi­
ment is in disagreement with his predictions, what he learns is that at least 
one of the hypotheses, constituting this group is unacceptable and ought 
to be modified; but the experiment does not designate which one should 
be changed.

We have gone a long way from the conception of the experimental 
method arbitrarily held by persons unfamiliar w’ith its actual functioning. 
People generally think that each one of the hypotheses employed in phys­
ics can be taken in isolation, checked by experiment and then, when 
many varied tests have established its validity, given a definitive place in 
the system of physics. In reality, this is not the case. Physics is not a 
machine which lets itself be taken apart; we cannot try each piece in 
isolation and, in order to adjust it, w-ait until its solidity has been carefollv 
checked. Physical science is a system that must be taken as a whole; it i?
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an organism in which one part cannot be made to function except when 
the parts that are most remote from it are called into play, some more so 
than others, but all to some degree. If something goes wrong, if some 
discomfort is felt in the functioning o f the organism, the physicist will 
have to ferret out through its effect on foe entire system which organ needs 
to be remedied or modified without the possibility of isolating this organ 
and examining it apart. The watchmaker to whom you give a watch that 
has stopped separates all the wheelworks and examines them one by one 
until, he finds foe part that is defective or broken. The doctor to whom a 
patient appears cannot dissect him in order to establish his diagnosis; he 
has to guess the seat and cause o f the ailment solely by inspecting disorders 
affecting the whole body. Now, the physicist concerned with remedying 
a limping theory resembles the doctor and not foe watchmaker.
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3 | A “C ruc ia l Experim ent7’ Is Impossible in  Physics

Let us press this point further, for we are touching on one of the essential 
features of experimental method, as it is employed in physics.

Reduction to absurdity seems to be merely a means of refutation, but 
it may become a method of demonstration: in order to demonstrate the 
truth of a proposition it suffices to comer anyone who would admit the 
contradictory of the given proposition into admitting an absurd conse­
quence. We know to what extent the Creek geometers drew heavily on 
this mode of demonstration.

Those who assimilate experimental contradiction to reduction to ab­
surdity imagine that in physics we may use a line of argument similar to 
the one Euclid employed so frequently in geometry. Do you wish to obtain 
from a group o f phenomena a theoretically certain and indisputable ex­
planation? Enumerate all foe hypotheses that can be made to account for 
this group of phenomena; then, by experimental contradiction eliminate 
all except one; foe latter will no longer be a hypothesis, but will become 
a certainty.

Suppose, for instance, we are confronted with only two hypotheses. 
Seek experimental conditions such that one o f foe hypotheses forecasts 
the production o f one phenomenon and foe other foe production of quite 
a different effect; bring these conditions into existence and observe what 
happens; depending on whether you observe foe first or foe second of the 
predicted phenomena, you will condemn foe second or the first hypoth­
esis; the hypothesis not condemned will be henceforth indisputable; de­
bate will be cut off, and a new truth will be acquired by science. Such is 
the experimental test that the author of the Novum Organum [Francis 
Bacon] called the “fact o f the cross,” borrowing this expression from the 
crosses which at an intersection indicate foe various roads.



W e are confronted with two hypotheses concerning the nature of 
light; for Newton, Laplace, or Biot light consisted of projectiles hurled 
with extreme speed, but for Huygens, Young, or Fresnel light consisted of 
vibrations whose waves are propagated within an ether. These are the only 
two possible hypotheses as far as one can see: either the motion is carried 
away by the body it excites and remains attached to it, or else it passes 
from one body to another. Let us pursue the first hypothesis; it declares 
that light travels more quickly in water than in air; but if we follow' the 
second, it declares that light travels more quickly in air than in water. Let 
us set up Foucault's apparatus; we set into motion the turning minor; we 
see two luminous spots formed before us, one colorless, the other greenish. 
If the greenish band is to the left of the colorless one, it means that light 
travels faster in water than in air, and that the hypothesis o f vibrating waves 
is false. If, on the contrary, the greenish band is to the right of the colorless 
one, that means that light travels faster in air than in water, and that the 
hypothesis of emissions is condemned. We look through the magnifying 
glass used to examine the two luminous spots, and we notice that the 
greenish spot is to the right of the colorless one; the debate is over; light 
is not a body, but a vibratory wave motion propagated by the ether; the 
emission hypothesis has had its day; the wave hypothesis has been put 
bey ond doubt, and the crucial experiment has made it a new article of 
the scientific credo.

What we have said in the foregoing paragraph shows how mistaken 
we should be to attribute to Foucault's experiment so simple a meaning 
and so decisive an importance; for it is not between two hypotheses, the 
emission and wave hypotheses, that Foucault’s experiment judges trench­
antly; it decides rather between two sets o f theories each o f which has to 
be taken as a whole, i.e., between two entire systems, Newton’s optics and 
Huygens’ optics.

But let us admit for a moment that in each o f these systems everything 
is compelled to be necessary by strict logic, except a single hypothesis; 
consequently, let us admit that the facts, in condemning one o f the two 
systems, condemn once and for all the single doubtful assumption it con­
tains. Does it follow that we can find in the “crucial experiment” an 
irrefutable procedure for transforming one o f the two hypotheses before 
us into a demonstrated tTUth? Between two contradictory theorems o f ge­
ometry there is no room for a third judgment; i f  one is false, the other is 
necessarily true. Do two hypotheses in physics ever constitute such a strict 
dilemma? Shall we ever dare to assert that no other hypothesis is imagi­
nable? Light may be a swarm o f projectiles, or it may be a vibratory motion 
whose waves are propagated in a medium; is it forbidden to be anything 
else at all? Arago undoubtedly thought so when he formulated this incisive 
alternative: Does light move more quickly in water than in air? "Light is 
a body. If the contrary is the case, then light is a wave.” But it would be 
difficult for us to take such a decisive stand; Maxwell, in foot, showed that
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we -might just as well attribute light to a periodical electrical disturbance 
that is propagated within a dielectric medium.

Unlike the reduction to absurdity employed by geometers, experi­
mental contradiction does not have the power to transform a physical 
hypothesis into an indisputable truth; in order to confer this power on it, 
it would be necessary to enumerate completely, the various hypotheses 
which may cover a determinate group of phenomena; but the physicist is 
never sure he has exhausted all die imaginable assumptions. The truth of 
a physical theory is not decided by heads or tails.

a66 f Cu. J The Di'hem-Qiüne Thesis a.vd Undsxdetermination

4  j Criticism  o f the  N ewtonian M ethod. First Example: 
C elestial M echanics

It is illusory to seek to constiuct by means of experimental contradiction 
a line of argument in imitation of the reduction to absurdity; but the 
geometer is acquainted with other methods for attaining certainty than the 
method of reducing to an absurdity; the direct demonstration in which 
the truth of a proposition is established by itself and not by the refutation 
of the contradictory proposition seems to him the most perfect o f argu­
ments. Perhaps physical theory would be more fortunate in its attempts if 
it sought to imitate direct demonstration. The hypotheses from which it 
starts and develops its conclusions would then be tested one by one; none 
would have to be accepted until it presented all the certainty that exper­
imental method can confer on an abstract and general proposition; that is 
to say, each would necessarily be either a  law drawn from observation by 
the sole use o f those two intellectual operations called induction and gen­
eralization, or else a corollary mathematically deduced from such laws. A 
theory based on such hypotheses would then not present anything arbitrary 
or doubtful; it would deserve all the confidence merited by the faculties 
which serve us in formulating natural laws.

It was fois sort o f physical theory that Newton had in mind when, in 
foe “General Scholium” which crowns his Principia, he rejected so vig- : 
orously as outside o f natural philosophy any hypothesis that induction did 
not extract from experiment; when he asserted that in a sound physics 
every proposition should be drawn from phenomena and generalized by 
induction.

The ideal method we have just described therefore deserves to be 
named foe Newtonian method. Besides, did not Newton follow fois 
method when he established foe system o f universal attraction, thus adding 
to his precepts foe most magnificent o f examples? Is not his theory of 
gravitation derived entirely from foe laws which were revealed to Kepler 
by observation, laws which problematic reasoning transforms and whose 
consequences induction generalizes?



This first law of Kepler's, “The radial vector from the sun to a planet 
sweeps out an area proportional to the time during-which the planet’s 
motion is observed,” did, in fact, teach Newton that each planet is con­
stantly subjected to a force directed toward the sun.

The second law of Kepler’s, "The orbit of each planet is an ellipse 
having the sun at one focus,” taught him that the force attracting a given 
planet varies with the distance o f this planet from the sun, and that it is 
in an inverse ratio to the square of this distance.

The third law of Kepler’s, “The squares of the periods o f revolution 
of the various planets are proportional to the cubes of the major axes of 
their orbits,” showed him that different planets would, if they were brought 
to the same distance from the sun, undergo in relation to it attractions 
proportional to their respective masses.

The experimental laws established by Kepler and transformed by geo­
metric reasoning yield all the characteristics present in the action exerted 
by the sun on a planet; by induction Newton generalized the result ob­
tained; he allowed this result to express the law according to which any 
portion of matter acts on any other portion whatsoever, and he formulated 
this great principle: "Any two bodies whatsoever attract each other with a 
force which is proportional to the product of their masses and in inverse 
ratio to the square of the distance between them.” The principle of uni­
versal gravitation was found, and it was obtained, without any use having 
been made of any Active hypothesis, by the inductive method the plan of 
which Newton outlined.

Let us again examine this application of the Newtonian method, this 
time more closely; let us see if a somewhat strict logical analysis will leave 
intact the appearance o f rigor and simplicity that this very summary ex­
position attributes to it.

In order to assure this discussion o f  all the clarity it needs, let us begin 
by recalling the following principle, familiar to all those who deal with 
mechanics; W e cannot speak o f the force which attracts a body in given 
circumstances before we have designated the supposedly fixed term of 
reference to which we relate the motion o f all bodies; when we change 
this point o f reference or term o f comparison, the force representing the 
effect produced on the observed body by foe other bodies surrounding it 
changes in direction and magnitude according to the rules stated by me­
chanics with precision.

That posited, let us follow Newton’s reasoning.
Newton first took foe sun as foe fixed point of reference; he consid­

ered foe motions affecting foe different planets by reference to foe sun: 
he admitted Kepler’s laws as governing these motions, and derived foe 
following proposition: If foe sun is foe point o f reference in relation to 
which all forces are compared, each planet is subjected to a force directed 
toward the sun, a force proportional to the mass o f the planet and to the
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in vers« square o f its distance from the sun. Since the latter is taken as the 
reference point, it is not subject to any force.

In an analogous manner Newton studied the motion o f the satellites 
and for each o f these he chose as a fixed reference point the planet which 
the satellite accompanies, the earth in the case o f the moon, Jupiter in 
the case o f the masses moving around Jupiter. Laws just like Kepler’s were 
taken as governing these motions, from which it follows that we can for* 
mulate the following proposition: I f  we take as a fixed reference point the 
planet accompanied by a satellite, this satellite is subject to a force directed 
toward the planet varying inversely with the square o f die distance. If, as 
happens with Jupiter, the same planet possesses several satellites, these 
satellites, were they at the same distance from die planet, would be acted 
on by the latter with forces proportional to their respective masses. T h e 
planet is itself not acted on by the satellite.

Such, in very precise form, are the propositions which Kepler's laws 
o f planetary motion and the extension o f these laws to the motions of 
satellites authorize us to formulate. For these propositions Newton substi- 
tuted another which may be stated as follows: Any two celestial bodies 
whatsoever exert on each other a  force o f attraction in the direction o f  the 
straight line joining them, a force proportional to the product o f their 
masses and to the inverse square o f the distance between them. T his state­
ment presupposes all motions and forces to be related to the same refer­
ence point; the latter is an ideal standard o f reference which may well be 
conceived by the geometer but which does not characterize in an exact 
and concrete manner the position in the sky o f any body.

Is this principle o f universal gravitation merely a generalization o f the 
two statements provided by Kepler’s laws and their extension to the motion 
o f satellites? Can induction derive it from these two statements? N ot at 
all. In fact, not Only is it more general than these two statements and 
unlike diem, but it contradicts them. T h e student o f m echanics who ac­
cepts the principle o f universal attraction can calculate the magnitude and 
direction of the forces between the various planets and the sun when die 
latter is taken as the reference point, and if he does he finds that these 
forces are not what OUT first statement would require. He can determine 
the magnitude and direction o f each o f the forces between Jupiter and its 
satellites when we refer all the motions to the planet, assumed to be fixed, 
and if he does he notices that these forces are not what our second state­
ment would require.

T he principle o f  universal gravity, very far  from being derivable by gen­
eralization an d  induction from  the observational laws o f  Kepler, formally  
contradicts these laws. I f  Newton's theory is correct, K epler’s laws are nec­
essarily false.

Kepler’s laws based on the observation o f celestial motions do not 
transfer their immediate experimental certainty to the principle of univer-
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sal weight, since if, on the contrary, we admit the absolute exactness of 
Kepler's laws, we are com pelled to reject the proposition on which Newton 
based his celestial mechanics. Far from adhering to Kepler's laws, the 
physicist who claim s to justify the theory of universal gravitation finds that 
he has, first o f a ll. to resolve a difficulty in  these laws: he has to prove that 
his theory, incom patible with the exactness of Kepler's laws, subjects the 

' motions of the planets and satellites to other laws scarcely different enough 
from the first laws for Tycho Brahé, Kepler, and their contemporaries to 
have been able to discern the deviations between the Keplerian and New* 
tonian orbits. This proof derives from the circumstances that the sun's 
mass is very large in relation to the masses of the various planets and the 
mass of a p lanet is very large in relation to the masses of its satellites.

Therefore, i f  the certainty of Newton's theory does not emanate from 
the certainty of Kepler’s laws, how w ill this theory prove its validity? It will 
calculate, with a ll the high degree of approximation that the constantly 
perfected methods of algebra involve, the perturbations which at each 
instant remove every heavenly body from the orbit assigned to it by Kep­
ler's laws; then it w ill compare the calculated perturbations with the per­
turbations observed by means of the most precise instruments and the most 
scrupulous methods. Such a comparison w ill not on ly bear on this or that 
part of the Newtonian princip le, but w ill involve all its parts a t  the same 
time; w ith those it w ill also involve a ll the principles o f dynamics; besides, 
it will call in the aid of all the propositions of optics, the statics o f gases, 
and the theory of heat, w hich are necessary to justify the properties of 
telescopes in their construction, regulation, and correction, and in the 
elim ination of the errors caused by d iurnal or annual aberration and by 
atmospheric refraction. It is no longer a matter of taking, one by one, laws 
justified by observation, and raising each o f them by induction and gen­
eralization to the rank of a principle; it is a matter of comparing the 
corollaries of a whole group of hypotheses to a whole group of facts

Now, if  we seek out the causes which have made the Newtonian 
method fail in this case for which it was imagined and which seemed to 
be the most perfect application for it, we shall find them in that double 
character.of any law  made use of by theoretical physics; This law  is sym­
bolic and approximate.

Undoubtedly, Kepler's law’s bear quite directly on the very objects of 
astronomical observation; they are as little symbolic as possible. But in this 
purely experim ental form they rem ain inappropriate for suggesting the 
principle of universal gravitation; in order to acquire this fecundity they 
must be transformed and must y ield  the characters of the forces by which 
the sun attracts the various planets.

Now this new  form of Kepler's laws is a symbolic form; only dynamics 
gives meanings to the words “force” and “mass,” which serve to state it, 
and only dynamics permits us to substitute the new symbolic formulas for



the old realistic formulas, to substitute statements relative to “forces” and 
“masses” for laws relative to orbits. T h e  legitimacy o f such a substitution 
implies foil confidence in the laws o f dynamics.

And in order to justify this confidence le t us not proceed to claim 
that die laws o f dynamics were beyond doubt at d ie time Newton made 
use o f them in symbolically translating Kepler's laws; that they had re­
ceived enough empirical confirmation to warrant the support o f  reason. 
In tact, the laws o f dynamics had been subjected up to that time to only 
very limited and very crude tests. Even their enunciations had remained 
very vague and involved; only in Newton's Principia  had they been for die 
first time formulated in a precise manner. It was in  die agreem ent o f the 
tacts with the celestial mechanics which Newton’s labors gave birth to that 
they received their first convincing verification.

Thus the translation o f Kepler’s laws into symbolic laws, d ie only kind 
useful for a theory, presupposed the prior adherence o f die physicist to a 
whole group o f hypotheses. But, in addition, Kepler’s .laws being only 
approximate laws, dynamics permitted giving diem  an infinity o f different 
symbolic translations. Among these various forms, infinite in number, 
there is one and only one which agrees with Newton’s principle. "Hie 
observations o f Tycho Brahd, so felicitously reduced to laws by Kepler, 
permit d ie theorist to choose this form, but they do not constrain him to 
do so, for there is an infinity o f others they permit him to choose.

The theorist cannot, therefore, be content to invoke Kepler’s laws in 
order to justify his choice. I f  he wishes to prove that the principle he has 
adopted is truly a principle o f natural classification for celestial motions, 
he must show that the observed perturbations are in agreement with those 
which had been calculated in advance; he has to show how from the 
course o f Uranus he can deduce the existence and position o f a new 
planet, and find Neptune in an assigned direction at the end o f his tele­
scope. . . .
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W e recognize a correct principle by the facility with which it straightens 
out the complicated difficulties into which the use o f erroneous principles 
brought us.

If, therefore, the idea we have put forth is correct, namely, that com­
parison is established necessarily between the whole  o f theory and the 
whole o f experimental facts, we ought in the light o f this principle to see 
the disappearance of the obscurities in which we should be lost by thinking 
that we are subjecting each isolated theoretical hypothesis to the test of 
tacts.



Foremost among the assertions in which we shall aim at eliminating 
the appearance of paradox, we shall place one that has recently been often 
formulated and discussed. Stated hist by G. Milhaud in connection with 
the "pure bodies" o f chemistry,' it has been developed at length and force* 
fully by H. Poincare with regard to principles o f mechanics;* Edouard Le 
Roy has also formulated it with great clarity.7

That assertion is as follows; Certain fundamental hypotheses of phys­
ical theory cannot be contradicted by any experiment, because they con­
stitute in reality definitions, and because certain expressions in the 
physicist’s usage take their meaning only through them.

Let us take one o f die examples cited by Le Roy;
When a heavy body falls freely, the acceleration of its fall is constant 

Can such a law be contradicted by experiment? No, for it constitutes the 
very definition of what is meant by “falling freely." If while studying the 
fall o f a heavy body we found that this body does not fall with uniform 
acceleration, we should conclude not that the stated law is false, but that 
the body does not fall freely, that some cause obstructs its motion, and 
that the deviations o f die observed facts from die law as stated would serve 
to discover this cause and to analyze its effects.

Thus, M. Le Roy concludes, “laws are verifiable, taking filings strict­
ly . . .  , because they constitute the very criterion by which we judge 
appearances as well as the methods that it would be necessary to utilize 
in order to submit them to an inquiry whose precision is capable of ex­
ceeding any assignable limit."

Let us study again in greater detail, in the light o f the principles 
previously set down, what this comparison is between the law of felling 
bodies and experiment.

Our daily observations have made us acquainted with a whole cate­
gory of motions which we have brought together under the name of mo­
tions of heavy bodies; among these motions is the falling of a heavy body 
when it is not hindered by any obstacle. The result o f this is that the words 
“free fall o f a heavy body" have a meaning for the man who appeals only 
to the knowledge of common sense and who has no notion of physical 
theories.

On the other hand, in order to classify the laws of motion in question 
die physicist has created a theory, the theory of weight, an important ap­
plication o f rational mechanics. In that theory, intended to furnish a sym­
bolic representation of reality’, there is also the question of “free fell of a 
heavy body," and as a consequence of the hypotheses supporting this 
whole scheme free fell must necessarily be a uniformly accelerated 
motion.

The words "free fall of a heavy body” now have two distinct meanings. 
For the man ignorant o f physical theories, they have their real meaning, 
and they mean what common sense means in pronouncing them; for the 
physicist they have a symbolic meaning, and mean "uniformly accelerated
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motion.” Theory would not have realized its aim if the second meaning 
were not the sign of the first, if a fall regarded as free by common sense 
were not also regarded as uniformly accelerated, or nearly uniformly ac­
celerated, since common-sense observations are essentially devoid o f pre­
cision, according to what we have already said.

This agreement, without which the theory would have been rejected 
without further examination, is finally arrived at: a'fall declared by com­
mon sense to be nearly free is also a fall whose acceleration is nearly 
constant. But noticing this crudely approximate agreement does not satisfy 
us; we wish to push on and surpass die degree of precision which common 
sense can c laim . With the aid of the theory that we have imagined, we 
put together apparatus enabling us to recognize with sensitive accuracy 
whether the fall of a body is or is not uniformly accelerated; this apparatus 
shows us that a certain fall regarded by common sense as a free foil has a 
slightly variable acceleration. The proposition which in our theory gives 
its symbolic meaning to the words "free foil” does not represent with suf­
ficient accuracy the properties of the real and concrete foil that we have 
observ ed.

Two alternatives are then open to us.
In the first place, we can declare tliat we were right in regarding the 

fall studied as a free fall and in requiring that die theoretical definition of 
these words agree w ith our observations. In this case, since our theoretical 
definition does not satisfy this requirement, it must be rejected; we must 
construct another mechanics on new hypotheses, a mechanics in which 
tine words “free fell” no longer signify “uniformly accelerated motion,” but 
“fall whose acceleration varies according to a certain law.”

In the second alternative, we may declare that we were wrong in 
establishing a connection between die concrete fell we have observed and 
the symbolic free fell defined by our theory, that the latter was too sim­
plified a scheme of the former, that in order to represent suitably the fell 
as our experiments have reported it the theorist should give up imagining 
a weight felling freely and think in terms o f a weight hindered by certain 
obstacles like the resistance of the air, that in picturing the action of these 
obstacles by means of appropriate hypotheses he will compose a more 
complicated scheme than a free weight but one more apt to reproduce 
the details of the experiment; in short, . . .  we may seek to eliminate by 
means of suitable "corrections" the “causes of error,” such as air resistance, 
which influenced our experiment.

M. Le Roy asserts that we shall prefer the second to die first alterna­
tive, and he is surely right in this. The reasons dictating this choice are 
easy to perceive. By taking the first alternative we should be obliged to 
destroy from top to bottom a very vast theoretical system which represents 
in a most satisfactoiy manner a very extensive and complex set of experi­
m ental laws. The second alternative, on the other hand, does not make 
us lose anything of the terrain already conquered by physical theory; in
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addition, it has succeeded in so large a number o f  cases that we can bank 
with interest on à new success. But in this confidence accorded the law 
o f fell o f weights, we see nothing analogous to the certainty that a math» 
ematical definition draws from its very essence, that is, to the kind of 
certainty we have when it would be foolish to doubt that the various points 
on a circumference are all equidistant from the center.

W e have here nothing more than a particular application o f the prin- 
ciple set down in Section 2 of this chapter, A disagreement between the 
concrete facts constituting an experiment and the symbolic representation 
which theory substitutes for this experiment proves that some part o f this 
symbol is to be rejected. But which part? This the experiment does not 
tell us; it leaves to our sagacity the burden o f guessing. Now among the 
theoretical elements entering into the composition o f this symbol there is 
always a certain number which the physicists o f a certain epoch agree in 
accepting without test and which they regard as beyond dispute. Hence, 
the physicist who wishes to modify this symbol will surely bring his mod­
ification to bear on elements other than those just mentioned.

But what impels the physicist to act thus is not logical necessity. It 
would be awkward and ill inspired for him to do otherwise, but it would 
not be doing something logically absurd; he would not for all that be 
walking in the footsteps o f the mathematician mad enough to contradict 
his own definitions. M ore than this, perhaps some day by acting differ­
ently, by refusing to invoke causes o f error and take recourse to corrections 
in order to reestablish agreement between the theoretical schem e and the 
fact, and by resolutely carrying out a reform among the propositions de­
clared untouchable by com mon consent, he will accomplish tire work o f 
a genius who opens a new career for a theory.

Indeed, we must really guard ourselves against believing forever war­
ranted those hypotheses which have becom e universally adopted conven­
tions, and whose certainty seem s to break through experimental 
contradiction by throwing the latter back on more doubtful assumptions. 
The history o f physics shows us that very often the human mind has been 
led to overthrow such principles completely, though they have been re­
garded by common consent for centuries as inviolable axioms, and to 
rebuild its physical theories on new hypotheses.

Was there, for instance, a clearer or more certain principle for 
thousands o f years than this one: In a homogeneous medium, light is 
propagated in a straight line? Not only did this hypothesis carry all former 
optics, catoptrics, and dioptrics, whose elegant geometric deductions rep­
resented at will an enormous number o f facts, but it had become, so to 
speak, the physical definition of a straight line. It is to this hypothesis that 
any man wishing to make a straight line appeals, the carpenter who vérifié* 
the straightness o f a piece o f wood, the surveyor who lines up his sights, 
the geodetic surveyor who obtains a direction with the help o f the pinholes 
o f his alidade, the astronomer who defines the position o f stars by the
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optical axis o f his telescope. However, the day came when physicists tired 
o f attributing to some cause o f  error the diffraction effects observed by 
Grim aldi, when they resolved to reject the law o f the rectilinear propa­
gation o f  light and to give optics entirely new foundations; and this bold 
resolution was die signal o f remarkable progress for physical theory.

2*74 ! Ch. 5 Tfi£ DSBik'Cviiit Tssiii AND UnDEftaKTEM(tK«RC.*<

9 | On Hypotheses Whose Statement Has No Experi­
mental Meaning

This example, as well as others we could add from die history o f science, 
should show that it would be very imprudent for us to say concerning a 
hypothesis commonly accepted today; “W e are certain that we shall never 
b e  led to abandon it because o f a new experiment, no matter how precise 
It Is.” Y et M . Poincare does not hesitate to enunciate it concerning the 
principles o f mechanics.*

T o  the reasons already given to prove that these principles cannot be 
reached by experimental refotation, M. Poincare adds one which seems 
even more convincing: Not only can these principles not be refuted by 
experiment because they are die universally accepted rules serving to dis­
cover in our theories the weak spots indicated by these refutations, but 
also, they cannot be refuted by experiment because the operation  w hich  
would c la im  to com pare them with the facts w ould have no meaning.

Let us explain that by an illustration.
T h e principle o f inertia teaches us that a material point removed from 

the action o f any other body moves in a straight line with uniform motion. 
Now, we can observe only relative motions; we cannot, therefore, give an 
experimental meaning to this principle unless we assume a certain point 
chosen or a certain geometric solid taken as a fixed reference point to 
which the motion o f the material point is related. 'Hie fixation o f this 
reference frame constitutes an integral part o f the statement, o f die law, 
for if we omitted it, this statement would be devoid o f meaning. There 
are as many different laws as there are distinct frames o f reference. W e 
shall be stating one law of inertia when we say that die motion o f an 
isolated point assumed to be seen from the earth is rectilinear and uni­
form, and another when we repeat the same sentence in referring the 
motion to the sun, and still another if  die frame of reference chosen is 
the totality of fixed stars. But then, one thing is indeed certain, namely, 
that whatever the motion o f a material point is, when seen from a first 
frame o f reference, we can always and in infinite ways choose a second 
frame o f  reference such that seen from die latter our material pointappears 
to move in a straight line with uniform motion. We cannot, therefore, 
attempt an experimental verification of the principle of inertia; false when 
we refer the motions to one frame of reference, it will becom e true when



selection is made o f another term of comparison, and we shall always be 
free to choose the latter. If  the I?1"  n f  inrrtaa stated by taking- the earth as 
a frame of reference is contradicted by an observation, we shall substitute 
for it the law of inertia whose statement refers the motion to the sun; if 
the latter in its turn is contraverted, we shall replace the sun in the state­
m ent of the law by the system of fixed stars, and so forth. It is impossible 
to stop this loophole.

Th e principle of tine equality o f action and reaction, analyzed at 
length by M . Poincari,* provides room for analogous remarks. This prin­
ciple may be stated thus: “Th e center o f gravity o f an isolated system can 
have only a uniform rectilinear motion.”

This is the principle that we propose to verify by experiment. “Can 
we make this verification? For that it would be necessary for isolated sys­
tems to exist. Now, these systems do not exist; the only isolated system is 
the whole universe.

“But we can observe only relative motions; the absolute motion o f the 
center of the universe will therefore be forever unknown. W e shall never 
be able to know if it is rectilinear and uniform or, better still, the question 
has no meaning. Whatever facts we may observe, we shall hence always 
be free to assume our principle is true.”

Thus many a principle o f mechanics has a form such that it is absurd 
to ask one s self: "Is this principle in agreement with experiment or not?” 
This strange character is not peculiar to the principles o f  mechanics; it 
also marks certain fundamental hypotheses o f our physical or chem ical 
theories.,#

For example, chem ical theory rests entirely on the “law o f multiple 
proportions”; here is die exact statement o f this law:

Simple bodies A, B , and C  may by uniting in various proportions 
form various compounds M , M ',. . . . T h e  masses o f the bodies A, B , and 
C  com bining to form the compound M  are to one another as the three 
numbers <z, b , and c. T h en  the masses o f  the elem ents A, B , and C  com­
bining to form the compound M ' will be to one another as the numbers 
xu, yb, and zc (x, y, and z being three whole numbers).

Is this law perhaps subject to experimental, .test7 C hem ical analysis 
will make us acquainted with the chem ical composition o f the body M ' 
not exactly but with a  certain approximation. T h e uncertainty o f the results 
obtained can be extremely small; it will never be strictly zero. Now. in 
whatever relations the elem ents A, B , and C  are com bined within the 
compound M ', we can always represent these relations, with as close an 
approximation as you please, by the mutual relations o f three products xa. 
yb, and zc, where x, y, and z  are whole numbers; in other words, what­
ever the results given by the chem ical analysis o f the compound M\ u-e 
are always sure to  find three integers x, y, and z thanks to which the law 
of multiple proportions will be verified with a precision greater than that 
o f the experiment. Therefore, no chem ical analysis, no matter how re­

Duhem ■  Physical Theory and Experiment ] 275



fined, will ever be able to show die law o f  multiple proportions to be 
wrong.

In like manner, all crystallography rests entirely on die "law of rational 
indices' which is formulated in the following way:

A trihedral being formed by three feces o f  a crystal, a fourth face cuts 
the three edges of this trihedral at distances from die summit which are 
proportional to one another as three given numbers, the parameters o f the 
crystal. Any other fece whatsoever should cut these same edges at distances 
from the summit which are to one another as xa, yb, and zc, where x, y, 
and z  are three integers, the indices o f the new fece of the crystal.

Th e most perfect protractor determines the direction o f a crystal’s face 
only with a certain degree o f approximation; the relations among the three 
segments that such a face makes on the edges of the fundamental trihedral 
are always able to get by with a certain error; now, however small this 
error is, we can always choose three numbers x, y, and z  such that the 
mutual relations o f these segments are represented with the least amount 
of error by the mutual relations o f the three numbers xa, yb, and zc-, the 
crvstallographer who would claim that the law of rational indices is made 
justifiable by his protractor would surely not have understood the very 
meaning o f the words he is employing.

Th e law of multiple proportions and the law of rational indices are 
mathematical statements deprived o f all physical meaning. A mathemati­
cal statement has physical meaning only if it retains a meaning when we 
Introduce the word “nearly” or “approximately.” This is not the case with 
the statements we have just alluded to. Their object really is to assert that 
certain relations are com m ensurable  numbers. They would degenerate into 
mere truisms if they were made to declare that these relations are approx« 
imately commensurable, for any incommensurable relation whatever is 
always approximately commensurable; it is even as near as you please to 
being commensurable.

Therefore, it would be absurd to wish to subject certain principles o f 
mechanics to direct experimental test; it would be absurd to subject the 
law of multiple proportions or the law o f rational indices to this di’cct test

Does it follow that these hypotheses placed beyond the reach of direct 
experimental refutation have nothing more to fear from experiment? That 
they are guaranteed to remain immutable no matter what discoveries ob­
servation has in store for us? T o  pretend so would be a serious error.

Taken in isolation these different hypotheses have no experimental 
meaning; there can be no question o f either confirming or contradicting 
them by experiment But these hypotheses enter as essentia) foundations 
into foe construction o f certain theories o f rational mechanics, o f chemical 
theory, o f crystallography. The object of these theories is to represent ex­
perimental laws; they are schematisms intended essentially to be compared 
with facts.

Now this comparison might some day very well show' us that one of 
our representations is ill adjusted to the realities it should picture, that the
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corrections which com e and complicate our schematism do not produce 
sufficient concordance between th;s schematism and the facts, that the 
theory accepted for a long time without dispute should be rejected, and 
that an entirely different theory should be constructed on entirely different 
or new hypotheses. O n that day some one o f our hypotheses, which taken 
in isolation defied direct experimental refutation, will crumble with the 
system it supported under the weight o f the contradictions inflicted by- 
reality on the consequences o f this system taken as a whole.11

In truth, hypotheses which by themselves have no physical meaning 
undergo experimental testing in exactly the same m anner as other hy­
potheses. Whatever the nature o f the hypothesis is, we have seen at the 
beginning o f this chapter that it is never in  isolation contradicted by ex­
periment; experimental contradiction always bears as a whole on the entire 
group constituting a theory without arty possibility o f  designating which 
proposition in this group should be rejected.

There thus disappears what might have seemed paradoxical in the 
following assertion: Certain physical theories rest on hypotheses which do 
not by themselves have any physical meaning.

IT AND 1

10 | Good Sense Is the Judge o f Hypotheses Which
Ought to Be Abandoned

W hen certain consequences o f a theory are struck by experimental con­
tradiction, we learn that this theory should be modified but we are not 
told by the experiment what must be changed. It leaves to the physicist 
the task o f finding out the weak spot that impairs the whole system. No 
absolute principle directs this inquiry, which different physicists may con­
duct in very different ways without having the right to accuse one another 
o f illogicality. For instance, one may be obliged to safeguard certain fun­
damental hypotheses while he tries to reestablish harmony between the 
consequences o f the theory and the facts by complicating the schematism 
in which these hypotheses are applied, by invoking various causes o f error, 
and by multiplying corrections. T h e next physicist, disdainful o f these 
complicated artificial procedures, may decide to change some one o f the 
essential assumptions supporting the entire system. T h e first physicist does 
not have the right to condemn in advance the boldness o f the second one. 
nor does the latter have the right to treat the timidity o f  the first physicist 
as absurd. Th e methods they follow are justifiable only by experiment, and 
if they both succeed in satisfying the requirements o f experiment each is 
logically permitted to declare himself content with the work that he has 
accomplished.

T h at does not mean that we cannot very properly prefer the work of 
one o f the two to that o f the other. Pure logic is not the only rule for our
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judgments; certain opinions which do not fell under the hammer o f die 
principle o f contradiction are in any case perfectly unreasonable. These 
motives which do not proceed from logic and yet direct our choices, these 
"reasons which reason does not know” and which speak to the ample 
"m ind o f finesse” but not to the “geometric mind,” constitute what is 
appropriately called good sense.

Now, it may be good sense that permits us to decide between two 
physicists. It may be that we do not approve o f the haste with which die 
second one upsets the principles o f a vast and harmoniously constructed 
theory whereas a modification o f detail, a slight correction, would have 
sufficed to put these theories in accord with the facts. O n the other hand, 
it may be that we may find it childish and unreasonable for the first 
physicist to maintain obstinately at any cost, at the price o f continual 
repairs and many tangled-up stays, the worm-eaten columns o f a building 
tottering in every part, when by razing these columns it would be possible 
to construct a simple, elegant, and solid system.

But these reasons of good sense do not impose themselves with the 
same implacable rigor that the prescriptions o f logic do. There is some­
thing vague and uncertain about them; they do not reveal themselves at 
the same time with die same degree o f clarity to all minds. Hence, the 
possibility o f lengthy quarrels between the adherents o f an old system and 
the partisans o f a new doctrine, each camp claiming to have good sense 
on its side, each party finding the reasons o f the adversary inadequate. T h e 
history o f physics would furnish us with innumerable illustrations o f  these 
quarrels at all times and in all domains. L et us confine ourselves to the 
tenacity and ingenuity with which Biot by a continual bestowal o f  correc­
tions and accessory hypotheses maintained the emissionist doctrine in op­
tics, while Fresnel opposed this doctrine constantly with new experiments 
favoring die wave theory.

In any event this state o f  indecision does not last forever. T h e day 
arrives when good sense com es out so clearly in favor o f one o f d ie two 
sides that the other side gives up the struggle even though pure logic would 
not forbid its continuation. After Foucault’s experiment had shown that 
light traveled faster in air than in water, B iot gave up supporting,the emis-, 
sion hypothesis; strictly, pure logic would not have compelled him to give' 
it up, for Foucault's experiment was n ot  die crucial experiment that Arago 
thought he saw in it, but by resisting wave optics for a longer time Biot 
would have been lacking in good sense.

Since logic does not determine with strict precision the time when 
an inadequate hypothesis should give way to a more fruitful assumption, 
and since recognizing this moment belongs to good sense, physicists may 
hasten this judgment and increase the rapidity o f scientific progress by 
trying consciously to make good sense within themselves more lucid and 
more vigilant. Now nothing contributes more to entangle good sense and 
to disturb its insight than passions and interests. Therefore, nothing will



delay the decision which should determine a fortunate reform in a physical 
theory more than the vanity which makes a physic ist"»oo intbslgent towards 
his own system and too severe towards the system o f another. W e are thus 
led to the.conclusion so clearly expressed by Claude Bernard: Th e sound 
experimental criticism o f  a hypothesis is subordinated to certain moral 
conditions; in order to estimate correctly the agreement o f a physical the­
ory with the facts, it is not enough to be a good mathematician and skillful 
experimenter; one must also be an impartial and faithful judge.
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W .  V .  Q u i n e

Two Dogmas of 
Empiricism

Modem empiricism has been conditioned in large pan by two dogmas. 
One is a b elief in some fundamental cleavage between truths which are 
analytic, or grounded in meanings independently o f matters o f fact, and 
truths which are synthetic, or grounded in fe e t T h e other dogma is re- 
ductionismi the belief that each meaningful statement is equivalent to 
some logical construct upon terms which refer to immediate experience. 
Both dogmas, I shall argue, are ill-founded. O n e  effect o f abandoning 
them is, as we shall see, a blurring o f the supposed boundary between 
speculative metaphysics and natural science. Another effect is a shift to­
ward pragmatism.

1 | B ack g rou n d  for A nalyticity

Kant's cleavage between analytic and synthetic truths was foreshadowed 
in Hume's distinction between relations of ideas and matters o f fact, and 
in Leibniz's distinction between truths of reason and truths o f fac:. Leibniz 
spoke of the truths o f reason as true in all possible worlds. Picturesqueness 
aside, this is to say that the truths o f reason are those which could not 
possibly be false. In the same vein we hear analytic statements defined as 
statements whose denials are self-contradictory. But this definition has 
small explanatory value: for the notion of self-contradictoriness, in the 
quite broad sense needed for this definition o f analyticity, stands in exactly 
the same need of clarification as does the notion o f analyticity itself. The 
two notions are the two sides of a single dubious coin.

Kant conceived of an analytic statement as one that attributes to its 
subject no more than is already conceptually contained in the subject.

From W. V. Quine, From a Logical Point of View (Cambridge, Mass.: Harvard 
University Press. 19551, 2 0 -4 6 . Originally published in Philosophical Review 60 
(1951): 2 0 -4 5 .
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This formulation has two shortcomings: it limits itself to statements of 
subject-predicate form, and it appeals to a notion o f containm ent which 
is left a t a metaphorical level. But Kant’s intent, evident more from die 
use he  makes o f the notion o f  analyticity than from his definition o f it, 
can be restated thus: a statement is analytic when it is true by virtue o f 
m ean in g  and independently o f fact Pursuing this line, le t us examine 
the concept o f m ean ing  which is presupposed.

Meaning, le t us remember, is not to be identified with naming.1 
Frege’s example o f  ‘Evening Star' and ‘Morning S ta r, and Russell's o f 
'Scott' and ‘the author o f Waverly', illustrate that terms can  nam e the same 
thing but differ in meaning. T h e distinction between meaning and nam­
ing is no less important at the level o f  abstract terms. T h e  terms *9’ and 
'the number o f the planets' name one and the same abstract entity but 
presumably must be regarded as unlike in meaning; for astronomical ob­
servation was needed, and not mere reflection on meanings, to determine 
the sameness o f the entity in question.

T h e  above examples consist of singular terms, concrete and abstract. 
W ith general terms, or predicates, the situation is somewhat different but 
parallel. Whereas a singular term purports to name an entity, abstract or 
concrete, a general term does not; but a general term is true  o f an entity, 
or o f each o f many, or o f none.* T h e class o f  all entities o f  which a  general 
term is true is called the extension of the term. Now paralleling the contrast 
between the meaning o f a singular term and the entity named, we must 
distinguish equally between the meaning o f a general term and its exten­
sion. T h e general terms ‘creature with a heart’ and creature with kidneys’, 
for example, are perhaps alike in extension but unlike in meaning.

Confusion o f meaning with extension, in the case o f genera) terms, 
is less common than confusion o f meaning with naming in the ease o f 
singular terms. It is indeed a commonplace in philosophy to oppose in­
tension 'or meaning) to extension, or. in a variant vocabulary, connotation 
to denotation.

T h e Aristotelian notion o f essence was the forerunner, no doubt, of 
the modem notion o f intension or meaning. For .Aristotle it was essential 
in men to be rational, accidental to be two-legged. But there is an im­
portant difference between this attitude and the doctrine o f meaning. 
From the latter point o f view it may indeed be conceded ( if only for the 
sake o f argument) that rationality is involved in the meaning o f the word 
‘man’ while two-leggedness is not; but two-leggedness may at the same 
time be viewed as involved in the meaning o f biped’ while rationality is 
not. Thus from the point o f view of the doctrine o f meaning it mates no 
sense to say o f the actual individual, who is at once a man and a biped, 
that his rationality is essential and his twodeggedness accidental or vice 
versa. Things had essences, for Aristotle, but only linguistic forms ha’-e 
meanings. Meaning is what essence becomes when it is divorced from tire 
object o f reference and wedded to the word.
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For the theory o f meaning a conspicuous question is the nature o f its 
objects: what sort o f things are meanings? A felt need for meant entities 
may derive from an earlier failure to appreciate that meaning and refer­
ence are distinct. O nce the theory o f meaning is sharply separated from 
the theory o f reference, it is a short step to recognizing as the primary 
business o f the theory o f meaning simply the synonymy o f linguistic forms 
and the analyticity o f statements; meanings themselves, as obscure inter­
mediary entities, may well be abandoned.’

Th e problem o f analyticity then confronts us anew. Statements which 
are analytic by general philosophical acclaim are not, indeed, for to seek. 
They fall into two classes. Those o f the first class, which may be called 
logically  true, are typified by.

(1) No unmarried man is married.

Th e relevant feature o f this example is that it not merely is true as it stands, 
but remains rtue under any and all reinterpretations o f 'm an' and ‘mar­
ried’. If  we suppose a prior inventory of log ical particles, comprising ‘no’, 
‘un-’, ‘not’, ' i f ,  'then', 'and', etc., then in general a logical truth is a state­
ment which is true and remains true under all reinterpretations o f its 
components other than the logical particles.

But there is also a second class o f analytic statements, typified by:

(2) No bachelor is married.

T h e characteristic o f such a statement is that it can be turned into a logical 
truth by putting synonyms for synonyms; thus (2) can be turned into 
(1) by putting ‘unmarried man’ for its synonym 'bachelor'. W e still lack a 
proper characterization o f this second class o f analytic statements, and 
therewith o f analyticity generally, inasmuch as we have had in the above 
description to lean on a notion o f “synonymy” which is no less in need 
o f clarification than analyticity itself.

In  recent yean Camap has tended to explain analyticity by appeal to 
what he calls state-descriptions.4 A state-description is any exhaustive as­
signment o f truth values to the atomic, or noncompound, statements o f 
the language. AH other statements o f the language are, Carnap assumes, 
built up o f their com ponent clauses by means o f the familiar logical de­
vices. in such a  way that the truth value of any complex statement is fixed 
for each state-description by specifiable logical laws. A statement is then 
explained as analytic when it com es out true under every state description. 
This account is an adaptation o f Leibniz’s “true in all possible worlds." 
But note that this version o f analyticity serves its purpose only if  die atomic 
statements o f the language arc, unlike 'John is a bachelor’ and ‘John is 
married’, mutually independent Otherwise there would be a state-descrip­
tion which assigned truth to ‘John is a bachelor’ and to ‘John is married’, 
and consequently *No bachelors are married' would turn out synthetic 
rather than analytic under the proposed criterion. Thus the criterion o f



analyticity in terms of state-descriptions serves only for languages devoid 
of extralugieal synonym-pairs, such as ‘bachelor’ and ‘unmarried man'— 
synonym-pairs of the type which give rise to the "second class” of analytic 
statements. The criterion in terms of state-descriptions is a reconstruction 
at best of logical truth, not o f analyticity.

1 do not mean to suggest that Carnap is under any illusions on this 
point. His simplified model language with its state-descriptions is aimed 
primarily not at the general problem of analyticity but at another purpose, 
the clarification of probability and induction. Our problem, however, is 
analyticity; and here the major difficulty lies not in the first class of analytic 
statements, the logical truths, but rather in the second class, which de­
pends on the notion of synonymy.
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2 I D efinition

There are those w ho find it soothing to say that the analytic statements of 
the second class reduce to those of the first class, «he logical truths, by 
definition; 'bachelor’, for example, is defined  as ‘unmarried man'. But how 
do we find that ‘bachelor’ is defined as ‘unmarried man’? W ho defined it 
thus, and when? Are we to appeal to the nearest dictionary, and accept 
the lexicographer’s formulation as la«'? Clearly this would be to put the 
cart before the horse. The lexicographer is an empirical scientist, whose 
business is the recording of antecedent facb; and if  he glosses ‘bachelor 
as ‘unmarried man’ it is because o f his belief that there is a relation of 
synonymy between those forms, implicit in general or preferred usage prior 
to his own work. The notion of synonymy presupposed here has still to 
be clarified, presumably in terms relating to linguistic behavior. Certainly 
the “definition” which is the lexicographer’s report o f an observed syn­
onymy cannot be taken as the ground o f the synonymy.

Definition is not, indeed, an activity exclusively of philologists. Phi­
losophers and scientists frequently have occasion to "define” a recondite 
term by paraphrasing it into terms of a more familiar vocabulary. But 
ordinarily such a definition, like the philologist’s, is pure lexicography, 
affirming a relation of synonymy antecedent to the exposition in hand.

lust what it means to affirm synonymy, just what the interconnections 
may be which are necessary and sufficient in order that two :inguistic 
forms be properly describable as synonymous, is far from clear; but, what­
ever these interconnections may be, ordinarily they are grounded in usage. 
Definitions reporting selected instances of synonymy come then as reports 
upon usage.

There is also, however, a variant type of definitional activity which 
does not limit itself to the reporting of preexisting synonymies. I have in 
mind what Carnap calls explication-^an activity to which philosophers are 
given, and scientists also in their more philosophical moments. In expli­
cation the purpose is not merely to paraphrase the definiendum into an
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outright synonym, but actually to improve upon the definiendum by re­
fining or supplementing its meaning.* But even explication, though not 
merely reporting a  preexisting synonymy between definiendum and defin- 
iens, does rest nevertheless on other  preexisting synonymies. Th e matter 
may be viewed as follows. Any word worth explicating has some contexts 
which, as wholes, are clear and precise enough to be useful; and the 
purpose o f explication is to preserve the usage o f these favored contexts 
while sharpening foe usage o f other contexts. In order that a given defi­
nition be suitable for purposes o f explication, therefore, what is required 
is not that the definiendum in its antecedent usage be synonymous with 
the definiens, but fust that each o f  these favored contexts o f the defini­
endum. taken as a whole in its antecedent usage, be synonymous with the 
corresponding context o f foe definiens.

Two alternative definientia may be equally appropriate for the pur­
poses of a  given task o f explication and yet not be synonymous with each 
other; for they may serve interchangeably within foe favored contexts but 
diverge elsewhere. By cleaving to one o f these definientia rather than foe 
other, a definition o f explicative kind generates, by fiat, a relation o f syn­
onymy between definiendum and definiens which did not hold before. 
But such a definition still owes its explicative function, as seen, to preex­
isting synonymies.

There does, however, remain still an extreme sort o f definition which 
does not hark back to prior synonymies at all: namely, foe explicitly con­
ventional introduction o f novel notations for purposes o f sheer abbrevia­
tion. Here the definiendum becomes synonymous with foe definiens 
simply because it has been created expressly for the purpose o f being 
synonymous with foe definiens. Here we have a really transparent case o f 
synonymy created by definition: would that all species o f synonymy were 
as intelligible. For foe rest, definition rests on synonymy rather than ex­
plaining it.

T h e  word ‘definition’ has com e to have a dangerously reassuring 
sound, owing no doubt to its frequent occurrence in logical and mathe­
matical writings. W e shall do well to digress now into a brief appraisal o f 
foe role o f definition in  formal work.

In logical and mathematical systems either o f two mutually antago­
nistic types o f economy may be striven for, and each has its peculiar prac­
tical utility. O n foe one hand we may seek economy o f practical

* The definiendum is foe word 01 phrase to be defined; the definiens is foe defi­
nition (that which does foe defining). As Quine notes, philosophers and scientists 
often seek to explicate—to clarify and analyze—the notions they defin«. Accord­
ingly, foe definiens of an explication will not be exactly equivalent in meaning to 
foe definiendum but will offer an improved, more precise version of it. Sometimes 
this involves analyzing foe original definiendum into several distinct concepts. See. 
for example, foe attempts to explicate the notions of confirmation, explanation, 
and reduction in chapters 5, 6, and 8 of this volume.



expression—ease and brevity in the statement o f multifarious relations. 
Th is sort o f economy calk  usually for distinctive concise notations for a 
wealth o f concepts- Second, however, and oppositely, we may seek econ­
omy in grammar and vocabulary; we may try to find a minimum o f  basic 
concepts such drat, once a distinctive notation has been appropriated to 
each o f them, it becomes possible to express any desired further concept 
by m ere com bination and iteration o f our basic notations. This second 
sort o f economy is impractical in one way, since a poverty' in basic idioms 
tends to a necessary lengthening o f discourse. But it is practical in another 
way: it greatly simplifies theoretical discourse ab ou t  the language, through 
minim izing d ie terms and the forms o f construction wherein the language 
consists.

Both sorts o f economy, though prima facie incompatible, are valuable 
in their separate ways. T h e custom has consequently arisen o f combining 
both sorts o f economy by forging in effect two languages, the one a part 
o f the other. T h e  inclusive language, though redundant in grammar and 
vocabulary, is economical in message lengths, w hile the part, called prim­
itive notation, is econom ical in grammar and vocabulary. W hole and part 
are correlated by rules o f translation whereby each idiom not in primitive 
notation is equated to some complex built up o f primitive notation. These 
rules o f translation are the so-called defin itions  which appear in formalized 
svstems. They are best viewed not as adjuncts to one language but as 
correlations between two languages, the one a part o f the other

But these correlations are not arbitrary. They are supposed to show 
how the primitive notations can accomplish all purposes, save brevity and 
convenience, o f the redundant language. Hence the definiendum and its 
definiens may be expected, in each case, to be related in one or another 
o f the three ways lately noted. Th e definiens may be a faithful paraphrase 
o f the definiendum into the narrower notation, preserving a direct syn­
onymy* as o f antecedent usage; or the definiens may, in the spirit o f ex­
plication. improve upon the antecedent usage o f the definiendum; or 
finally, the definiendum may be a newly created notation, newly endowed 
with meaning here and now,

!n formal and informal work alike, thus, we find that definition — 
except in the extreme case o f the explicitly conventional introduction of 
new notations—hinges on prior relations o f synonymy. Recognizing then 
that the notion o f definition does not hold the key to synonymy and ana- 
lyticity, let us look further into synonymy and say no more o f definition. 3

Q u in e  a Tw o f>c»CMAS o ?  E m p i r i c i s m  1 2S5

3 | In te rch a n g e a b ility

A natural suggestion, deserving close examination, is that the synonymy 
of two linguistic forms consists simply in their interchangeability in all
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contexts without change of truth value—interchangeability, in Leibniz’s 
phrase, salva veritate.5 Note that synonyms so conceived need not even be 
free from vagueness, as long as the vaguenesses match.

But it is not quite true that the synonyms 'bachelor’ and 'unmarried 
man’ are everywhere interchangeable salva veritate. Truths which become 
false under substitution of 'unmarried man' for ‘bachelor’ are easily con­
structed with the help of ‘bachelor of arts’ or ‘bachelor's buttons’; also with 
the help of quotation, thus:

'Bachelor’ has less than ten letters.

Such counterinstances can, however, perhaps be set aside by treating the 
phrases ‘bachelor of arts’ and 'bachelor's buttons' and the quotation ‘ ‘bach­
elor’ ' each as a single indivisible word and then stipulating that the in­
terchangeability salva veritate which is to be the touchstone of synonymy 
is not supposed to apply to fragmentary occurrences inside of a word. This 
account of synonymy, supposing it acceptable on other counts, has indeed 
the drawback of appealing to a prior conception of "word” which can be 
counted on to present difficulties of formulation in its turn- Nevertheless 
some progress might be claimed in having reduced the problem o f syn­
onymy to a problem o f wordhood. Let us pursue this line a bit, taking 
“word” for granted.

The question remains whether interchangeability salva veritate (apart 
from occurrences within words) is a strong enough condition for synony­
my*, or whether, on the contrary*, some heteronymous expressions might 
be thus interchangeable. Now let us be clear that we are not concerned 
here with synonymy in the sense of complete identity in psychological 
associations or poetic quality; indeed no two expressions are synonymous 
in such a sense. We are concerned only with what may be called cognitive 
synonymy. Just what this is cannot be said without successfully finishing 
the present study; but we know something about it from die need which 
arose for it in connection with analyticity in $1- The sort of synonymy 
needed there was merely such that any analytic statement could be turned 
into a logical truth by putting synonyms for synonyms. Turning the tables 
and assuming analyticity, indeed, we could explain cognitive synonymy of 
terms as follows (keeping to die familiar example): to say that ‘bachelor' 
and ‘unmarried man' are cognitively synonymous is to say no more nor 
less than that the statement:

(8) All and only bachelors are unmarried men

is analytic.*
What we need is an account of cognitive synonymy not presupposing 

analyticity—if we are to explain analyticity conversely with help of cog­
nitive synonymy as undertaken in $1. And indeed such an independent
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account o f cognitive synonymy is at present up for consideration, namely, 

. interchangeability salva veritate everywhere except within words. The 
question before us, to resume the thread at last, is whether such inter­
changeability is a sufficient condition for cognitive synonymy. We can 
quickly assure ourselves that it is, by examples o f the following sort. T h e 
statement:

(4) Necessarily all and only bachelors are bachelors

is evidently true, even supposing ‘necessarily’ so narrowly construed as to 
be truly applicable only to analytic statements. T h en , if  'bachelor' and 
‘unmarried man’ are interchangeable salva veritate, the result

(5) Necessarily all and only bachelors are unmarried m en

of putting ‘unmarried man’ for an occurrence o f ‘bachelor’ in (4) must, 
like (4). be true. But to say that (5) is true is to say that (3 ) is analytic, 
and hence that ‘bachelor’ and ‘unmarried man’ are cognitively syn­
onymous.

Let us see what there is about the above argument that gives it its air 
of hocus-pocus. Th e condition o f interchangeability salva veritate varies 
in its force with variations in the richness o f the language a t hand. T h e 
above argument supposes we are working with a language rich enough to 
contain the adverb necessarily’, this adverb being so construed as to yield 
truth when and only when applied to an analytic statement. But can we 
condone a language which contains such an adverb? Does the adverb 
really make sense? T o  suppose that it does is to suppose that we have 
already made satisfactory sense o f ‘analytic’. T h en  what are we so hard at 
work on right now?

Our argument is not flatly circular, but something like it. It has die 
form, figuratively speaking, o f a closed curve in  space.

Interchangeability salva veritate is meaningless until relativized to a 
language whose extent is specified in relevant respects. Suppose now we 
consider a language containing just the following materials. There is an 
indefinitely large stock o f one-place predicates (for example, 'F* where ‘F x ’ 
means that x is a man) and many-place predicates (for example, ‘G ’ where 
‘Gxy’ means that x loves y), mostly having to do with extralogical subject 
matter. T h e  rest o f the language is logical. T h e  atomic sentences consist 
each o f a predicate followed by o ne or more variables V , ‘y\ etc.; and the 
complex sentences are built up o f the atomic ones by truth functions (‘not’, 
and’, ‘or’, etc.) and quantification.11 In effect such a language enjoys the 

benefits also o f descriptions and indeed singular terms generally, these 
being contextually definable in known wavs.9 Even abstract singular terms 
naming classes, classes o f classes, etc., are contextually definable in case 
the assumed stock o f  predicates includes the two-place predicate o f class
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membership 10 Such a language can be adequate to classical mathematics 
and indeed to scientific discourse generally, except in so far as the latter 
involves debatable devices such as contra ry-to-fact conditionals or modal 
adverbs like ‘necessarily’. "  Now a language o f this type is extensional, in 
this sense: any two predicates which agree extensionally (that is, are true 
o f the same objects) are interchangeable salve  veritate.12

In an extensional language, therefore, interchangeability s a h a  veritate 
is no assurance o f cognitive synonymy o f the desired type. That 'bachelor' 
and ‘unmarried man' are interchangeable salva veritate in an extensional 
language assures us o f no more than that (5) is true. T h ere is no assurance 
here that the extensional agreement o f ‘bachelor’ and ‘unmarried man’ 
rests on meaning rather than merely on accidental matters o f fact, as does 
the extensional agreement o f ‘creature with a heart' and creature with 
kidneys’.

For most purposes extensional agreement is the nearest approximation 
to synonymy we need care about But the fact remains that extensional 
agreement falls far short o f cognitive synonymy of the type required for 
explaining analyticity in the manner of $1. T h e type o f cognitive synonymy 
required there is such as to equate the synonymy of ‘bachelor’ and ‘un­
married man' with the analyticity o f (3), not merely with die truth o f (3).

So we must recognize that interchangeability salva veritate, if  con­
strued in relation to an extensional language, is not a sufficient condition 
o f cognitive synonymy in the sense needed for deriving analyticity in the 
manner of $1- If  a language contains an intensional adverb ‘necessarily’ 
in the sense lately noted, or other particles to the same effect, then inter­
changeability salva veritate in such a language does afford a sufficient 
condition of cognitive synonymy; but such a language is intelligible only 
in so far as the notion of analyticity is already understood in advance.

The effort to explain cognitive synonymy first, for the sake o f deriving 
analyticity from it afterward as in $1, is perhaps the wrong approach. In­
stead we might try explaining analyticity somehow without appeal to cog­
nitive synonymy. Afterward we could doubtless derive cognitive synonymy 
from analyticity satisfactorily enough if desired. We have seen that cog­
nitive synonymy of ‘bachelor’ and 'unmarried man’ can be explained as 
analyticity of <3). T h e same explanation works for any pair o f one-place 
predicates, of course, and it can be extended in obvious fashion to many- 
place predicates. Other syntactical categories can also be accommodated 
in fairly parallel fashion. Singular terms may be said to be cognitively 
synonymous when the statement o f identity formed by putting between 
them  is analytic. Statements may be said simply to be cognitively synony­
mous when their biconditional (the result o f joining them by 'if and only 
i f )  is analytic.15 If  we care to lump all categories into a single formulation, 
at the expense o f  assuming again die notion o f "word” which was appealed 
to early in  this section, we can describe any two linguistic forms as cog­
nitively synonymous when the two forms are interchangeable (apart from
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occurrences within “words”) s a h a  (no longer veritatc  but) an alv tk ita te . 
Certain technical questions arise, indeed, over cases o f ambiguity or ho­
monymy; le t us not pause for them, however, for we are already digressing. 
Let us rather turn our backs on the problem o f synonymy and address 
ourselves anew to that o f analyticity.

4  | S e m a n tica l R u les

Analyticity1 at first seemed most naturally definable by appeal to a realm 
of meanings O n refinement, the appeal to meanings gave way to an ap­
peal to synonymy or definition. But definition turned out to be a will-o'- 
the-wisp, and synonymy turned out to be best understood only by dint of 
a prior appeal to analyticity itself. So we are back at the problem of 
analyticity.

I do not know whether the statement 'Everything green is extended' 
is analytic. Now does my indecision over this example really betray an 
incomplete understanding, an incomplete grasp o f the "m eanings", of 
‘green' and ‘extended’? I think not. The trouble is not with green' or 
'extended', but with 'analytic'.

It is often hinted that the difficulty in separating analytic statements 
from synthetic ones in ordinary language is due to die vagueness o f or­
dinary language and that the distinction is clear when we have a precise 
artificial language with explicit "semantical rules." This, however, as I 
shall now attempt to show, is a confusion.

T h e notion o f analyticity about which we are worrying is a purported 
relation between statements and languages: a statement S  is said to be 
analytic for  a language L , and the problem is to make sense o f this relation 
generally, that is, for variable ‘S ’ and ‘L ’. Th e gravity o f this problem is 
not perceptibly less for artificial languages than for natural ones. T h e prob­
lem of making sense o f the idiom 'S  is analytic for L ’, with variable 'S ' 
and retains its stubbornness even i f  we limit the range o f the variable 
L' to artificial languages. Let me now try to make this point evident

For artificial languages and semantical rules we look naturally to the 
writings o f Carnap. His semantical rules take various forms, and to make 
my point I shall have to distinguish certain o f the forms. Let us suppose, 
to begin with, an artificial language Lo  whose semantical rules have the 
form explicitly o f a specification, by recursion or otherwise, o f  all the 
analytic statements o f L u. T h e  rules tell us that such and such statements, 
and only those, are the analytic statements o f L„. Now here the difficulty 
is simply that the rules contain the word ‘analytic’, which we do not un­
derstand! W e understand what expressions the rules attribute analyticity» 
to, but we do not understand what the rules attribute to those expressions. 
In short, before we can understand a rule which begins ‘A statem ents is
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analytic for language I *  if and only i f . . . ’, we must understand the general 
relative term ‘analytic for’; we must understand ‘S  is analytic for L’ where 
'S’ and ‘L ’ are variables.

Alternatively we may, indeed, view the so-called rule as a conventional 
definition o f  a new simple symbol ‘analytic-for*L0'. which might better be 
written untendentioush as ‘K’ so as not to seem to throw light on the 
interesting word ‘analytic'. Obviously any number of classes K. M, N, etc. 
o f statements o f L© can be specified for various purposes or for no purpose; 
what does it mean to say that K, as against M , N. etc., is the class o f die 
“analytic” statements o f L©?

By saying what statements are analytic for L© we explain ‘analytic-for- 
L©’ but not ‘analytic’, not ‘analytic for’- W e do not begin to explain foe 
idiom ‘S  is analytic for L' w ith variable ‘S ’ and ‘L ’. even if  we are content 
to limit the range o f ’L ’ to the realm o f artificial languages.

Actually we do know enough about the intended significance o f ‘an­
alytic’ to know that analytic statements are supposed to be true. Let us 
then turn to a second form of semantical rule, which says not that such 
and such statements are analytic but simply that such and such statements 
are included among the truths. Such a rule is not subject to foe criticism 
of containing foe un-understood word ‘analytic’; and we may grant for foe 
sake o f argument that there is no difficulty over foe broader term ‘true’. 
A semantical rule o f fois second type, a rule o f truth, is not supposed to 
specify all the truths o f foe language; it merely stipulates, recursively or 
otherwise, a certain multitude o f statements which, along with others un­
specified, are to count as true. Such a rule may be conceded to be quite 
clear. Derivatively, afterward, analyticity can be demarcated thus: a state­
ment is analytic if  it is (not merely true but) true according to foe se­
mantical rule.

Still there is really no progress. Instead o f appealing to an unexplained 
word ‘analytic’, we are now appealing to an unexplained phrase ‘seman­
tical rule’. Not every true statement which says that foe statements o f some 
class are true can count as a semantical rule—otherwise a l l  truths would 
be “analytic" in foe sense o f being true according to semantical rules. 
Semantical rules are distinguishable, apparently, only by foe fac» o f ap­
pearing on a page under the heading ‘Semantical Rules’; and this heading 
is itself then meaningless.

W e can say indeed that a  statement is analytic-for-Lg i f  and only i f  it 
is true according to such and such specifically appended "semantical 
rules,” but then we find ourselves back at essentially the same case which 
was originally discussed: ‘S  is analytic-for-L© if and only if. . . .’ Once we 
seek to explain‘S  is analytic for U  generally for variable ‘L ’ (even allowing 
limitation o f  “U  to artificial languages), the explanation ‘true according to 
foe semantical rules o f V  is unavailing; for the relative term ‘semantical 
rule o f  is as much in need o f clarification, at least, as ‘analytic for’.

It may be instructive to compare the notion o f semantical rule with

C e - ?  T h é  DUHEW-Qu INI TKEftJS AN» t'y!>ERDETERÎ*J?:ATIOK



that o f postulate. Relative to a given set o f postulates, it is easy to say what 
a postulate is: it is-a member o f the-set. Relative to a given set of semantical 
rules, it is equally easy to say what a semantical rule is. But given simply 
a notation, mathematical or otherwise, and indeed as thoroughly under­
stood a notation as you please in point o f the translations or truth condi­
tions o f its statements, who can say which o f its true statements rank as 
postulates? Obviously the question is meaningless—as meaningless as ask­
ing which points in Ohio are starting points. Any finite (or effectively 
specifiable infinite) selection o f statements (preferably true ones, perhaps) 
is as much a  set o f postulates as any other. T h e word ‘postulate’ is signif­
icant only relative to an act o f inquiry; we apply the word to a set of 
statements just in so far as we happen, for the year or the moment, to be 
thinking o f those statements in relation to the statements which can 
be reached from them by some set o f transformations to which we have 
seen fit to direct our attention. Now the notion o f semantical rule is as 
sensible and meaningful as that o f postulate, if  conceived in a similarly 
relative spirit—relative, this time, to one or another particular enterprise 
of schooling unconversant persons in sufficient conditions for truth 
of statements o f some natural or artificial language L. But from this 
point o f view no one signalization o f a subclass o f the truths o f L  is in­
trinsically more a semantical rule than another; and, if ‘analytic’ means 
‘true by semantical rules’, no one truth o f L  is analytic to the exclusion 
of another.1*

It might conceivably be protested that an artificia] language L  (unlike 
a natural one) is a language in the ordinary sense plus  a  set o f explicit 
semantical rules—the whole constituting, let us say. an ordered pair; and 
that the semantical rules o f L  then are specifiable simply as the second 
com ponent o f the pair L. But, by the same token and more simply, we 
might construe an artificial language L  outright as an ordered pair whose 
second com ponent is the class o f  its analytic statements; and then the 
analytic statements o f  L  becom e specifiable simply as the statements in 
die second com ponent o f L. O r better still, we might just stop tugging at 
our bootstraps altogether.

N ot all the explanations o f analyticity known to C arnap and his read­
ers have been covered explicitly in the above considerations, but the ex­
tension to other forms is not hard to see. Just o ne additional factor should 
be mentioned which sometimes enters: sometimes die semantical rules 
are in effect rules o f  translation into ordinary language, in  which case the 
analytic statements o f the artificial language are in effect recognized as 
such from the analyticity o f their specified translations in ordinary lan­
guage. Here certainly diere can be no thought o f an illumination o f the 
problem o f analyticity from the side o f the artificial language.

From  the point o f view o f the problem o f analyticity d ie notion o f an 
artificial language with semantical rules is a feu  fo llet  [will-o'-the-wisp] par  
excellence. Sem antical rules determining the analytic statements o f an
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artificial language are o f interest only in so Ear as we already understand 
the notion o f analyticity; they* are o f no help in gaining this understanding.

Appeal to hypothetical languages o f  an artificially simple kind could 
conceivably be useful in  clarifying analyticity, i f  the mental or behavioral 
or cultural factors relevant to analyticity—whatever they may be—were 
somehow sketched into the simplified model. But a model which takes 
analyticity merely as an irreducible character is unlikely to throw light on 
the problem o f explicating analyticity.

It is obvious that truth in general depends on both language and 
extralinguistic fa c t T h e  statement ‘Brutus killed Caesar’ would be false if 
the world had been different in certain ways, but it would also be false if 
the word ‘killed’ happened rather to have tire sense o f ‘begat’. Thus one 
is tempted to suppose in general that tire troth o f a statement is somehow 
analyzable into a linguistic com ponent and a factual com ponent Given 
this supposition, it next seems reasonable that in some statements the 
factual component should be null: and these are the analytic statements. 
But, for all its a priori reasonableness, a boundary between analytic and 
synthetic statements simply has not been drawn. T h at there is such a 
distinction to be drawn at all is an unempirical dogma o f  empiricists, a 
metaphysical article o f faith.

5 | T h e  V erifica tio n  T h e o ry  an d  R ed u ctio n ism

In the course o f these somber reflections we have taken a dim view first 
o f the notion o f meaning, then o f the notion o f cognitive synonymy, and 
finally of the notion o f analyticity. But what, it may be asked, o f  die veri­
fication theory o f meaning? This phrase has established itself so firmly as 
a catchword o f empiricism that we should be very unscientific indeed not 
to look beneath it for a possible key to the problem of meaning and the 
associated problems.

The verification theory o f meaning, which has been conspicuous 
in the literature from Peirce onward, is that the meaning o f a statement 
is the method of empirically confirming or infirming [disconfimingj it. 
.An analytic statement is that limiting case which is confirmed no matter 
what.

.As urged in $1, we can as well pass over the question o f meanings as 
entities and move straight to sameness o f meaning, or synonymy. Then 
what the verification theory says is that statements are synonymous i f  and 
only if they are alike in point o f method of empirical confirmation or 
Lnfirmation.

This is an account o f cognitive synonyms- not o f linguistic forms gen- 
erallv, but o f statements.11 However, from the concept o f synonymy of 
statements we could derive the concept o f s^-nonymy for other linguistic



forms, by considerations somewhat similar to those at the end o f $3- As­
suming the notion o f  “word,” indeed, we could explain any two forms as 
synonymous when the putting o f  the one form for an occurrence o f the 
other in  any statement (apart from occurrences within "words”) yields a 
synonymous statement. Finally, given the concept o f synonymy thus for 
linguistic forms generally, we could define analyticity in terms o f synony­
my and logical truth as in $1- F o r  drat matter, we could define analyticity 
more simply in terms o f just synonymy o f statements together with logical 
truth; it is not necessary to appeal to synonymy o f linguistic forms other 
than statements. For a statement may be described as analytic simply when 
it is synonymous with a logically true statement.

So, if  the verification theory can be accepted as an adequate account 
o f statement synonymy, the notion o f analyticity is saved after all. However, 
let us reflect. Statem ent synonymy is said to be likeness o f method of 
empirical confirmation or infirmation. Just what are these methods which 
are to be compared for likeness? W hat, in other words, is the nature o f 
the relation between a statement and die experiences which contribute to 
or detract from its confirmation?

T h e most naïve view of the relation is that it is one o f direct report. 
This is radical reductionism. Every meaningful statement is held to be 
translatable into a statement (true or false) about immediate experience. 
Radical reductionism, in one form or another, well antedates the verifi­
cation theory o f m eaning explicitly so called. Thus Locke and Hume held 
that every idea must either originate directly in sense experience or else 
be compounded o f ideas thus originating; . . . we might  rephrase this 
doctrine in semantical jargon by saying (hat a term, to be significant at 
all, must be either a nam e of a sense datum or a compound o f  such names 
or an abbreviation o f such a compound. S o  stated, the doctrine remains 
ambiguous as between sense data as sensory events and sense data as sen­
sory qualities; and it  remains vague as to die admissible ways o f  com­
pounding. Moreover, the doctrine is unnecessarily and intolerably 
restrictive in the term-by-term critique which it imposes. M ore reasonably, 
and without yet exceeding the limits o f what I have called radical reduc­
tionism, we may take full statements as our significant units—thus de­
manding that our statements as wholes be translatable into sense-datum 
language, but not that they be translatable term by term.

T h is emendation would unquestionably have been welcom e to Locke 
and Hum e . . . , but historically it had to await an important reorientation 
in semantics—the reorientation whereby die primary vehicle o f meaning 
came to be seen no longer in the term but in  the statement. This re­
orientation, seen in  Bentham  and Frege, underlies Russell’s concept o f 
incomplete symbols defined in use;16 also it is im plicit in the verification 
theory o f  meaning, since the objects o f verification are statements.

Radical reductionism, conceived now with statements as units, set
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itself die task o f specifying a sense^iatum language and showing how to 
translate the rest o f significant discourse, statement by statement, into it. 
Carnap embarked on this project in the Aufbau .'

T h e language which Carnap adopted as his starting point was not a 
sense-datum language in the narrowest conceivable sense, for it included 
also the notations o f logic, up through higher set theory. In effect it in­
cluded the whole language of pure mathematics. Th e ontology implicit 
in it (that is, the range of values of its variablesi embraced not only sensory 
events but classes, classes of classes, and so on. Empiricists there are who 
would boggle at such prodigality. Carnap’s starting point is very parsimo­
nious, however, in its extralogical or sensory part In a series o f construc­
tions in which he exploits the resources o f modem logic with much 
ingenuity, Camap succeeds in defining a wide array o f important addi­
tional sensory concepts which, but for his constructions, one would not 
have dreamed were definable on so slender a basis. He was the first em­
piricist who, not content with asserting die reducibility o f science to terms 
o f immediate experience, took serious steps toward carrying out the 
reduction.

If  Carnap's starting point is satisfactory, still his constructions were, as 
he himself stressed, only a fragment o f die full program. Th e construction 
o f even the simplest statements about die physical world was left in a 
sketchy state. Carnap’s suggestions on this subject were, despite their 
sketchiness, very suggestive- He explained spatio-temporal point-instants as 
quadruples o f real numbers and envisaged assignment o f  sense qualities 
to point-instants according to certain canons. Roughly summarized, the 
plan was that qualities should be assigned to point-instants in such a way 
as to achieve the laziest world compatible with our experience. T h e prin­
ciple o f least action was to be our guide in constructing a world from 
experience.

Camap did not seem to recognize, however, that his treatment of 
physical objects fell short o f reduction not merely through sketchiness, but 
in principle. Statements o f the form ‘Quality q  is at point-instant x,y;z;t' 
were, according to his canons, to be apportioned truth values in such a

'  The reference is to Carnap’s first major work, Der Logische Aubau der Wgit 
(1928), published two years after Carnap joined the Vienna Circle. It has been 
translated into English by Rolf A. George as The Logical Structure o f  the World 
(Berkeley, Calif.: University of California Press, 1969). Carnap’s work was inspired 
by Wittgenstein's Tractates Ldgieo-Philosophicus (1921) and Russell’s doctrine of 
logical atomism, especially Russell's injunction to philosophers that, wherever pos­
sible, they should replace inferences to unknown entities with logical constructions 
out o f known entities. In the Aufbav , Camap tried to reduce al! the concepts used 
in science and everyday life to the sensory qualities given in im mediate experience. 
As Quine notes, Carnap’s project was never completed and, by 1936, Camap had 
given up the reductionist thesis drat statements about the physical world can be 
translated into equivalent statements about immediate experience.
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way as to maximize and minimize certain over-all features, and with 
growth o f experience the truth values were to be progressively revised in 
die same spirit. I think this is a good schemati2ation (deliberately oversim­
plified, to be sure) o f what science really does; but it provides no indica­
tion, not even the sketchiest, o f how a statement o f the form ‘Quality q is 
at xqy,z;t' could ever be translated into Carnap’s initial language of sense 
data and logic. Th e connective is at' remains an added undefined con­
nective; the canons counsel us in its use but not in its elimination.

Carnap seems to have appreciated this point afterward; for in his later 
writings he abandoned all notion of the translatability o f statements about 
the physical world into statements about immediate experience Reduc- 
tionism in its radical form has long since ceased to figure in Carnap's 
philosophy.

But the dogma of reductionism has, in a subtler and more tenuous 
form, continued to influence the thought of empiricists. T h e notion lin­
gers that to each statement, or each synthetic statement, there is associated 
a unique range o f possible sensory events such that the occurrence o f any 
o f them would add to the likelihood of truth o f the statement, and that 
there is associated also another unique range o f possible sensory events 
whose occurrence would detract from that likelihood. This notion is o f 
course implicit in the verification theory o f meaning.

The dogma o f reductionism survives in the supposition that each state­
ment, taken in isolation from its fellows, can admit o f confirmation or 
information at all. My countersuggestion, issuing essentially from Carnap’s 
doctrine o f the physical world in the Aufbau, is that our statements about 
the external world face the tribunal o f sense experience not individually 
but Only as a corporate body.17

T h e dogma of reductionism, even in its attenuated form, is intimately 
connected with the other dogma—that there is a cleavage between the 
analytic and the synthetic. W e have found ourselves led, indeed, from the 
latter problem to the former through the verification theory o f meaning. 
More directly, the one dogma clearly supports the other in this way: as 
long as it is taken to be significant in general to speak of the confirmation 
and infirmation o f a statem ent-it seems significant to speak also of a 
limiting kind o f statement which is vacuously confirmed, ipso facto, come 
what may; and such a statement is analytic.

The two dogmas are, indeed, at root identical. W e lately reflected that 
in general the truth o f statements does obviously depend both upon lan­
guage and upon extralinguistic fact; and we noted that this obvious cir­
cumstance carries in its train, not logically but all too naturally, a feeling 
that the truth of a statement is somehow analyzable into a linguistic com­
ponent and a factual component. T h e factual com ponent must, if we are 
empiricists, boil down to a range o f confirmatory experiences. In the ex­
treme case where the linguistic com ponent is all that matters, a true state­
m ent is analytic. But I hope we are now' impressed with how stubbornly



the distinction between analytic and synthetic has resisted any straightfor­
ward drawing. I am impressed also, apart from prefabricated examples of 
black and white balls in an um , with how baffling the problem has always 
been of arriving at any explicit theory o f the empirical confirmation of a 
synthetic statement. My present suggestion is that it is nonsense, and the 
root of much nonsense, to speak o f a linguistic component and a Actual 
component in the truth o f any individual statement. Taken collectively, 
science has its double dependence upon language and experience; but 
this duality is not significantly traceable into the statements o f science 
taken one by one.

The idea o f defining a symbol in use was, as remarked, an advance 
over the impossible term-by-term empiricism of Locke and Hume. The 
statement, rather than the term, came with Bentham to be recognized as 
the unit accountable to an empiricist critique. But what I am now urging 
is that even in taking the statement as unit we have drawn our grid too 
finely. The unit o f empirical significance is die whole o f science.
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6 | Empiricism without the Dogmas

Th e totality of our so<alled knowledge or beliefs, from die most casual 
matters o f geography and history to the profoundest laws o f atomic physics 
or even of pure mathematics and logic, is a man-made fabric which im­
pinges on experience only along the edges. Or, to change the figure, total 
science is like a field of force whose boundary conditions are experience. 
A conflict with experience at the periphery occasions readjustments in the 
interior of the field. Truth values have to be redistributed over some of 
out statements. Réévaluation o f some statements entails réévaluation of 
others, because of their logical interconnections—the logical laws being 
in turn simply certain further statements of the system, certain further 
elements o f the fieid. Having reévaluated one statement we must reeval­
uate some others, which may be statements logically connected with the 
first or may be the statements o f logical connections themselves. But tire 
total field is so underdetermined by its boundary conditions, experience, 
that there is much latitude of choice as to what statements to reëvaluate 
in the light o f any single contrary experience. No particular experiences 
are linked with any particular statements in the interior o f the field, except 
indirectly through considerations o f equilibrium affecting toe field as a 

"'-<le.
If this view is right, it is misleading to speak o f the empirical content 

o f an individual statement—especially if it is a statement at all remote 
from the experiential periphery of the field. Furthermore it becomes folly 
to seek a boundary between synthetic statements, which hold contingently 
on experience, and analytic statements, which hold com e what may. Any
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statement can be held true com e what may, i f  we make drastic enough 
adjustments elsewhere in the-system. Even a statement very close to the 
periphery can be held true in the face o f recalcitrant experience by plead* 
ing hallucination or by amending certain statements o f the kind called
logical laws. Conversely, by the same token, no statement is immune to 
revision. Revision even of the logical law of the excluded middle has been 
proposed as a means o f simplifying quantum m echanics;' and what dif­
ference is there in principle between such a shift and the shift whereby 
Kepler superseded Ptolemy, or Einstein Newton, or Darwin Aristotle?

For vividness I have been speaking in terms o f varying distances from 
a sensory periphery. Let me tn' now to clarify this notion without meta» 
phor. Certain statements, though ab ov t  physical objects and not sense 
experience, seem peculiarly germane to sense experience—and in a selec­
tive way; some statements to some experiences, others to others. Such 
statements, especially germane to particular experiences, I picture as near 
the periphery.. But in this relation o f "germaneness” 1 envisage nothing 
more than a loose association reflecting the relative likelihood, in practice, 
of our choosing one statement rather than another for revision in the event 
o f recalcitrant experience. For example, we can imagine recalcitrant ex­
periences to which we would surely be inclined to accommodate our 
system by reevaluating just the statement that there are brick houses on 
Elm Street, together with related statements on the same topic. W e can 
imagine other recalcitrant experiences to which we would be inclined to 
accommodate our system by reevaluating just the statement that there are 
no centaurs, along with kindred statements. A recalcitrant experience can. 
I have urged, be accommodated by any o f various alternative réévaluations 
in various alternative quarters o f  the total system; but, in the cases which 
we are now imagining, our natural tendency to disturb the total system as 
little as possible would lead us to focus our revisions upon these specific 
statements concerning brick houses or centaurs. These statements are felt, 
therefore, to have a sharper empirical reference than highly theoretical 
statements o f physics or logic or ontology. T h e  latter statements may be 
thought o f as relatively centrally located within the total network, meaning 
merely that little preferential connection with any particular sense data 
obtrudes itself.

As an empiricist 1 continue to think o f  the conceptual scheme of 
science as a tool, ultimately, for predicting future experience in the light 
o f past experience. Physical objects are conceptually imported into the 
situation as convenient intermediaries—not by definition in terms o f ex­

*m I S9 T

* The law of excluded middle asserts that, for any statement p, the statement p or 
not-p is a necessary truth. Foi a discussion of arguments against the law and the 
alleged relevance of quantum mechanics to its revisability, see the discussion of 
logic (pp. 378-81) in the subsection, “Gillies' Criticisms of Duhem” in the com­
mentary on chapter 3.



perience, but simply as irreducible posits" comparable, epistemologically, 
to the gods o f Homer. For my part 1 do. qua lay physicist, believe in 
physical objects and not in Homer's gods; and I consider it a scientific 
error to believe otherwise. But in point o f epistemological footing the 
physical objects and the gods differ only in degree and not in kind. Both 
sorts o f entities enter our conception only as cultural posits. T h e myth of 
physical objects is epistemologically superior to most in that it has proved 
more efficacious than other myths as a device for working a manageable 
structure into die flux o f experience.

Positing does not stop with macroscopic physical objects. Objects at 
die atom ic level are posited to make the laws o f macroscopic objects, and 
ultimately the laws o f experience, simpler and more manageable; and we 
need not expect or demand full definition o f atomic and subatomic en­
tities in  terms o f macroscopic ones, any more than definition o f macro­
scopic things in terms o f sense data. Science is a continuation o f common 
sense, and it continues the common-sense expedient o f swelling ontology 
to simplify theory.

Physical objects, small and large, are not the only posits. Forces are 
another example; and indeed we are told nowadays that the boundary 
between energy and matter is obsolete. Moreover, die abstract entities 
which are the substance of mathematics—ultimately classes and classes of 
classes and so on up—are another pout in the same spirit. Epistemologi­
cally these are myths on the same footing with physical objects and gods, 
neither better nor worse except for differences in die degree to which they 
expedite our dealings with sense experiences.

T h e over-all algebra o f rational and irrational numbers is underdeter­
mined by die algebra of rational numbers, but is smoother and more 
convenient; and it includes the algebra of rational numbers as a jagged or 
gerrymandered part.19 Total science, mathematical and natural and hu­
man. is similarly but more extremely underdetermined by experience. The 
edge of the system must be kept squared with experience; the rest, with 
all its elaborate myths or fictions, has as its objective the simplicity o f laws.

Ontological questions, under this view, are on a par with questions of 
natural science.“  Consider die question whether to countenance classes 
as entities. This, as I have argued elsewhere,21 is the question whether to 
quantify with respect to variables which take classes as values. Now Carnap 
[}] has maintained that this is a question not o f matters o f  fact but of 
choosing a convenient language form, a convenient conceptual scheme 
or framework for science. With this I agree, but only on the proviso that 
the same be conceded regarding scientific hypotheses generally. Camap 
<(3], p. 32n) has recognized that he is able to preserve a double standard 
for ontological questions and scientific hypotheses only by assuming an 
absolute distinction between the analytic and die synthetic; and 1 need 
not say again that this is a distinction which t re ject22

Th e issue over there being classes seems more a question o f conven­
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ient conceptual scheme; the issue over there being centaurs, or brick 
houses on Elm  Stieet, seems more a question o f fact. But I have been 
urging that this difference is only one o f degree, and that it turns upon 
our vaguely pragmatic inclination to adjust one strand of the fabric of 
science rather than another in accommodating some particular recalcitrant 
experience. Conservatism figures in such choices, and so does the quest 
for simplicity.

Carnap, Lewis, and others take a pragmatic stand on the question o f 
choosing between language forms, scientific frameworks; but their prag­
matism leaves off at the imagined boundary between the analytic and the 
synthetic. In repudiating such a boundary I espouse a more thorough 
pragmatism. Each man is given a scientific heritage plus a continuing 
banage of sensory stimulation; and the considerations which guide him 
in warping his scientific heritage to fit his continuing sensory promptings 
are, where rational, pragmatic.

■ | Notes
1. See p. 9 of "On What There Is,” In Quine [2].
2. Seep. iQ of "On What There Is,” and pp. 107-15 of “Logic and the Reification 
of Universal,"  both in Quine (2).
3. See pp. 1 Iff. of “On What There Is” and pp. 48 of “Meaning in Linguistics,” 
both in Quine [2].
4. Carnap [ 1 ], pp. 9ff; Carnap [2], pp. 70ff.
5. According to an important variant sense of ‘definition’, the relation preserved 
may be the weaker relation of mere agreement in reference; see p. 132 o f “Notes 
on the Theory of Reference,” in Quine [2], But definition in this sense is better 
ignored in the present connection, being irrelevant to the question of synonymy.
6. Cf. Lewis [I], p. 373.
7. This is cognitive synonymy in a primary, broad sense. Carnap ([11, pp. 56ff' 
and Lewis ([21, pp. 63ff) have suggested how. once this notion is at hand, a 
narrower sense of cognitive synonymy which is preferable for some purposes can 
in turn be derived. But this special ramification of concept-building lies aside from 
the present purposes and must not be confused with rhe broad sort of cognitive 
synonymy here concerned.
8. Pp. Slff. of "New Foundations for Mathematical Logic,” in Quine [2], contain 
a description of just such a language, except that there happens there to be just 
one predicate, the two-place predicate ‘S ’.
9. See pp. 5—8 of “On What There Is,” in Quine [2J; also pp 85f. 0/ “New 
Foundations for Mathematical Logic” and 166L of "Meaning and Existential In­
ference,” both in Quine [2].
10. See p. 87 of “New Foundation* For Mathematical Logic.” in Quine [2],
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11. On such devices s«« also "Reference and Modality.” in Quine [2].
12- This is die substance of Quine ()], p. 121.
15. The ‘if and onlv i f  itself is intended in the truth fijnctional sense. See Carnap
m ,p . i4.
14. The foregoing paragraph was not part of the present essay as originally pub­
lished. It was prompted by Martin (see References).
15. The doctrine can indeed be formulated with terms rather than statements as 
the units. Thus Lewis describes the meaning of a term as "a criterion in mind, by 
reference to which one is able to apply or refisse to apply the expression in «question 
in die case of presented, or imagined, things or situations” (Lewis (2). p. 1 33).— 
For an instructive account of the vicissitudes of the verification theory of meaning, 
centered however on the question of the meaningfu/ncss rather than synonymy or 
analyticity, see Hempel (see References).
16. See p. 6 of “On What There Is." in Quine [2].
17. This doctrine was well argued by Duhem, pp. 302—28 (see References). Or 
see Lowinger, pp. 132-40 «see Reference*).
18. Cf. pp. l “f. of "On What There Is.” in Quine [2J.
19. Cf. p. 18 of “On What There Is." in Quine [2].
20. "L’ontologie fait corps avec la science elle-même et ne peut en être séparée.” 
'Ontology is an integra] part of science and cannot be separated from it] Mey- 
erson. p.439 (see References).
21. See pp. lZf. of “On What There Is.” and pp. 102ff. of “Logic and the Reifi­
cation of Universal," both in Quine [2].
22. For an effective expression of further misgivings over this distinction, see 
White (see References).
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D onald G i l l i e s

The D uhem  Thesis 
an d  the Q uine Thesis

In current w riting on the philosophy o f science, reference is often made 
to what is called 'tile Duhem-Quine thesis’. Really, however, this is some* 
thing o f a misnomer; for, as we shall see, the Duhem thesis differs in 
many important respects from the Quine thesis. In this chapter I will 
expound the two theses in turn and explain how they differ- 1 will con* 
elude the chapter by suggesting that the phrase ‘the D uhem -Quine thesis' 
could be used to refer to a thesis which combines elements from both the 
Duhem thesis and the Q uine thesis. . . .

1 | Preliminary Exposition of the Thesis.
The impossibility of a Crucial Experiment

O f Duhem's many significant contributions to the philosophy of science, 
perhaps the most important was his formulation o f what I will call the 
Duhem thesis. W ith his usual clarity and incisiveness, Duhem states this 
thesis as a section heading thus:

An Experiment in Physics Can Never Condemn an Isolated Hypothesis but 
Only a Whole Theoretical Group (1904--5, p. 18? [260]).*

Later in this section he expounds the thesis as follows:

In sum. the physicist can never subject an isolated hypothesis to experimental 
test, but only a whole group of hypotheses; when the experiment is in dis-

F rom Donald Gillies, Philosophy o f  Science in the Twentieth Century (Oxford: 
Blackwell Publishers, 1995), 98-116.
'  All page references in square brackets are to the excerpts from Duhem and 
Quine in this volume.
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agreement with his predictions, what he learns is that at least one o f die
hypotheses constituting this group is unacceptable and ought to be modified;
but the experiment does not designate which one should be changed, (p. 187
[263]).

In order to discuss the D uhem  thesis, it will be useful to introduce 
the notion o f an observation statement. . . . L et us take an observation 
statement to be a statement which can provisionally be agreed to be either 
true or false on the basis o f observation and experiment.

According to the Duhem thesis, an isolated hypothesis in physics 
(h, say) can never be falsified by an observation statement, O . As a gen­
eralisation covering all the h j’potheses o f physics, this is somewhat doubt­
ful, Physics does appear to contain some falsifiable hypotheses. Consider, 
for example, Kepler’s first law that planets move in ellipses with the Sun 
at one focus. Suppose that we observe a large number o f positions o f a 
given planet and that these do not lie on an ellipse o f the requisite kind. 
W e have then surely falsified Kepler’s first law. T h e schema o f falsification 
can be written, where 'not-h’ is short for ‘It is not the ease that h’:

If  h, then O , but not-O, therefore not-h. (1)

This uses a logical law called modus iollens.
However, the D uhem  thesis does apply to some hypotheses . . . C on­

sider, for example. Newton's first law o f  motion (T „  say). . . . W e cannot 
find an O  such that schema (1) above holds when we substitute T , 
for h.*

Newton’s full theory (T , say) consisted o f three laws o f motion 
(T ,. T j,  and T 3) and the law o f gravity, T„. So T  was a conjunction o f these 
four laws ( T  = T , &  T 2 &  T ,  St T 4). Even from T  by itself, however, we 
cannot derive any observable consequences regarding the solar system To 
do so, we need to add to T  a number o f  auxiliary hypotheses: for example, 
that no other forces but gravitational ones act on the planets, that the 
interplanetary attractions are small compared with those between the Sun 
and the planets, that the mass o f the Sun is very m uch greater than that

* In the book from which this reading i» excerpted. Gillies refers to an argument 
of Poincaré to support the claim that Newton's first law of motion is net falsifiable. 
Newton's first law has the form of a conditional statement: if tliere is no external 
force acting on a body, then the velocity of the body will not change. Thus, to 
falsify die law requires a body that accelerates even though it is free from any net 
external force. Poincaré argues that if we find such an apparent counterexample, 
we can always deny that the body is genuinely free from a net external force by 
attributing the acceleration to forces exerted by as-yet-undetected inv isible mole­
cules. In this way, the law will be protected from refutation. See Henri Poincaré, 
Science and Hypothesis, trans. W. J. Gteenstreet (New York: Dover, 1952), 95— 
96; originally published in French (1902).
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of tKe planets, and so on. Let us call the conjunction o f such auxiliary 
hypotheses which are appropriate in a given case A. W e now have the 
schema:

If T ,  &  T ,  &  T ,  &  T ,  &  A, then O , but not-O,
therefore not-iT, &  T z &  T 3 &  T 4 & A). (2)

Moreover, from not-{T, &  T 2 &  T , &  T« &  A) it follows that at least one 
o f the set (T „  T , ,  T , .  T„, or A) is false, but we cannot say which one.

As the history o f science shows, it is often a very real problem in 
scientific research to decide which one o f a group of hypotheses should 
be changed. Consider, for example, Adams and Leverriers discovery o f 
Neptune in 1846. From Newton’s theory T  together with auxiliary hy­
potheses, astronomers were able to calculate the theoretical orbit o f Ura­
nus (the most distant planet then known). This theoretical orbit did not 
agree with the observed orbit. This meant that either T  or one o f  the 
auxiliary hypotheses was false. Adams and Levenier conjectured that tire 
auxiliary hypothesis concerning the number o f planets was in error. They 
postulated a new planet Neptune beyond Uranus, and calculated foe mass 
and position it would have to have to cause the observed perturbations in 
Uranus's orbit. Neptune was duly observed on 25 September 1846 only 
52' away from the predicted position.*

This part o f the story is quite well known, but there were some sub­
sequent events which are also relevant to foe Duhem thesis. Another dif­
ficulty which occupied astronomers at the tim e concerned foe anomalous 
motion o f the perihelion of Mercury', which was found to advance slightly 
faster than it should do according to standard theory. Leverrier tried the 
same approach that had proved successful in the case o f the Uranus anom­
aly. He postulated a planet Vulcan nearer to the Sun than Mercury, with 
a mass, orbit, and so forth which would explain the advance in Mercury's 
perihelion. However, no such planet could be found.

Th e discrepancy here is very small. Newcomb in 1898 gave its value 
as 41 .24’' g  2.09" per century; that is, less than an eightieth part o f a 
degree per century. However, this tiny anomaly was explained with great 
success by the general theory o f relativity (T 1), which Einstein proposed 
in 1915 as a replacement for Newton’s theory, T . Th e value o f the anom­
alous advance o f the perihelion o f Mercury which followed from the gen­
eral theory o f relativity was 42.89" per century—a figure well within the 
bounds set by Newcomb. W e see that, although the Uranus anomaly and 
the Mercury anomaly were prim a fac ie  very similar, success was obtained 
in one case by altering an auxiliary hypothesis, in the other by altering 
foe main theory.

In the next section, D uhem  goes on to draw an important conse­
quence from his thesis. This section is in fact headed 'A “Crucial Expe­
riment” Is Impossible in Physics' (1904—5, p. 188 [264]). Duhem uses the



term crucial experiment in something like the sense given by Bacon in the 
Novum Organufri to his 'fact of the cross’. He formulates this notion of 
crucial experiment as follows: ‘Enumerate all the hypotheses that can be 
made to account for this group of phenomena; then, by experimental 
contradiction eliminate all except one; the latter will no longer be a hy­
pothesis, but will become a certainty' (ibid.), However, there is an obvious 
objection to crucial experiments in this strong sense: namely, that we can 
never be sure that we have listed all the hypotheses capable of explaining 
a group of phenomena. Duhem makes this point as follows:

Experimental contradiction does not have the po'ver to transform a physical 
hypothesis into an indisputable truth; in order to confer this power on it, it 
would be necessary to enumerate completely the various hypotheses which 
may cover a determinate group of phenomena; but the physicist is never sure 
he has exhausted all the imaginable assumptions, yp. 190 [266])

In view of this difficulty, it seems desirable to adopt a rather weaker 
sense of crucial experiment, which may be defined as follows. Suppose 
we have two competing theories T[ and Ts. An experiment (E, say) is 
crucial between T; and T2, if T, predicts that E will give the result O and 
T 2 predicts that E will give the result not-O. If we perform E, and O 
occurs, then T2 is eliminated. If we perform E, and not-O occurs, then 
T, is eliminated. In any event, one of die two theories will be eliminated 
by E, which is thus crucial for deciding between them. It does not of 
course follow that die successful theory is necessarily true, because there 
may be some, as yet unthought of) theory, T„ which differs from T, and 
T; but explains the whole matter much more satisfactorily.

Duhem’s point is that if  T, and T2 are such that his thesis applies to 
them, then we cannot derive O from Ti but only from T, and A, where 
A b a  conjunction o f auxiliary assumptions. So, if not-O is the result of 
the experiment, this does not demonstrate beyond doubt that T, should 
be eliminated in favour o f T>. It could be that one of the auxiliary- hy­
potheses in A  is at fault

Duhem illustrates this by what b  perhaps the most famous example 
of an alleged crucial experiment in the history o f science: Foucault's ex­
periment, which was designed to decide between the wave theory and the 
particle theory of light The wave theory of light predicted that the velocity 
o f light in water should be less than its velocity in air, whereas the particle 
theory predicted that the velocity o f light in water should be greater than 
its velocity in air. Foucault devised a method for measuring the velocity 
of light in water, and found that it was actually less than foe velocity of 
light in air. Here, then, we seem to have a crucial experiment which 
decides definitely in favour of the wave theory of light. Indeed, some of 
Foucault’s contemporaries, notably Arago, did maintain that Foucault's 
experiment was a crucial experiment in just this sense.
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Duhem pointed out, however, that to derive from the particle theory • 
that the velocity' of light in water is greater than its.velocity in air, we need, 
not just the assumption that light consists o f particles (die fundamental 
hypothesis of the particle theory), but many auxiliary assumptions as well. 
The particle theory could always be saved by altering some of these aux­
iliary assumptions. As Duhem puts it: 'For it is not between two hypoth­
eses, die emission and wave hypotheses, that Foucault’s experiment judges 
trenchantly; it decides rather between two sets o f theories each of which 
has to be taken as a whole, i-e. between two entire systems, Newton’s optics 
and Huygens’ optics’ (p. 189 (265]). So, according to Duhem, Foucault’s 
experiment is not a crucial experiment in a strictly logical sense. Yet, as 
we shall see in the next section, there is another, weaker sense in which 
the experiment is crucial, even for Duhem.

j o 6  i C h. : T h s  D v o e m - C v in e  T h e sis.a n d  U n o e r d e t e r m is a t io n

2  | D uhem ’s C riticism s o f  Conventionalism .
His T heory o f  G o o d  Sense (le bon  sens)

Duhem is sometimes classified as a conventionalist as regards his philos­
ophy o f science, but he is certainly not a conventionalist in the sense o f 
Le Roy and Poincari. Indeed, he devotes two sections o f his Aim and
Structure of Physical Theory to criticising these thinkers very clearly and 
explicitly. He formulates their conventionalist position as fellows: ‘Certain 
fundamental hypotheses of physical theory cannot be contradicted by any 
experiment, because they constitute in reality definitions, and because cer­
tain expressions in the physicist’s usage take their meaning only through 
them’ (p, 209 [271]).

Duhem objects strongly to Poincard’s claim that the principles of 
Newtonian mechanics will never be given up, because they are the sim­
plest conventions available and cannot be contradicted by experiment. 
According to Duhem, the study o f the history of science makes any such 
claim highly dubious:

The history of science should show that it would be very imprudent lor us 
to say concerning a hypothesis commonly accepted today: *We are certain 
that we shall never be led to abandon it because of a new experiment, no 
matter how precise it is.’ Yet M. Poincare does not hesitate to make this 
assertion concerning the principles of mechanics, {p. 212 [274]; [ have here 
slightly altered the standard English translation in the interests of clarity.)

Poincard’s mistake, according to Duhem, was to take each principle 
of mechanics singly and in isolation. It is indeed true that when a principle 
of mechanics—for example, Newton’s first law of motion—is taken in this 
fashion, it cannot be either confirmed or refuted by experience. However,



by adding other hypotheses to any such principle, we get a group o f hy­
potheses which can be compared with experience- Moreover, if the group 
in «question is contradicted by the results o f experiment and observation, 
it is possible to change any of the hypotheses o f the group- W e cannot say 
with Poincaré that certain fundamental hypotheses, because they are ap­
propriately simple conventions, are above question and can never be al­
tered. This is how Duhem puts the matter:

It would be absurd to wish to subject certain principles of mechanics to direct 
experimental test: . . .
Does it follow that these hypotheses placed beyond the reach of direct ex­
perimental refutation have nothing more to fear from experiment? That they 
are guaranteed to remain immutable no matter what discoveries observation 
has in store for us? To pretend so would be a serious error 
Taken in isolation these different hypotheses have no experimental meaning: 
there can be no question of either confirming or contradicting them by ex­
periment, But these hypotheses enter as essential foundations into the 
construction of certain theories of rational mechanics . . .  these theories 
are schematisms intended essentially to be compared with facts.
Now this comparison might some day very well show us that one of our 
representations is ill-adjusted to the realities it should picture, that the cor­
rections which come and complicate our schematism do not produce suffi­
cient concordance between this schematism and foe facts, that the theory 
accepted for a long time without dispute should be rejected, and that an 
entirely different theory should be constructed on entirely different or new 
hypotheses. On that day some one of our hypotheses, which taken in isolation 
defied direct experimental refutation, will crumble with foe system it sup­
ported under foe weight of the contradictions inflicted by reality on foe con­
sequences of fois system taken as a whole, (pp. 215—16 (276—771)

Thus Duhem’s position seems to me more accurately described as 
modified falsification, rather than conventionalism. Duhem claims that 
some hypotheses o f physics, when taken in isolation, can defy direct ex­
perimental refutation. He is thus not a strict falsifiestionist. On foe other 
hand, he denies that such a hypothesis is immune from revision in the 
light o f experimental evidence. A hypothesis o f  this kind may bs tested 
indirectly if  it hums part o f a system o f hypotheses which can be compared 
with experiment and observation. Further, such a hypothesis may on some 
occasion 'crumble with the system it supported under the weight of con­
tradictions inflicted by reality’. Duhem does not deny that ‘among the 
theoretical elements . . . there is always a certain number which foe phys­
icists o f a certain epoch agree in accepting without test and which they 
regard as beyond dispute' (p. 211 [273]). However, he is very concerned
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to warn scientists against adopting too dogmatic an attitude towards any 
of their assumptions. His point is that, in the face o f recalcitrant experi­
ence, the best way forward may be to alter one o f the most entrenched 
assumptions. As he says:

Indeed, we must really guard ourselves against believing forever warranted 
those hypotheses which have become universally adopted conventions, and 
whose certainty seems to break through experimental contradiction by throw- 
mg die latter back on more doubtful assumptions. The history of physics 
shows us that very often die human mind has been led to overthrow such 
principles completely, though they have been regarded by common consent 
for centuries as inviolable axioms, and to rebuild its phvsioal theories on new 
hypotheses- (p. 212 [273))

Duhem gives as an example the principle that light travels in a straight 
line. This was accepted as correct for hundreds—indeed, thousands—of 
years, but was eventually modified to explain certain diffraction effects 

Duhem even cites Newton's law o f gravity as a law which is only 
provisional and may be changed in future. Unfortunately this passage has 
been accidentally omitted from the English edition o f the Aim and Struc­
ture of Physical Theory. It is here translated from the French edition:

Of all the laws of physics, the one best verified by its innumerable conse­
quence! is surely the law of universal gravity; the most precise observations
on the movements of the stars have not been able up to now to show it to 
be faulty. Is it, for all that, a definitive law? It is not, but a provisional law 
which has to be modified and completed unceasingly to make it accord with 
experience, (p. 267)

The episode of the anomalous motion of the perihelion of Mercury 
fits Duhem’s analysis perfectly. It would surely have seemed reasonable to 
explain such a small discrepancy between Newton’s theory and observation 
by altering some auxiliary assumption. In fact, however, the anomaly was 
only explained satisfactorily when Newton’s whole theory of gravity, was 
replaced by Einstein's general theory of relativity. Indeed, from a logical 
point of view, Duhem's philosophy of science can b e  seen as offering 
support to the Einsteinian revolution in physics. It therefore comes at a 
surprise to discover that Duhem rejected Einstein’s theory of relativity 
in the most violent terms. In his 1915 booklet La Science allemand* 
(‘German Science’.), Duhem argues that Einstein's theory of relativity must 
be considered as an aberration due to the lack of sound judgement of the 
German mind and its disrespect for reality. Admittedly, this booklet was 
written at a time when bitter nationalistic feelings w ere being generated 
b y  the First World War. Indeed, it belongs to a genre known as ‘war 
literature', and is actually a relatively mild example of this unfortunate



species o f writing. All the same, it is clear that Du hem did reject Einstein 's 
theory o f relativity in no uncertain terms.

So, as already observed, we find in both Duhem and Poincaré a con* 
tradiction between their philosophical views and their scientific practice. 
Duhem was led by philosophical considerations to the conclusion that 
Newtonian mechanics is provisional and may be altered in future; yet he 
repudiated the new Einsteinian mechanics * Conversely, Poincaré sug­
gested in his philosophical writings of 1902 that the principles of Newto­
nian mechanics were conventions so simple that they would never be 
given up; yet, only two years later, in 1904, he decided that Newtonian 
mechanics needed to be changed, and started work on the development 
of a new mechanics. Some light is thrown on these strange contradictions 
by one further element in the Duhem thesis which we have still to discuss 
This is Duhera’s theory o f good sense (le bon sens).

Let us take the typical situation envisioned by the Duhem thesis. 
From a group of hypotheses, {h, . . . h„). say, a scientist has deduced O. 
Experiment or observation then shows that O is false. It follows that at 
least one of {h, . . . hn} is felse. But which one or ones are false? Which 
hypothesis or hypotheses should the scientist try to change in order to re­
establish the agreement between theory and experience? Duhem states 
quite categorically that logic by itself cannot help the scientist. As far as 
pure logic is concerned, the choice between the various hypotheses is 
entirely open. The scientist in reaching his decision must be guided by 
what Duhem calls good sense' (le bon sens).

Pure logic is not the only rule for our judgements; certain opinions which 
do not hill under the hammer of the principle of contradiction are in any 
case perfectly unreasonable. These motives which do not proceed from logic 
and yet direct our choices, these 'reasons which reason does not know' and 
which speak to the ample mind of finesse' but not to the geometric mind,' 
constitute what is appropriate!) called good sense. (1904-5. p. 217 [277-7$])

Duhem imagines two scientists who, when faced with the experimen­
tal contradiction of 4  group of hypotheses, adopt different strategies. Sci­
entist A  alters a fundamental theory in the group, whereas scientistB alters 
some of the auxiliary assumptions. Both strategies are logically possible, 
and only good sense can enable us to decide between the two scientists. 
Thus, in the dispute between the particle theory o f light and the Maw 
theory of light, Biot, by a continual alteration and addition o f auxiliary- 
assumptions, tenaciously and ingeniously defended the particle theory, 
whereas Fresnel constantly devised new experiments favouring the wave 
theory. In the end, howe'er, the dispute was resolved.

After Foucault's experiment had shown that light travelled fester in air than 
in water, Biot gave up supporting the emission hypothesis; strict!)’, pure logic
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would not have compelled him to give it up, fot Foucault’s experiment was 
not the crucial experiment that Arago thought he saw in it. but by resisting 

' wave optic* for a longer time Biot would have been lacking in good sense. 
<p. 218. (278])

This passage in effect qualifies some of Duhem’s earlier remarks about 
crucial experiments. Let us take two theories, T, and T2, which are both 
subject to the Duhem thesis; that is, which cannot be tested in isolation 
but only by adjoining further assumptions. In a strictly logical sense, there 
cannot be a crucial experiment which decides between T, and T2. The 
good sense of the scientific community can, however, lead it to judge that 
a particular experiment, such as Foucault’s experiment, is in practice cru­
cial in deciding the scientific controversy in favour of one of the two 
contending theories.

In his 1991 book (particularly chapters 4 —6), Martin argues that 'life­
long meditation on certain texts of Pascal shaped many o f the most im­
portant and difficult features of Duhem’s thought’ (p. 101). In particular, 
Duhem’s theory of good sense (le bon sens) was derived in part from 
Pascal. Indeed, in the passage introducing le bon sens, Duhem quotes part 
of Pascal’s famous saying that the heart has its reasons which reason knows 
nothing of.’

Although Duhem was undoubtedly influenced by Pascal, it is possible 
to suggest factors o f a more personal and psychological nature which may 
have led him to his theory of scientific good sense. As his writings on 
philosophy o f science show, Duhem was a man of outstanding logical 
ability; yet, as a physicist, he was a failure. In almost every scientific con­
troversy in which he was involved, he chose the wrong side, rejecting those 
theories such as atomism. Maxwell's electrodynamics, and Einstein’s the­
ory o f Telativity which were to prove successful and lead to scientific 
progress. Although Duhem stubbornly defended his erroneous scientific 
opinions, he must have known in his heart of hearts that he was not 
proving to be a successful scientist Yet he must also have been aware of' 
his own exceptional logical powers. This situation could only be explained 
by supposing that something in addition to pure logic was needed in order 
to become a successful scientist. Here, then, we have a possible psycho­
logical origin of Duhem’s theory of scientific good sense: namely, that 
Duhem saw that good sense is necessary for a scientist precisely because 
he himself was lacking in good sense. Duhem’s rejection o f a new theory 
which agreed so well with his own philosophy o f science (that is, Einstein’s 
theory o f relativity) is just another instance of that lack o f good sense which 
unfortunately characterized Duhem’s scientific career,

Poincaré, by contrast, was one of the great physicists o f his generation, 
and was amply endowed with tile scientific good sense which Duhem 
lacked. The contrast between the two men is particularly evident in their 
respective discussions o f electrodynamics. As we have already remarked.
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Duhem attacked Maxwell’s theory harshly, and advocated the ideas of 
Helmholtz. Poincaré devotes a chapter (the thirteenth) o f his 1902 book 
to electrodynamics. He begins (pp. 223-33) by discussing the theories of 
Ampère and Helmholtz and by mentioning the difficulties which he finds 
in these theories. Then, on p. 239, he introduces Maxwell's theory with 
the words: 4Such were the difficulties raised by the current theories, when 
Maxwell with a  stroke o f the pen caused them to vanish.’ Subsequent 
developments completely endorsed Poincaré’s support for Maxwell, while 
Helmholtz’s ideas on electrodynamics, so strenuously advocated by Du­
hem. are now remembered only by a few erudite historians of science. It 
was Poincaré’s scientific good sense which led him, contrary to die prin­
ciples of his own conventionalist philosophy of science o f 1902, to a mod­
ification of Newtonian mechanics.

Duhem’s theory o f good sense seems to me correct, b ut at the same 
time, more in the nature o f a problem, or a starting-point for further 
analysis, than of a final solution to die difficulty with which it deals. What 
factors contribute to forming scientific good sense? W hy are some highly 
intelligent individuals like Duhem lacking in good sense? These are im­
portant questions. . . .  In the next section, however, 1 will turn to a con­
sideration of the Quine thesis. 3

3 | T he Q uine Thesis

In his famous 1951 article. Two Dogmas of Empiricism’, Quine puts 
forward, with a reference to Duhem, a thesis which is related to Duhem’s. 
Nonetheless, it seems to me that Quine’s thesis is sufficiendy diferent 
from Duhem’s to make the conflation o f the two intellectually unsatisfac­
tory.4 1 will next briefly describe the Quine thesis.5 and explain how it 
differs from the Duhem diesis.

The first obvious difference between Quine and Duhem is that Quine 
develops his views in the context o f a discussion about whether a distinc­
tion can be drawn between analytic and synthetic statements, whereas 
Duhem does not even mention (let alone discuss) the analytic/synthetic 
problem.

[There are] two ways o f defining an analytic statement. The first [isj 
due to Kant, who actually introduced die analytic/svnthetic distinction 
According to Kant, a statement is analytic if its predicate is contained in 
its subject. This formulation presupposes an Aristotelian analysis o f state­
ments into subject and predicate. It is not surprising that Frege, who re­
jected Aristotelian logic and introduced modern logic, should have 
proposed a new way of defining an analytic statement. Frege defines an 
analytic statement as one which is reducible to a truth of logic by means 
of explicit definitions. These two ways o f defining an analytic statement



are both illustrated by the standard example of an analytic statement, 
namely ‘All bachelors are unmarried’. But Quine defines analytic state« 
ment in yet a third way. He writes critically of 'a belief in some funda­
mental cleavage between truths which are analytic, or grounded in 
meanings independently o f matters of fact, and truths which are synthetic, 
or grounded in fact’ (1951, p. 20 [280]). In effect, Quine is here talcing a 
sentence to be analytic if  it is true in virtue o f the meanings of the words 
it contains. This is the definition of ‘analytic’ which is adopted by most 
modern philosophers interested in the question. Once again it is admirably 
illustrated by the standard example: S -  'All bachelors are unmarried’. 
Someone who knows the meanings of ‘all’, ‘bachelors’, ‘are’, and ‘unmar­
ried’ will at once recognize that S is true, without having to make any 
empirical investigations into matters of fact. Thus S is analytic.

All this seems very convincing; yet Quine denies that the distinction 
between analytic and synthetic is a valid one. He writes:

It is obvious that rtuth in general depends on both language and extralin- 
guistic fact The statement ‘Brutus killed Caesar* would be false if the world 
had been different in certain ways, but it would also be false if die word 
'killed' happened rather to have the sense of “begat’. Thus one is tempted to 
suppose in general that the truth of a statement is somehow analyzable into 
a linguistic component and a factual component. Given this supposition, it 
next seems reasonable that in some statement* the factual component should 
be null; and these are the analytic statements. But, for all its a priori reason­
ableness, a boundary between analytic and synthetic statements simply has 
not been drawn. That there is such e distinction to be drawn at all is an 
unempirical dogma of empiricists, a metaphysical article of faith- <1951, 
pp. 36-7 [292])

The empiricists to whom Quine refers are, of course, the empiricists of 
the Vienna Circle, especially Carnap. . . . Their particular brand of em­
piricism (logical empiricism) did indeed involve drawing a distinction be­
tween analytic and synthetic statements. However, support for the 
distinction is not confined to some members o f die empiricist camp. Kant- 
ians too support the distinction, which was indeed introduced by Kant 
himself.

But what has all this to do with the issues involving Duhem and 
conventionalism, which we have been discussing? W e can begin to build 
a bridge by observing that die meanings given to sounds and inscriptions 
are determined purely by social convention. Indeed, the social conventions 
differ from one language to another- So if a sentence is true in virtue of 
the meanings of the words it contains (that is, is analytic), it is a fortiori 
true by convention. Thus if a law is analytic, it is true by convention. The 
converse may not hold, since it is conceivable that a law might be ren­
dered true by a set of conventions which include not just linguistic eon-
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ventions concerning die meanings of words but also perhaps conventions 
connected with measuring procedures

Duhem used his thesis against the claim that a particular scientific 
law was true by convention. It is now obvious that exactly the same ar­
gument could be used against the claim that the law is analytic. Indeed. 
Quine does argue against the analytic/synthetic distinction along just these 
lines.6

But to cany his argument through, Quine makes a claim (the Quine 
diesis) which is much stronger than the Duhem thesis. The key difference 
between the two theses is clearly expressed by Vuillemin as follows: 'Du- 
hem's diesis (“D-thesis”) has a limited and special scope not covering the 
field of physiology', for Claude Bernard’s experiments are explicitly ac­
knowledged as crucial. Quine’s thesis (“Q-thesis”) embraces the whole 
body o f our knowledge’ (1979, p. 599).

Duhem does indeed place explicit limitations on the scope of his 
diesis. He writes: “The Experimental Testing of a Theory Does Not Have 
die Same Logical Simplicity in Physics as in Physiology' (1904—5, p. 180 
[257]). He thinks that his thesis does not apply in physiology or in certain 
branches o f chemistry, and defends it only for the hypotheses of physics. 
My own view is that Duhem is correct to limit the scope o f his thesis, but 
wrong to identify its scope with that o f a particular branch o f science— 
namely, physics. There ate in physics felsifiable laws—for example, Snell s 
la«' of refraction applied to glass—whereas physiology and chemistry no 
doubt contain hypotheses subject to the Duhem thesis. . . For the mo­
ment, however, it is not o f great importance where exact boundaries are 
drawn. The crucial point is that Duhem wanted to apply his thesis to 
some statements and not to others, whereas the Quine thesis is supposed 
to apply to any statement whatever.

This is closely connected with a second difference between the Du­
hem diesis and the Quine diesis. Duhem maintains that hypotheses in 
physics cannot be tested in isolation, but only as part of a group. How ever, 
his discussion makes clear that he places limits on the sise o f this group’ 
Quine, however, thinks that the group extends and ramifies until it in­
cludes the «'hole o f human knowledge. Quine writes: The unit of em­
pirical significance is the whole of science’ (1951, p. 42 [296)); and again:

The totality of our so-called knowledge or beliefs, from the most casual mat­
ters of geography and history to the profoundest laws of atomic physics or 
even of pure mathematics and logic, is a man-made fabric which impinges 
on experience only along die edges. Or, to change the figure, total science 
is like a field of force whose boundary conditions are experience. A conflict 
with experience at the periphery occasions readjustments in the interior of 
the field. . . . But the total field is so underdetermined by its boundary con­
ditions, experience, that diere is much latitude of choice as to what statements 
to reevaluate in the light of any single contrary experience. No particular
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experiences are linked with any particular statements in the interior of die 
field, except indirectly through considerations of equilibrium affecting die 
field as a whole, (pp. 42-3 (246))

The Quine thesis is sttonger than the Duhem thesis, and, in my view, 
less plausible. Let us take, as a concrete example, one of the cases analysed 
earlier. Newton’s first law cannot, taken in isolation, be compared with 
experience. Adams and Leverrier, however, used this law as one of a group 
of hypotheses from which they deduced conclusions about the orbit of 
Uranus. These conclusions disagreed with observation. Now the group of 
hypotheses used by Adams and Leverrier was, no doubt, fairly extensive, 
but it did not include the whole o f science. Adams and Leverrier did not, 
for example, mention the assumption that bees collect nectar from flowers 
in order to make honey, although such an assumption might well have 
appeared in a contemporary scientific treatise dealing with a question in 
biology. We agree, then, with Quine that a single statement may not al* 
ways be (to use his terminology) a ‘unit of empirical significance'. But this 
does not mean that ‘The unit o f empirical significance is the whole of 
science’ (1951,p .42 [296j). A group o f statements which falls considerably 
short of the whole of science may sometimes be a perfectly valid unit of 
empirical significance.

Another difference between Duhem and Quine is that Quine does 
not have a theory of scientific good sense. Let us take, for example, Quine’s 
statement: ‘Any statement can be held true come what may, if  we make dras­
tic enough adjustments elsewhere in the system' (p. 43 [296—97]). It is easy 
to imagine how Duhem would have reacted to such an assertion when 
applied to a statement falling under his thesis. Duhem would have agreed 
that, from the point o f view of pure logic, one can indeed hold a particular 
statement—for example, Newton’s particle theory of light—to be true, 
come what may. However, someone who did so in certain evidential sit­
uations would be lacking in good sense, and indeed perfectly unreasonable.

Because Quine does not have a theory o f good sense, he cannot give 
the Duhemian analysis which we have just sketched. Indeed, it is signif­
icant that his 1951 article,‘Two Dogmas o f Empiricism’, is reprinted, in 
a collection entitled From a Logical Point of View. Where Quine does go 
beyond logic, it is towards pragmatism, though Quine’s pragmatism is usu­
ally mentioned only in passing, rather than elaborated, as in die following 
passage: ‘Each man is given a scientific heritage plus a continuing barrage 
of sensory stimulation, and the considerations which guide him in warping 
his scientific heritage to fit his continuing sensory promptings are, where 
rational, pragmatic’ (p. 46 [299]).

Although the Duhem thesis is quite clearly distinct from the Quine 
thesis, it might still be possible—indeed, useful—to forai a composite the­
sis containing some, but not all, elements from each o f the two theses. 
The phrase Duhem-Quine thesis could then be validly used to denote this
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composite thesis. In the last section o f this chapter, I will elaborate a 
suggestion along these lines.

4  | T h e D uh em -Q u ine Thesis

Let us say that the holistic thesis applies to a particular hypothesis if that 
hypothesis cannot be refuted by observation and experiment when taken 
in isolation, but only when it foims part o f a theoretical group. The dif­
ferences between the Duhem and Quine theses concern the range of 
hypotheses to which die holistic thesis is applied and the extent o f the 
‘theoretical group' for a hypothesis to which the holistic thesis does apply. 
In discussing these differences, 1 have so far sided with Duhem against 
Quine. There is one point, however, on which I would like to defend 
Quine against Duhem. Quine, as we have seen, extends the holistic thesis 
to mathematics and logic. Duhem, however, thought that mathematics 
and logic had a character quite different from that o f physics. Crowe 
(1990) gives an excellent general account and critique o f Duhem’s views 
on the history and philosophy o f mathematics. I will here confine myself 
to a brief account of some view  concerning geometry and logic which 
Duhem expounded in his late work La Science allemande (‘German 
Science’).

Duhem begins his treatment o f geometry with the following remarks?

Among the sciences of reasoning, arithmetic and geometry are the most sim­
ple and, consequently, the most completely finished; . . .

What is the source of their axioms? They are taken, it is usually said, 
from common sense knowledge (eonnaissance commune): that is to say that 
any man sane of mind is sure of heir truth before having studied the science 
of which they will be the foundations. (1915, pp. 4-5)

Duhem agrees with this point of view, In fact, he holds what in 1915 
was a very old-fashioned opinion, that the axioms of Euclid are established 
as true by common-sense knowledge (conheisscnce commune) or common 
sense (It sens commun) or intuitive knowledge (connaissance intuitive). A 
proposition from which Euclid’s fifth postulate can be deduced is that, 
given a geometrical figure (say a triangle), there exists another geometrical 
figure similar to it but of a different size. Duhem argues that the intuitions 
of palaeolithic hunters of reindeer were sufficient to establish the truth of 
this proposition. As he says:

One can represent a plane figure by drawing, or a solid figure by sculpture, 
and tha image can resemble the model perfectly, even though they have 
different sizes. This is a truth which was in no way doubted, in palaeolithic
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times, by the hunters of reindeer on the banks of the Vézère. Now that figures 
can be similar without being equal, implies, as the geometric spirit demon­
strates, the exact truth of Euclid's postulate, (pp. 115—16)

Naturally enough, this attitude to the foundations o f geometry leads Du- 
hem to criticize non-Euclidean geometry, and, in.particular, Biemannian 
geometry. This is what he says:

Riemann'* doctrine is a rigorous algebra, for all the theorems which it for­
mulates are very precisely deduced from its basic postulates; so it satisfies the 
geometric spirit. It is not a true geometry, for, in putting forward its postulates, 
it is not concerned that their corollaries should agree at every point with the 
judgements, drawn from experience, which constitute our intuitive knowl­
edge of space: it is therefore repugnant to common sense, (p. 118)

It is perhaps no accident that the fion-Euclidean geometer cited by 
Duhem (namely, Riemann) was a German; for, as already remarked. La 
Science allemande, written in 1915, was an example o f the war literature 
of the time, designed to denigrate the enemy nationality. Duhem attacks 
German scientists by claiming that, while they possess the geometric spirit 
(Vesprit géométrique), their theories contradict common sense (le sens com­
mun) or I’uprit de finesse, which is Duhem’s new term for something like 
his old notion of good sense.

Given this general point of view, it is not surprising that we find 
Duhem condemning the theoiy o f relativity. He speaks o f ‘the principle 
of relativity such as has been conceived by an Einstein, a Max Abraham, 
a Minkowski, a Laue’ (p. 135). Forgetting the contributions of his own 
compatriot Poincaré, he denounces relativity as a typical aberration o f the 
German mind. As he says:

The fact that the principle of relativity confounds all the intuitions of com­
mon sense, does not arouse against it the mistrust of the German physicists 
—quite the contraryl To accept it is, by that very fact, to overturn all the 
doctrines where, space, time, movement were treated, all the theories of me­
chanics and physics; such a devastation has nothing about it which can dis­
please German thought; on the ground which it will have cleared of the 
ancient doctrines, the geometric spirit of the Germans will devote itself with 
a happy heart to rebuilding a whole new physics of which the principle of 
relativity will be the foundation. If this new physics, disdainful of common 
sense, tuns counter to all that observation and experience have allowed to be 
constiucted in the domain of celestial and terrestiial mechanics, the purely 
deductive method will only be more proud of the inflexible rigour with which 
it will have followed to the end the ruinous consequences of its postulate, 
ip. 136)
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The development and acceptance o f non-Euclidean geometry and 
relativity,- have rendered Duhem’s attempt to found geometry on common 
sense untenable. It is surely now more reasonable to extend the holistic 
thesis from physics to geometry and to say that, in the face o f recalcitrant 
observations, we have the option of altering postulates o f geometry as well 
as postulates of physics. This is, after all, precisely what Einstein did when 
he devised his general theory of relativity.

The picture is the same when we turn from geometry to logic. . . 
Duhem [claimed] that There is a general method of deduction; Aristotle 
has formulated its laws for all time (pour toujours)’ (p. 58). Yet by 1915 
the new logic of Frege, Peano. and Russell had clearly superseded Aris­
totelian logic. Moreover, Brouwer had criticized some o f the standard log­
ical laws, and suggested his alternative intuitionistic approach. Quine 
writes: 'Revision even of the logical law of the excluded middle has been 
proposed as a means of simplifying quantum mechanics' (1951, p. 43 
[297]). Admittedly the new ‘quantum logic' has not proved very successful 
in resolving the paradoxes of microphysics; but there is no reason in prin­
ciple why a change of this kind should not prove efficacious in some 
scientific context. In artificial intelligence, non-standard logics (for ex­
ample, non-monotonic logics) are being devised in order to model partic­
ular forms of intelligent reasoning, and this programme has met with some 
success. Thus it seems reasonable to extend the holistic thesis to include 
logic as well and to allow the possibility of altering logical laws as well as 
scientific laws to explain recalcitrant observations.

I am now in a position to formulate what 1 will call the Duhern-Quine 
thesis, which combines what seem to me the best aspects o f the Duhem 
thesis and the Quine thesis. It will be convenient to divide the statement 
in two parts.

A  The holistic thesis applies to any high-level (level 2) theoretical 
hypotheses, whether o f physics or o f other sciences, or even of 
mathematics and logic. (A incorporates ideas from the Quine 
thesis.)

B The group o f hypotheses under test in any given situation is in 
practice limited, and does not extend to the whole o f human 
knowledge. Quine’s claim that ‘Any statement can be held to be 
true come what may, if  we make drastic enough adjustments else­
where in the system’ (1951, p. 43 (296—97]) is Hue from a purely 
logical point o f view; but scientific good sense concludes in many 
situations that it would be perfectly unreasonable to hold on to 
particular statements. (B obviously follows the Duhem thesis rather 
than the Quine thesis.)

. The thesis seems to m e to be both true and im portan t.. ■ .
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■  [ Notes
1. 1 degree =' 60', and 1' =* 60“. So 52' is slightly lest than a degree.
2. Einstein may have beat influenced by Duhem, however, as is suggested by 
Howard in his interesting 1990 article. Howard shows that Einstein was on very 
friendly terms with Friedrich Adler, who prepared the first German Uanslation of 
the Aim and Structure of Physical Theory, which appeared in 1908. From die 
autumn of 1909, Einstein and his wife rented an apartment in Zurich just im­
mediately upstairs from the Adlers, and Einstein and Adler would meet frequently 
to discuss philosophy and physics. So probably Einstein had read Amt and Struc­
ture by the end of 1909 at the latest.
3. Or rather, misquotes. Duhem writes: raisons que la raison ne connaît pas’ 
(1904-5, French edn, p. 330), whereas Pascal’s original pensée was *Le coeur a 
ses raisons que la raison ne connaît point.’ Giving quotations which are slightiy 
wrong is often a sign of great familiarity with a particular author.
4. Vuillemin (1979) and Anew (1984) give valuable discussions of the differences 
between the Duhem thesis and the Quine thesis. I found these articles very helpful 
when forming my own views on the subject
5. Quine’s views have altered over the years, but here we will discuss only the 
position found in his 1951 article.
6. It is possible, however, to use arguments not involving the Quine thesis against 
the analytic/synthetic distinction. !  give two such argumenb against the distinction, 
the argument from justification and the argument from truth, in my 1985 article.
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L a r r y  L a u d a n

Demystifying
Underdetermination

Pure logit is not the only rule for our judgments; certain opinions which do 
not fall under the hammer of the principle of contradiction are in any case 
perfectly unreasonable

— Pierre Duhem'

■ | Introduction
This essay begins with some good sense from Pierre Duhem. The piece 
can be described as a defense o f this particular Duhemian thesis against 
a rather more familiar doctrine to which Duhem's name has often been 
attached. To put it in a nutshell, I shall be seeking to show that the 
doctrine of underdetermination, and the assaults on methodology that 
have been mounted in its name, founder precisely because they suppose 
that the logically possible and the reasonable are coextensive. Specifically, 
they rest on the assumption that, unless we can show that a scientific 
hypothesis cannot possibly be reconciled with the evidence, then we have 
no epistemic grounds for faulting those who espouse that hypothesis. 
Stated so baldly, this appears to be an absurd claim. That in itself is hardly 
decisive, since many philosophical (and scientific) theses smack initially 
of the absurd. But, as I shall show below in some detail, the surface im- 
plausibility of this doctrine gives way on further analysis to the conviction 
that it is even more untoward and ill argued than it initially appears. And 
what compounds the crime is that precisely this thesis is presupposed by 
many of the fashionable epistemologies of science of the last quarter cen-

F rom C, Wade Savage, ed., Scientific Theories, vol. 14, Minnesota Studies in the 
Philosophy of Science (Minneapolis: University of Minnesota Press, 1990), 267—
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tuiy. Befere this complex indictment can be made plausible, however, 
there is a larger story that ha» to be told.

There is abroad in the land a growing suspicion about the viability of 
scientific methodology. Polanyi, Wittgenstein, Feyerabend and a host of 
others have doubted, occasionally even denied, that science is or should 
be a rule-governed activity. Others, while granting that there are rules of 
the ‘game’ of science, doubt that those rules do much to delimit choice 
(e.g., Quine, Kuhn). Much of the present uneasiness about the viability 
of methodology and normative epistemology can be traced to a series of 
arguments arising out of what is usually called “the underdetermination 
of theories." Indeed, on the strength of one or another variant of the thesis 
of underdetermination, a motley coalition o f philosophers and sociologists 
has drawn some dire morals for the epistemological enterprise.

Consider a few of the better-known examples: Quine has claimed that 
theories are so radically underdetermined by the data that a scientist can, 
if he wishes, hold on to any theory he likes, “come what may.” Lakatos 
and Feyerabend have taken the underdetermination o f theories to justify 
the claim that the only difference between empirically successful and 
empirically unsuccessful theories lay in the talents and resources of 
their respective advocates (i.e., with sufficient ingenuity, more or less any 
theory can be made to look methodologically respectable).2 Boyd and 
Newton-Smith suggest that underdetermination poses several prima facie 
challenges to scientific realism.* Hesse and Bloor have claimed that un­
derdetermination shows the necessity for bringing noncognitive, social fac­
tors into play in explaining the theory choices of scientists (on the grounds 
that methodological and evidential considerations alone are demonstrably 
insufficient to account for such choices).4 H. M. Collins, and several of 
his fellow sociologists o f knowledge, have asserted that underdetermination 
lends credence to the view that die world does little if anything to shape 
or constrain our beliefe about it.* Further afield, literary theorists like Der­
rida have utilized underdetermination as one part o f the rationale for ''de- 
constructionism” (in briefj the thesis that, since every text lends itself to a 
variety o f interpretations and thus since texts underdetermine choice 
among those interpretations, texts have no determinate meaning).6 This 
litany o f invocations o f underdeterminationist assumptions could be ex­
panded almost indefinitely; but that is hardly called for, since it has be­
come a familiar feature o f contemporary intellectual discourse to endow 
underdetennination with a deep significance for our understanding of the 
limitations o f methodology, and thus with broad ramifications for all our 
claims to knowledge—insofar as the latter are alleged to be grounded in 
trustworthy procedures o f inquiry. In fact, underdetermination forms the 
central weapon in the relativistic assault on epistemology.

As my title suggests. I think that this issue has been overplayed. Sloppy 
formulations o f the diesis o f underdetermination have encouraged authors 
to use it—sometimes inadvertently, sometimes willfully—to support what­
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ever relativist conclusions they fancy. Moreover, a failure to distinguish 
several distinct species of underdetermination—some probably viable, oth­
ers decidedly not—has encouraged writers to lump together situations that 
ought to be sharply distinguished. Above all, inferences have been drawn 
from the fact o f underdetermination that by no means follow from it 
Because all that is so, we need to get as clear as. we can about this slippery 
concept before we can decide whether underdetermination warrants the 
critiques of methodology that have been mounted in its name. That is the 
object of the next section o f this paper. With those clarifications in hand, 
I will then turn in succeeding parts to assess some recent garden-variety 
claims about the methodological and epistemic significance o f under- 
determination.

Although this paper is one of a series whose larger target is epistemic 
relativism in general’ , my limited aim here is not to refute relativism in 
all its forms. It is rather to show that one important line of argument 
beloved of relativists, the argument from underdetermination, will not sus­
tain the global conclusions that they claim to derive from it
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■ | Vintage Versions of Underdetermination
H u m ean  U n d e rd ete rm in a tio n

Although claims about undcrdetermination have been made for almost 
every aspect o f science, those that interest philosophers most have to do 
specifically with claims about the underdeteimination o f theories. I shall 
use tiie term “theory" merely to refer to any set o f universal statements 
that purport to describe the natural world* Moreover, so as not to make 
the underdeterminationists’ case any harder to make out than it already 
is, 1 shall—for purposes o f this essay—suppose, with them, that single the­
ories by themselves make no directly testable assertions. More or less 
everyone, relativist or nonrelativist, agrees that “theories are underdeter- 
mined" in some sense or other; but the seeming agreement about that 
formula disguises a dangerously wide variety of different meanings.

Our first step in trying to make some sense o f the huge literature on 
underdetermination comes with the realization that there are two quite 
distinct families o f theses, both o f which are passed off as “the" thesis of 
underdetermination. Within each o f these “families," there are still further 
differentiating features. The generic and specific differences between these 
versions, as we shall see shortly, are not minor or esoteric. They assert 
different things; they presuppose different things; the arguments that lead 
to and from them are quite different Nonetheless each has been char­
acterized, and often, as “the doctrine o f underdetermination.”

The first o f the two generic types o f underdetermination is what I 
shall call, for obvious reasons, deductive or Humean underdetermination



(HUD). It amounts to one variant or other of the following claim:

For any finite body o f evidence, there are indefinitely many mu- 
HUD tually contrary theories, each of which logically entails that 

evidence.

The arguments for HUD are sufficiently familiar and sufficiently trivial 
that they need no rehearsal here.* HUD shows that the fallacy of affirming 
the consequent is indeed a deductive fallacy (like so many other interest­
ing patterns of inference in science); that the method of hypothesis is not 
logically probative; that successfully "saving the phenomena" is not a ro­
bust warrant for detachment or belief. I have no quarrels with either HUD 
or with the familiar arguments that can be marshaled for it. But when 
duly considered, HUD turns out to be an extraordinarily weak thesis about 
scientific inference, one that will scarcely sustain any of the grandiose 
claims that have been made on behalf of underdetermination.

Spec ifically, HUD is weak in two key respects: First, it addresses itself 
only to the role of deductive logic In scientific inference; it is wholly silent 
about whether the rules of a broader ampliative logic underdetermine 
theory choice. Secondly, HUD provides no motivation for the claim that 
a ll theories are reconcilable with any given body of evidence; it asserts 
rather that indefinitely many theories are $0 . Put differently, even if our 
doxastic policies were so lax that they permitted us to accept as rational 
any belief that logically entailed the evidence, HUD would not sanction 
the claim (which we might call die “thesis o f  cognitive egalitarianism 
that all rival theories are thereby equally belief-worthy or equally rational 
to accept.

Despite these crucial and sometimes overlooked limitations of its 
scope, HUD still has some important lessons for us. For instance, HUD 
makes clear that theories cannot be “deduced from the phenomena” (in 
the literal, non-Newtonian sense o f that phrase). It thus establishes that 
the resources of deductive logic are insufficient, no matter how exten­
sive the evidence, to enable one to determine for certain that any theory 
is true. But for anyone comfortable with thenowadays familiar mixture of 
(a) fallibilism about knowledge and (b) the belief that ampliative inference 
depends on modes of argument that go beyond deductive logic, none of 
that is either very surprising or very troubling.

As already noted, HUD manifestly does not establish that all theories 
are equally good or equally well supported, or that falsifications are in­
conclusive or that any theory can be held on to, come what may. Nor, 
finally, does it suggest, let alone entail, that the methodological enterprise
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* For a rehearsal of some trivial arguments for HUD, see the section "Humean 
Underdetermination’’ in the commentary on chapter 5.
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is hopelessly Sawed because methodological rules radically underdeter­
mine theory selection. Indeed, consistently with HUD, one could hold 
(although 1 shall not) that the ampliative rules o f scientific method fully 
determine theory choice. HUD says.nothing whatever about whether am­
pliative rules of theory appraisal do or do not determine theory choice 
uniquely- What HUD teaches, and all that it licenses, is that if one is 
prepared to accept only those theories that can be proven to be true, then 
one is going to have a drastically limited doxastic repertoire.

Mindful o f the some o f the dire consequences (enumerated above) 
that several authors have drawn from the thesis of underdetermination, 
one is inclined to invoke minimal charity by saying that Humean under- 
determination must not be quite what they have in mind. And 1 think we 
have independent evidence that they do not. I have dwelt on this weak 
form o f underdetermination to start with because, as t shall try to show 
below, it is the only générai form o f underdetermination that has been 
incontrovertibiy established. Typically, however, advocates o f underdeter- 
mination have a much stronger thesis in mind. Interestingly, when at« 
tacked, they often fall back on the truism o f HUD; a safe strategy since 
HUD is unexceptionable. They generally fail to point out that HUD will 
support none of the conclusions that they wish to draw from underdeter« 
mination. By failing to distinguish between HUD and stronger (and more 
controversial) forms o f underdetermination, advocates o f undifferentiated 
underdetermination thus piggyback their stronger claims on this weaker 
one. But more of that below.

T he Q uinban  R e fo r m u l a t io n s  o f U n d e rd ete rm in a tio n * 

Like most philosophers, Quine of course accepts the soundness of HUD. 
But where HUD was silent on the key question of ampliative underdeter« 
mination, Quine (along with several other philosophers) was quick to take 
up the slack. In particular, Quine has propounded two distinct doctrines, 
both of which have direct bearing on the issues before us. The first, and 
weaker, of these doctrines I shall call th e  n on u n iq u en ess  th esis . It holds 
that: f o r  a n y th eo ry , T, a nd  a n y  given b o d y  of e v id en c e  su p p o r t in g  T, th ere  
is a t lea st o n e  riva l (i.e. co n tra ry )  to  T  th a t  is  a s w e l l  s u p p o r t ed  as T.10 In 
his more ambitious (and more influential) moments, Quine is committed 
to a much stronger position, which I call th e  ega lita r ia n  th esis. It insists 
that: e v e r y  th eo r y  is a s w e l l  su p p o r t ed  b y  th e  e v id en c e  a s  a n y  o f  its r iv a ls .1' 
Quine nowhere explicitly expresses the egalitarian diesis in precisely this 
form. But it will be the burden of the following analysis to show that 
Quine's numerous pronouncements on the retainability of theories, in the 
face of virtually any evidence, presuppose the egalitarian thesis, and make 
no sense without it. What follows is not meant to be an exegesis ofQuine’s 
intentions; it is meant, rather, as an exploration of whether Quine’s posi­



tion on this issu« will sustain the broad implications that many writers 
(sometimes including Quine himself) draw nom it.

What distinguishes both the nonuniqueness thesis and the egalitarian 
thesis from HUD is that they concern ampliative rather than deductive 
underdetermination; that is, they centrally involve the notion of “empir­
ical support,” which is after all the central focus o f ampliative inference. 
In this section and the first part o f the next, 1 shall focus on Quine's 
discussion o f these two forms o f ampliative underdetermination (especially 
the egalitarian thesis), and explore some o f their implications. The egali­
tarian thesis is sufficiently extreme—not to say epistemically pernicious— 
that I want to take some time showing that some versions o f Quine's 
holism are indeed committed to it. I shall thus examine its status in con­
siderable detail before turning in later sections to look at some other prom­
inent accounts of ampliative underdetermination.

Everyone knows that Quine, in his “Two Dogmas o f Empiricism,” 
maintained that;

..  one may hold onto any theory whatever in the face o f any evidence 
’ whatever.1*

Crucial here is the sense o f “may” involved in this extraordinary claim. If 
taken as asserting that human being? are psychologically capable o f re­
taining beliefs in the face of overwhelming evidence against diem, then
it is a wholly uninteresting truism, borne out by every chapter in the saga 
of human folly. But if Quine’s claim is to have any bite, or any philo­
sophical interest, it must be glossed along roughly the following lines:

. . .  It is rational to hold onto any theory whatever in the face of any 
' 1 evidence whatever.

I suggest this gloss because 1 suppose that Quine means to be telling us 
something about scientific rationality; and it is clear that (0), construed 
descriptively, has no implications for normative epistemology. Combined 
with Quine’s counterpart claim that one is also free to jettison any theory 
one is minded to, (1) appears t© assert the e q u ira t io n a li ty  of all rival the­
oretical systems. Now, what grounds does Quine have for asserting (1)? 
One might expect that he could establish the plausibility of (1) only in 
virtue of examining the relevant rules of rational theory choice and show­
ing, if it could be shown, that those rules were always so ambiguous that, 
confronted with any pair of theories and any body of evidence, they could 
never yield a decision procedure for making a choice. Such a proof, if 
forthcoming, would immediately undercut virtually every theory of em­
pirical or scientific rationality. But Quine nowhere, neither in “Two Dog-
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mas . . " nor elsewhere, engages in a general examination o f ampliative 
rules of theory choice.

His specific aim in propounding (0) or (1) is often said to be to exhibit 
the ambiguity of falsification or of modus tollens. The usual reading of 
Quine here is that he has shown the impotence of negative instances to 
disprove a theory, just as Hume had earlier showed the impotence of 
positive instances to prove a theory. Indeed, it is this gloss that establishes 
the parallel between Quine’s form o f the thesis o f underdetermination and 
HUD. Between them, they seem to lay to rest any prospect for a purely 
deductive logic of scientific inference.

But what is the status of (1)? I have already said that Quine nowhere 
engages in an exhaustive examination of various rules of rational theory 
choice with a view to showing them impotent to make a choice between 
all pairs of theories. Instead, he is content to examine a single rule of 
theory choice, what we might call the Popperian gambit That rule says, 
in effect “reject theories that have (known) falsifying instances.” Quine’s 
strategy is to show that this particular rule radically underdetermines the­
ory choice. I intend to spend the bulk of this section examining Quine’s 
case for the claim that this particular rule underdetermines theory choice. 
But the reader should bear in mind that even if Quine were successful in 
his dissection of this particular rule (which he is not), that would still leave 
unsettled the question whether other ampliative rules of detachment suffer 
a similar fete.*

How does he go about exhibiting the underdeterminative character 
of falsification? Well, Quine’s explicit arguments for (1) in “Two Dogmas 
. . are decidedly curious. Confronted, for instance, with an apparent 
refutation of a claim that “there are brick houses on Elm Street,” we 
can—he says—change the meaning o f the terms so that (say) “Elm Street” 
now refers to Oak Street, which adventitiously happens to have brick 
houses on it, thereby avoiding the force of the apparent refutation. Now 
this is surely a Pickwickian sense o f "holding onto a theory come what 
may,” since what w'e are holding onto here is not what the theory asserted, 
but the (redefined) string of words constituting the theory.1* Alternatively, 
says Quine, we can always change the laws of logic if W ed be. We migHt, 
one supposes, abandon modus tollens, thus enabling us to maintain a the­
ory in the face of evidence that, under a former logical regime, was 
falsifying of it; or we could jettison modus ponens and thereby preclude 
the possibility that the theory we are concerned to save is “implicated” in 
any schema of inference leading to the awkward prediction. If one is loath 
to abandon such useful logical devices (and Quine is), other resources are
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* In inductive lope, rules of detachment are often called acceptance rules. They 
specify when it is permissible to accept a hypothesis as true, thus “detaching” the 
hypothesis h from the assertion P(/»/e) * r, that h has probability r on evidence e.
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open to us. W e could, says Quine, dismiss the threatening evidence "by 
pleading hallucination.”w

But are there no constraints on when it is reasonable to abandon 
selected rules of logic or when to label evidence specious (because the 
result o f hallucination) or when to redefine the terms of our theories' Of 
course, it is (for all I know) humanly possible to resort to any o f these 
stratagems, as a descriptivist reading of (0) might suggest. But nothing 
Quine has said thus far gives us any grounds to believe, as (1) asserts, that 
it will ever, let alone always, be rational to do so. Yet his version of the 
thesis o f underdetermination, if he means it to have any implications for 
normative epistemology, requires him to hold that it is rational to use some 
such devices.11 Hence he would appear to be committed to the view that 
epistemic rationality gives us no grounds for avoiding such maneuvers. 
(On Quine's view, the only considerations that we could possibly invoke 
to block such stratagems have to do with pragmatic, not epistemic, ration­
ality.'®) Thus far, die argument for ampliative underdetermination seems 
made of pretty trifling stuff.

But there is a fourth, and decidedly nontrivial, stratagem that Quine 
envisages for showing how our Popperian principle underdetermines the- 
ory choice. This is the one that has received virtually all the exegetical 
attention; quite rightly too, since Quine’s arguments on the other three 
are transparently question begging because they fail to establish the ra­
tionality o f holding onto any theory in the face o f any evidence. Specifi­
cally, Quine proposes that a threatened statement or theory can always be 
immunized from the threat of the recalcitrant evidence by making suitable 
adjustments in our auxiliary theories. It is here that the familiar "Duhem- 
Quine thesis” comes to the fore. What confronts experience in any test, 
according to both Quine and Duhem, is an entire theoretical structure 
(later dubbed by Quine "a web o f belief”) consisting inter alia [among 
other things] o f a variety of theories. Predictions, they claim, can never be 
derived from single theories but only from collectives consisting o f mul­
tiple theories, statements o f initial and boundary conditions, assumptions 
about instrumentation, and the like. Since (they claim) it is whole systems 
and whole systems alone that make predictions, when those predictions 
go awry it is theory complexes, not individual theories, that are indicted 
via modus tollens. But, so the argument continues, we cannot via modus 
tollens deduce tire falsity o f any component of a complex from the falsity 
of the complex as a whole. Quine put it this way:

But tire failure [of a prediction] falsifies only a block of theory as a whole, a
conjunction of many statements. The failure shows that one or more of those
statements is false, but it does not show which.17

Systems, complexes or “webs” apparently turn out to be unambiguously 
falsifiable on Quine’s view; but the choice between individual theories



or statements making up these systems is. in his view, radically under* 
determined.

Obviously, this approach is rather more interesting than Quine's other 
techniques for saving threatened theories, for here we need not abandon 
logic, redefine die terms in our theories in patently ad hoc fashion, nor 
plead hallucinations. The thesis o f underdetermination in this particular 
guise, which I shall call Quinean underdetermination (QUD), can be 
formulated as follows:

Any theory can be reconciled with any recalcitrant evidence by 
QUD making suitable adjustments in our other assumptions about

nature.

Before we comment on the credentials of QUD, we need to further dis* 
ambiguate it. We especially need to focus on the troublesome phrase “can 
be reconciled with.” On a weak interpretation, this would be glossed as 
“can be made logically compatible with the formerly recalcitrant evi- 
dence." I shall call this the “compatibilist version o f QUD.” On a stronger 
interpretation, it might be glossed as “can be made to fiinction significantly 
in a complex that entails” the previously threatening evidence. Let us call 
this the “eritailment version o f QUD.” To repeat, the compatibilist version 
says that any theory can be made logically compatible with any formerly 
threatening evidential report; the entaiiment interpretation insists further 
that any theory' can be made to fiinction essentially in a logical derivation 
of the erstwhile refuting instance.

The compatibilist version o f QUD can be trivially proven. All we need 
do, given any web of belief and a suspect theory that is part o f it, is to 
remove (without replacement) any o f those ancillary statements within die 
web needed to derive the recalcitrant prediction from die theory. O f 
course, we may well lose enormous explanatory power thereby, and the 
web may lose much of its pragmatic utility thereby, but there is nothing 
in deductive logic that would preclude any of that.

The entaiiment version of QUD, by contrast, insists that there is aU 
ways a set o f auxiliary assumptions that can replace others formerly present, 
and that will allow die derivation, not of the wrongly predicted result, but 
of precisely «hat we have observed. As Griinbaum. Quinn, Laudan and 
others have shown,18 neither Quine nor anyone else has ever produced a 
general existence proof concerning the availability either in principle or 
in practice of suitable (i.e., nontrivial) theory*saving auxiliaries. Hence the 
entaiiment version of QUD is without apparent warrant. For a time (circa 
1962), Quine himself conceded as much.14 That is by now a familiar 
result. But what I think needs much greater emphasis than it has received 
is the feet that, even i f  nontrivial auxiliaries existed that would satisfy the 
demands o f the entaiiment version o f QUD, no one has ever shown that it 
would be rational to prefer a web that included them and the threatened
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theory to a rival web that dispensed with the theory in question. Indeed, as 
I shall show-in detail, what undermines both versions of QUD is that 
neither logical compatibility with die evidence nor logical derivability of 
the evidence is sufficient to establish that a theory exhibiting such empir­
ical compatibility and derivability is rationally acceptable.

It will prove helpful to distinguish four different positive relations in 
which a theory (or the system in which a theory is embedded) can stand 
to the evidence. Specifically, a theory (or larger system o f which it is a 
part) may:
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■ be logically compatible with die evidence;
■ logically entail die evidence;
■ explain the evidence;
■ be empirically supported by the evidence.

Arguably, none of these relations reduces to any o f die others; despite that, 
Quine’s analysis runs all four together. But what is especially important 
for our purposes is the realization that satisfaction o f either the compati­
bility relation or the entailment relation fails to establish either an explan­
atory relation or a relation o f empirical support. For instance, theories may 
entail statements that they nonetheless do not explain; self-entailment be* 
ing the most obvious example. Equally, theories may entail evidence state­
ments, yet not be empirically supported by them (e.g., if the theory was 
generated by the algorithmic manipulation of the “evidence” in question).

So, when QUD tells us that any theory can be “reconciled” with any 
bit o f recalcitrant evidence, we are going to have to attend with some care 
to what that reconciliation consists in. Is Quine claiming, for instance, 
that any theory can—by suitable modifications elsewhere—continue to 
function as part o f an explanation of a formerly recalcitrant feet? Or is he 
claiming, even more ambitiously, that any formerly recalcitrant instance 
for a theory can be transformed into a confirming instance for it?

As we have seen, the only form o f QUD that has been firmly estab­
lished is compatibilist Quinean underdetermination (an interpretation that 
says a theory can always be rendered logically compatible with any evi­
dence, provided we are prepared to give up enough o f our other beliefs); 
$0 I shall begin my discussion there. Saving a prized, but threatened, 
theory by abandoning the auxiliary assumptions once needed to link it 
with recalcitrant evidence clearly comes at a price. Assuming that we give 
up those beliefs without replacement (and recall that this is the only case 
that has been made plausible), we not only abandon an ability to say 
anything whatever about the phenomena that produced the recalcitrant 
experience; we also now give up the ability to explain all the other things 
which those now-rejected auxiliaries enabled us to give an account of—
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with no guarantee whatever that we can find alternatives to them that will 
match their explanatory scope.

But further and deeper troubles lurk for Quine just around the comer. 
For it is not just explanatory scope that is lost; it is also evidential support. 
Many of those phenomena that our web of belief could once give an 
account of (and which presumably provided part o f the good reasons for 
accepting the web with its constituent theories) are now beyond the re­
sources of the web to explain and predict. That is another way of saying 
that the revised web, stripped of those statements formerly linking the 
theory in question with the mistaken prediction, now has substantially less 
empirical support than it once did; assuming, of course, that the jettisoned 
statements formerly functioned to do more work for us than just producing 
the discredited prediction.30 Which clearly takes things from bad to worse. 
For now Quine's claim about the salvageability o f a threatened theory 
turns out to make sense just in case the only criterion of theory appraisal 
is logical compatibility with observation. If we are concerned with issues 
like explanatory scope or empirical support, Quine’s QUD in its coro- 
patibilist version cuts no ice whatsoever.

Clearly, what is wrong with QUD, and why it foils to capture the 
spirit of (1), is that it has dropped out any reference to the rationality of 
theory choices, and specifically theory rejections. It doubtless b  possible 
for us to jettison a whole load of auxiliaries in order to save a threatened 
theory (where “save” now means specifically "to make it logically com­
patible with the evidence”), but Quine nowhere establishes the reasona­
bleness or the rationality o f doing so. And if it is plausible, as 1 believe it 
is, to hold that scientists are aiming (among other things) at producing 
theories with broad explanatory scope and impressive empirical creden­
tials, then it has to be said that Quine has given us no arguments to 
suppose that any theory we like can be doctored up so as to win high 
marks on those scores.

This point underscores the foot that too many of the discussions of 
underdetermination in the last quarter century have proceeded in an 
evaluative vacuum. They imagine that if a course of action is logically 
possible, then one need not attend to the question of its rationality. But 
if QUD is to carry any epistemic force, it needs to be formulated in terms 
of the rationality of preserving threatened theories. One might therefore 
suggest the following substitute for QUD (which was itself a clarificationof (1)):
(2)

any theory can be rationally retained in the face of any recalcitrant 
evidence.

Absent strong arguments for (2) or its functional equivalents, Quinean 
holism, the Duhem-Quine thesis and die (non-Humean) forms of under- 
determination appear to pose no threat in principle for an account of



scientific methodology or rationality. The key question is whether Quine, 
or any o f the other influential advocates of die methodological significance 
of underdetermination, have such arguments to make.

Before we attempt to answer that question, a bit more clarification is 
called for, since die notion of retainment, let alone rational retsinment, 
is still less than transparent. I propose that we understand that phrase to 
mean something along these lines: to say that a theory can be rationally 
retained is to say that reasons can be given for holding that theory, or the 
system o f which it is a part; as true (or empirically adequate) that are 
(preferably stronger than but) as least as strong as the reasons that can be 
given for holding as true (or empirically adequate) any of its known rivals. 
Some would wish to give this phrase a more demanding gloss; die}’ would 
want to insist that a theory can be rationally held only if we can show that 
the reasons in its behalf are stronger than those for all its possible rivals, 
both extant and those yet-to-be-conceived. That stronger gloss, which I 
shall resist subscribing to, would have the effect o f making it even harder 
for Quine to establish (2) than my weaker interpretation does. Because I 
believe that theoiy choice is generally a matter o f comparative choice 
among extant alternatives, I see no reason why we should saddle Quine 
and his followers with having to defend (2) on its logically stronger con- 
strual. More to the point, if I can show that the arguments on behalf o f 
the weaker construal fail, that indeed die weaker constiual is false, it fol­
lows that its stronger counterpart foils as well, since the stronger entails 
the weaker. I therefore propose emending (2) as follows:

any theory can be shown to be as well supported by any evidence 
' as any of its known rivals.

Quine never formulates this thesis as such, but I have tried to show that 
defending a thesis of this sort is incumbent on anyone who holds, as Quine 
does, that any theory' can be held true, come what may. Duly considered, 
(2*) is quite a remarkable thesis, entailing as it does that all the known 
contraries to every known theory are equally well supported. Moreover, 
(2“) is our old friend, the egalitarian diesis. I f correct, (2") entails (for 
instance) that the flat-earth hypothesis is as sound as the oblate-spheroid 
hypothesis21; that it is as reasonable to believe in fairies at the bottom of 
my garden as not. But, for all its counter-intuitiveness, this is precisely the 
doctrine to which authors like Quine, Kuhn, and Hesse are committed.22 
(In saying that Quine is committed to this position, I do not mean that 
he would avow it if  put to him direcdy; I doubt that very much. My claim 
rather is (a), that Quine’s argument in ‘‘Two Dogmas . . commits him 
to such a diesis, and (b), that those strong relativists who look to Quir.e 
as having espoused and established die egalitarian thesis are exactly half 
right I prefer to leave it to Quine exegetes to-decide whether the positions
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of the later Quine allow him to be exonerated o f the charge that his more 
recent writing run afoul o f the same problem.)

One looks in vain in “Two Dogmas . . for even the whiff of an 
argument that would make die egalitarian thesis plausible. As we have 
seen. Quine’s only marginally relevant points there are his suppositions 
(1) that any theoiy can be made logically compatible with any evidence 
(statement) and (2) that any theory can function in a network of statements 
that will entail any particular evidence statement.1’ But what serious epis- 
temologist has ever held either (a) that bare logical compatibility with the 
evidence constituted adequate reason to accept a scientific theory,24 or 
(b> that logical entailment o f the evidence by a theory constituted adequate 
grounds for accepting a theory? One might guess otherwise. One might 
imagine that some brash hypothetico-deductivist would say that any theoiy 
that logically entailed the known evidence was acceptable, if one conjoins 
this doctrine with Quine’s claim (albeit one that Quine has never made 
out) that .every theory can be made to logically entail any evidence, then 
one has the makings of the egalitarian thesis. But such musings cut little 
ice, since no serious twentieth-century methodologist has ever espoused, 
without crucial qualifications, logical compatibility with the evidence or 
logical derivability of the evidence as a sufficient condition for detachment 
of a theory.”

Consider some familiar theories of evidence to see that this is so. 
Within Popper’s epistemology, two theories, Tf and Tj, that thus tar have 
the same positive instances, e, may nonetheless be differentially supported 
by e. For instance, if T| predicted e before e was determined to be true, 
whereas T: is produced after e is known, then e (according to Popper) 
constitutes a good test of Tt but no test of T,. Bayesians too insist that 
rival (but nonequivalent) theories sharing the same known positive in­
stances are not necessarily equally well confirmed by those instances. In­
deed, if two theories begin with different prior probabilities, then their 
posterior probabilities must be different, given the same positive instances.** 
But that is just to say that even if two theories enjoy precisely the same 
set of known confirming instances, ft does not follow that they should be 
regarded as equally well confirmed by those instances. All of which is to 
say that showing that rival theories enjoy the same "empirical support”— 
in any sense of that term countenanced by (2s)—requires more than that 
those rivals are compatible with, or capable o f entailing, the same "sup­
porting” evidence. (2*) turns out centrally to be a claim in the theory of 
evidence and, since Quine does not address the evidence relation in “Two 
Dogmas . . . one will not find further clarification of this issue there.*’

Of course, "Two Dogmas . . ." was not Quine’s last effort to grapple 
with these issues. Some of these themes recur prominently in Word and 
Object, and it is worth examining some of Quine’s arguments about un- 
derdetemunation to be found there. In that work, Quine explicitly if 
briefly addresses the question, already implicit in “Two Dogmas . . . "



whether ampliative rules o f theory choice underdeteimine theory choice ;s 
Quine begins his discussion there by making the relatively mild clairr. that 
scientific methodology, along with any imaginable body o f evidence, might 
possibly underdetermine theory choice. As he wrote:

conceivaii/)’ the truths about molecules are only partially determined by any 
ideal organon of scientific method plus all the truths that can be said in 
common sense terms about ordinary things.10

Literally, the remark in this passage in unexceptionable. Since we do not 
yet know what the final “organon of scientific method'’ will look like, it 
surely is “conceivable" drat die truth status of claims about molecular 
structure might be underdetermined by such an organon. Three sentences 
later, however, this claim about the conceivability o f ampliative under­
determination becomes a more ambitious assertion about die likelihood of 
such underdetermination:

The incompleteness of determination of molecular behavior by the behav ior 
of ordinary tilings . . . remains true even if we include all past, present and 
future irritations of all the far-flung surfaces of mankind, and probably even 
i f  we throw in {i.e.. take for granted] an in fact achieved organon o f  scientific 
method besides.™

As it stands, and as it remains in Quine’s text, this is no argument at all, 
but a bare assertion. But it is one to which Quine returns still later

we have no reason to suppose that man's surface irritations even unto eternity 
admit of any systematization that is scientifically better or simpler than ail 
possible others. It seems likelier, if only on account of symmetries or dualities, 
that countless alternative theories would be tied for first place."

Quite how Quine thinks he can justify this claim of “likelihood” for am­
pliative underdetermination is left opaque. Neither here nor elsewhere 
does he show that any specific ampliative rules of scientific method" ac­
tually underdetermine theory choice—let alone that the rules of a “final 
methodology’’ will similarly do so. Instead, on the strength of the notorious 
ambiguities of simplicity (and by some hand-waving assertions that other 
principles of method may “plausibly be subsumed under the demand for 
simplicity"” —a claim that is anything but plausible), Quine asserts "in 
principle,” that there is “probably” no theory that can uniquely satisfy the 
“canons of any ideal organon of scientific method.”s‘ In sum, Quine fails 
to show that theory choice is ampliatively underdetermined even by exist­
ing codifications of scientific methodology (all of which go considerably 
beyond the principle o f simplicity), let alone by ali possible such codi­
fications.”
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More important for our purposes, even if Quine were right that no 
ideal organon of methodology could ever pick out any theory as uniquely 
satisfying its demands, we should note—in the version of underdetermi­
nation contained in the last passage from Quine—how drastically he has 
apparently weakened his claims from those of “Two Dogmas. . . That 
essay, you recall, had espoused the egalitarian thesis that a n y  theory can 
be reconciled with any evidence. We noted how much stronger that thesis 
was than the nonuniqueness thesis to the effect that there will always be 
some rival theories reconcilable with any finite body o f evidence. But in 
Word a nd  O b je c t , as die passages I have cited vividly illustrate, Q u in e  is 
n o lo n g e r  a r gu in g  th a t a n y  th eo r y  ca n  b e  r e c o n c i le d  w ith  a n y  ev id en ce? *  
he is maintaining rather that, no matter what our evidence and no matter 
what our rules of appraisal, there will always remain the possibility (or the 
likelihood) that the choice will not be uniquely determined. But that is 
simply to say that there will (probably) always be at least one contrary to 
any given theory that fits the data equally well—a far cry from the claim, 
associated with QUD and (2“), that a ll the contraries to a given theory 
will fit the data equally well. In a sense, therefore, Quine appears in W ord  
and  O b je c t  to have abandoned the egalitarian thesis for die nonuniqueness 
thesis, since the latter asserts not the epistemic equality o f all theories but 
only the epistemic equality of certain theories.*7 That surmise aside, it is 
fair to say that Word a n d  O b je c t  does nothing to further die case for 
Quine’s egalitarian view that “any theory can be held true come what 
may.”

Some terminological codification might be useful before we proceed, 
since we have reached a natural breaking point in the argument. As we 
have seen, one can distinguish between (a) d es cr ip t iv e  (0) and (b) n or­
m a tiv e  (1. 2, 2°) forms of underdetermination, depending upon whether 
one is making a claim about what people are capable o f doing or what 
the rules of scientific rationality ailow.58 One can also distinguish between 
( c  d ed u c t iv e  and (d) a m p lia t iv e  underdetermination, depending upon 
whether it is the rules of deductive logic (HUD) or of a broadly inductive 
logic or theory of rationality that are alleged to underdetermine choice 
(QUD). Further, we can distinguish between the claims that theories can 
be reconciled with recalcitrant evidence via establishing (e) com p a tib ility  
between the two or (f) a one-way e n ta ilm en t  between the theory and the 
recalcitrant evidence or (g) equivalence of support between rival theories. 
Finally, one can distinguish between (h) the doctrine that choice is un­
derdetermined between at least one of the contraries of a theory and that 
theory (n on u n iq u en ess) and (i) the doctrine that theory choice is under­
determined between every contrary of a theory and that theory (“cognitive 
ega lita r ian ism " ).

Using this terminology, we can summarize such conclusions as we 
have reached to this point: In “Two Dogmas Quine propounded a
thesis of normative, ampliative, egalitarian underdetermination. Whether
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we construe that thesis in its compatibilist or entailment versions, it is 
clear that Quine has said nothing that make? plausible the idea'that every 
prima facie refuted theory can be embedded in a rationally acceptable 
(i.e., empirically well-supported) network of beliefs. Moreover, “Two Dog­
mas . . developed an argument for underdetermination for only one 
raţionalii)’ principle among many, what I have been calling the Popperian 
gambit. This left completely untouched die question whether other rules 
of theory choice suffered from the same defects that Quine thought 
Popper’s d»d. Perhaps with a view to remedying that deficiency. Quine 
argued—or, rather, alleged without argument—in Word a n d  O b je c t  that 
any codification of scientific method w'ould underdetermine theory 
choice. Unfortunately, Word and Object nowhere delivers on its claim 
about underdetermination.

But suppose, just for a moment, that Quine had been able to show 
what he claimed in Word and Object, to wit, the nonuniqueness thesis. 
At best, that result would establish that for any well-confirmed theory, there 
is in principle at least one other theory that will be equally well-confirmed 
by the same evidence. That is an interesting thesis to be sure, and possibly 
a true one, although Quine has given us no reason to think so. (Shortly, 
we shall examine arguments o f other authors that seem to provide some 
ammunition for this doctrine.) But even if  true, the nonuniqueness thesis 
will not sustain the critiques o f methodology that have been mounted in 
the name of underdetermination. Those critiques are all based, implicitly 
or explicitly, on the strong, egalitarian reading of underdetermination. 
They amount to saying that the project of developing a methodology of 
science is a waste of time since, no matter what rules of evidence we 
eventually produce, those rules will do nothing to delimit choice between 
rival theories. The charge that methodology is toothless pivots essentially 
on the viability of QUD in its ampliative, egalitarian version. Nonunique­
ness versions of the thesis of ampliative underdetermination at best estab­
lish that methodology will not allow us to pick out a theory as uniquely 
frue, no matter how strong its evidential support. (Word and Object’s weak 
ampliative thesis of underdetermination, even if sound, would provide no 
grounds for espousing the strong underdeterminatiomsf thesis implied by 
the “any theory can be held come what may” dogma.” )

Theory choice may or may not be ampliatively underdetermined in 
the sense of the nonuniqueness thesis; that is an open question. But how** 
ever that issue is resolved, that form of underdetermination poses no chal­
lenge to the methodological enterprise. What would be threatening to, 
indeed debilitating for, the methodological enterprise is if QUD in its 
egalitarian version were once established. Even though Quine offers no 
persuasive arguments in favor o f normative, egalitarian, ampliative under­
determination, there are several other philosophers who appear to have 
taken up the cudgels on behalf o f precisely such a doctrine. It is time I 
turned to their arguments.
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With this preliminary spade work behind us, we are now in 2 position 
to see that die central question about underdetermination, at least so 
far as the philosophy of science is concerned, is the issue o f ampliative 
underdetermination. Moreover, as we have seen, the threat to die 
epistemological project comes, not from the nonuniqueness version of 
underdetermination, but from the egalitarian version. (That version states 
that any theory can be embedded in a system that will be as strongly 
supported by the evidence as any rival is supported by the same evidence.) 
The question is whether anyone has stronger arguments than Quine’s for 
the methodological underdetermination of theory choice. Two plausible 
contenders for that title are Nelson Goodman and Thomas Kuhn. I shall 
deal briefly with them in turn.

Goodman’s Fact, F iction  and Forecast is notorious for posing a par* 
ticularly vivid form of ampliative underdetermination, in the form of the 
grue/green, and related, paradoxes o f induction.* Goodman is concerned 
there to deliver what Quine had elsewhere merely promised, namely, a 
proof that the inductive rules of scientific method underdetermine theory 
choice in the free of any conceivable evidence. The general structure of 
Goodman's argument is too ¿uniliar to need any summary here. But it is 
important to characterize Carefully what Goodman’s result shows. I shall 
do so utilising terminology we have already been working with. Goodman 
shows that one specific rule of ampliative inference (actually a whole fam­
ily of rules bearing structural similarities to the straight rule of induction) 
suffers from this defect: Given any pair (or n-tuple) of properties that have 
previously always occuiTed together in our experience, it is possible to 
construct an indefinitely large variety of contrary theories, all o f which are 
compatible with the inductive rule: “If, for a large body of instances, the 
ratio of the successful instances o f a hypothesis is very high compared to 
its failures, then assume that the hypothesis wall continue to enjoy high

* Goodman defines the predicate grue in the following way: an object is grue if 
and only if it is observed before time T and is green, or else it is not observed 
before time T and is blue. Suppose we examine a large number of emeralds and 
find that all emeralds we have observed are green. We might reasonably infer that 
the hypothesis “All emeralds are green” is probably true (because it is confirmed 
by its many instances) and then use that hypothesis to predict that emeralds ob* 
served in the future (including those observed after T) will be green, too. But if 
our inspection has taken place before time T (say, the year 2050). then "All em* 
«raids are grue” is also confirmed by the observed instances, and we could use the

true hypothesis to predict that any emerald observed after the year 2050 will be 
lue (and net green). Thus, we seem to have rival hypotheses, supporting incom* 
partble predictions, both confirmed equally well by our evidence. Fee mote on 

the grue problem and attempts to solve it, see “Goodman’s Gruesome New Riddle 
of Induction” in fee commentary on chapter 5.



success in the future.” All these contraries will (along with suitable initial 
conditions) entail all the relevant past observations o f the pairings o f  the 
properties in question. Thus, in one o f G oodman's best-known examples, 
d ie straight rule will not yield an algorithm for choosing between ‘.All 
emeralds are green” and “All emeralds are grue”; it awards diem equally 
good m ads.

T h ere is some monumental question begging going on in Goodman's 
setting up o f his examples. He supposes without argument that—since the 
contraiy inductive extrapolations all have the same positive instances (to 
date)—the inductive logician must assume that the extrapolations from 
each o f these hypotheses are all rendered equally likely by those instances. 
Yet we have already had occasion to remark that “possessing the same 
positive instances” and "being equally well confirmed” boil down to the 
same thing only in the logician's never-never land. (It was WheweD, Peirce 
and Popper who taught us all that theories (haring the same positive in­
stances need not be regarded as equally well tested or equally belief- 
worthy.) But Goodman does have a point when he directs our attention 
to the feet that the straight rule of induction, as often stated, offers no 
grounds for distinguishing between the kind o f empirical support enjoyed 
by the green hypothesis and that garnered by the grue hypothesis.

Goodman him self believes, o f course, that this paradox erf induction 
can be overcome by an account o f the entrenchm ent o f  predicates. Re­
gardless whether one accepts Goodman's approach to that issue, it should 
be said that strictly he does not hold that theory choice is underdeter- 
mined; on his view, such ampliative underdetermination obtains only if 
we lim it our organon o f scientific methodology to some version o f the 
straight rule o f  induction.

But, for purposes o f  this paper, we can ignore die finer nuances of 
Goodman's argument since, even if  a theory o f entrenchm ent offered no 
way out o f the paradox, and even if the slide from “possessing the same 
positive instances” to “being equally well confirmed” was greased by some 
plausible arguments, Goodm an’s arguments can provide scant comfort to 
the relativist’s general repudiation o f methodology. Recall that the relativist 
is com mitted, as we have seen, to arguing an egalitarian version o f the 
thesis o f  ampliative undeide leim ination, i.e., he must show that all rival 
theories are equally well supported by any conceivable evidence. But there 
is nothing whatever in Goodm an’s analysis—even if  we grant a ll  its con­
troversial premises—that could possibly sustain such an egalitarian conclu­
sion. Goodman’s argument, after all, does not even claim  to show apropos 
o f the straight rule that it will provide support for any and every hypothesis: 
his concern, rather, is to show that there will always be a family of contrary 
hypotheses between which it will provide no grounds for rational choice. 
Th e difference is crucial. If  I  propound the hypothesis that “All emeralds 
are red” and if my evidence base happens to be that all previously ex­
amined emeralds are green, then the straight rule is unambiguous in its
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insistence that my hypothesis be rejected. T h e alleged inability o f the 
straight rule to distinguish betweea-greeft- and gjae-style hypertheses pro­
vides ho ammunition for the claim that such a rule can make no epistemic 
distinctions whatever between rival hypotheses. If  we are confronted with 
a choice between (say) the hypotheses that all emeralds are red and that 
all are green, then the straight rule gives us entirely unambiguous advice 
concerning which is better supported by the relevant evidence. Good- 
manian underdetermihation is thus of the nonuniqueness sort W hen one 
combines that with a recognition that Goodman has examined but one 
among a wide variety of ampliativt principles that arguably play a role in 
scientific decision making, it becomes clear that no global conclusions 
whatever can be drawn t o  Goodman’s analysis concerning the general 
inability of the rules of scientific methodology for strongly delimiting the­
ory choice.

But we do not have to look very far afield to find someone who does 
propound a strong (viz., egalitarian) thesis o f ampliative underdetermina­
tion, one which, if sound, would imply that the rules o f  methodology were 
never adequate to enable one to choose between any rival theories, re­
gardless of the relevant evidence. I refer, o f  course, to Thomas Kuhn's 
assertion in T he Essential Tension  to the effect that the shared rules and 
standards of the scientific community always underdetermine theory 
choice.*5 Kuhn there argues that science is guided by the use o f several 
methods (or, as he prefers to call them, "standards”). These include the 
demand for empirical adequacy, consistency, simplicity, and the like. 
W hat Kuhn says about these standards is quite remarkable. He is not 
making the point that the later Quine and Goodman made about the 
methods of science; namely, that for any theory picked out by those meth­
ods, there will be indefinitely many contraries to it that are equally com­
patible with the standards. O n the contrary, Kuhn is explicitly pushing the 
same line that the early Quine was implicitly committed to, viz., that the 
methods of science are inadequate ever to indicate that any theory is better 
than any rival, regardless o f the available evidence. In the language o f this 
essay, it is the egalitarian form of underdetermination that Kuhn is here 
proposing.

Kuhn, o f course, does not use that language, but a brief rehearsal of 
Kuhn’s general scheme will show that egalitarian underdetermination is 
one of its central underpinnings. Kuhn believes that there are divergent 
paradigms within the scientific community. Each paradigm comes to be 
associated with a particular set o f practices and beliefs. Once a theory has 
been accepted within an ongoing scientific practice, Kuhn tells us, there 
is nothing that the shared standards of science can do to dislodge it. If 
paradigms do change, and Kuhn certainly believes that they do, this must 
be the result o f "individual’’ and “subjective” decisions by individual re- 
searchers, not because there is anything about the methods or standards 
scientists share that ever requires the abandonment o f those paradigms

338 | C b . I T h e  D y « S M * 2 V !« e  T h e s i s  and  Uk e e e d e t £ » x*in /.t io ?.-



L aui DUMTSTIFrlNO UNDERDETIRMlNATIOti I 35«?

and their associated theories. In a different vein, Kuhn tells us that a 
paradigm always looks good by its own standards,and weak by the standards 
of its rivals and that there never comes a point at which adherence to an 
old paradigm or resistance to a new one ever becomes “unscientific.”41 In 
effect, then, Kuhn is offering a paraphrase o f the early Quine, but giving 
it a Wittgensteinean twist: "once a theory/paradigm has been established 
within a practice, it can be held on to, com e what may." Th e shared 
standards o f the scientific community are allegedly impotent ever to force 
the abandonment of a paradigm, and the specific standards associated with 
any paradigm will alwavs give it the nod.

If this seems extreme, I should let Kuhn speak for himself. “Even' 
individual choice between competing theories,” he tells us, "depends on 
a mixture of objective and subjective factors, or o f shared and individual 
criteria.”42 It is. in Kuhn’s view, no accident that individual or subjective 
criteria are used alongside the objective or shared criteria, foT the latter 
“are not by themselves sufficient to determine the decisions o f individual 
scientists.”45 Each individual scientist “must com plete the objective criteria 
[with ‘subjective considerations’] before any computations can be done.”*4 
Kuhn is saying here that the shared methods or standards o f scientific 
research are always insufficient to justify the choice o f one theory over 
another.45 That could only be so if (2 ") or one o f its functional equivalents 
were true o f those shared methods.

W hat arguments does Kuhn muster for this egalitarian claim ? Well, 
he asserts that all the standards that scientists use are ambiguous and that 
“individuals may legitimately differ about their application to concrete 
cases.”4* “Simplicity, scope, fruitfulness and even accuracy can be judged 
differently . . .  by different people.”47 He is surely right about some o f this. 
Notoriously, one m an’s simplicity is another’s complexity; one may think 
a new approach fruitful, while a second may see it  as sterile. But such 
frizziness o f conception is precisely why most methodologists have avoided 
falling back on these hazy notions for talking about the empirical warrant 
for theories. Consider a different set o f  standards, one arguably more fa­
miliar to philosophers o f science:

B prefer theories that are internally consistent;
■ prefer theories that correctly make some predictions that are sur­

prising given our background assumptions;
■ prefer theories that have been tested against a  diverse range o f kinds 

o f  phenom ena to those that have been tested only against very sim­
ilar sorts o f phenomena.

Even standards such as these have some fuzziness around the edges, but 
can anyone believe that, confronted with any  pair o f theories and any 
body o f  evidence, these standards are so rough-hewn drat they could be
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used indifferently to justify choosing either elem ent o f  the pair? D o we 
really believe that Aristotle’s physics correctly made die sorts o f surprising 
predictions that Newton’s physics did? Is there any doubt that Cartesian 
optics, with its’ dual insistence on the instantaneous propagation o f light 
and that light traveled faster in denser media than in rarer ones, violated 
the canon of internal consistency?

Like the early Quine, Kuhn’s wholesale holism commits him to the 
view that, consistently with die shared canons o f rational acceptance, any 
theory or paradigm can be preserved in the face of any evidence. As it 
turns out, however, Kuhn no more has plausible arguments for this posi- 
tion than Quine had. In each case, the idea that the choice between 
changing or retaining a theory/paradigm is ultimately and always a matter 
of personal preference turns out to be an unargued dogma. In each case, 
if one takes away that dogma, m uch of the surrounding edifice collapses.

O f course, none o f what I have said should be taken to deny that all 
forms o f underdetermination are bogus. They manifestly are not Indeed, 
there are several types o f situations in which theory choice is indeed un­
derdetermined by the relevant evidence and rules. Consider a few:

a) We can show that for some rules, and for certain theoiy pairs, 
theory choice is underdetermined for certain sorts o f evidence. Consider 
the well-known case of the choice between the astronomical systems o f 
Ptolemy and Copernicus. If the only sort o f evidence available to us in­
volves reports o f line-of-$ight positions o f planetary position, and if  our 
methodological rule is something like "Save the phenomena,” then it is 
easy to prove that any line-of-sight observation that supports Copem ican 
astronomy also supports Ptolemy's 48 (It is crucial to add, o f  course, that if 
we consider other forms o f evidence besides line-of-sight planetary posi­
tion, this choice is not strongly underdetermined.)

b) W e can show that for some rules and for some local situations, theory 
choice is underdetermined. regardless o f the sorts o f evidence available. 
Suppose our only rule o f appraisal says, "Accept that theory with the largest 
set o f confirming instances,” and that we are confronted with two rival 
theories that have the same known confirming instances. Under these 
special circumstances, the choice is indeterminate.49

W hat is the significance o f such limited forms o f  ampliatrve undcrde- 
termination as these? They represent interesting cases to  b e  sure, but none 
of them —taken either singly or in combination—establishes the soundness 
of strong ampliative underdetermination as a general doctrine. Absent 
sound arguments for global egalitarian underdetermination (i.e., afflicting 
every theory on every body o f evidence), the recent dismissals of scientific 
methodology turn out to be nothing more than hollow, anti-intellectual 
sloganeering.

I have thus far been concerned to show that the case for strong am­
pliative underdetermination has not been convincingly made out. But we 
can more directly challenge it by showing its falsity in specific concrete



eases. T o  show that it is ill conceived (as opposed to merely unproved), 
we need to exhibit a methodological rule, or set o f rules, a body of evi­
dence, and a local theory choice context in which the rules and the evi­
dence would unam biguously  determine the theory preference. At the 
formal level it is o f course child’s play to produce a trivial rule that will 
unambiguously choose between a pair o f theories. (Consider the rule: 
“Always prefer the later theory.”) But, unlike the underdeterminationists,’0 
I would prefer real examples, so as not to take refuge behind contrived 
cases.

Th e history o f science presents us with a plethora o f such cases. But I 
shall refer to only one example in detail, since that is all that is required 
to make the case. It involves the testing o f the Newtonian celestial me­
chanics by measurements o f the “bulging” o f the earth.51 Th e Newtonian 
theory predicted that the rotation o f the earth on its axis would cause a 
radical protrusion along the equator and a constriction at the poles—such 
that the earth’s actual shape would be that o f an oblate spheroid, rather 
than (as natural philosophers bom  Aristotle through Descartes had main­
tained) that o f a uniform sphere or a sphere elongated along the polar 
axis. By the early eighteenth century, there were well-established geodesic 
techniques for ascertaining the shape and size o f the earth (to which all 
parties agreed). These techniques involved the collection o f precise mea­
surements o f distance from selected portions o f the earth’s surface. (To 
put it oversimply, these techniques generally involved comparing meas­
urements of chordal segments o f die earth's polar and equatorial circum­
ferences.52} Advocates o f the two m ajor cosmogonies o f the day, the 
Cartesians and the Newtonians, looked to such measurements as providing 
decisive evidence for choosing between the systems o f Descartes and New­
ton.’5 At great expense, the Paris Académie des Sciences orgmized a series 
o f elaborate expeditions to Peru and Lapland to collect die appropriate 
data. T h e evidence was assembled by scientists generally sympathetic to 
the Cartesian/Cassini hypothesis. Nonetheless, it was their  interpretation, 
as well as everyone else’s, that the evidence indicated that die diameter of 
the earth at its equator was significantly larger than along its polar axis. 
This result, in turn, was regarded as decisive evidence showing the supe­
riority o f Newtonian over Cartesian celestial m echanics. T h e operative 
methodological rule in the situation seems to have been something like 
this:
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when two rival theories, T| and T-, make conflicting predictions that can be 
tested in a manner that presupposes neither T, norT:, then one should accept 
whichever theory makes the correct prediction and reject its rival.

(I shall call this rule R ,.) W e need not concern ourselves here with 
whether R, is methodologically sound. Th e only issue is whether it un­
derdetermines a choice between these rival cosmogonies. It clearly does



• not. Everyone in die case in hand agreed that the measuring techniques 
were uncontroversial; everyone agreed that Descartes's cosmogony re­
quired an earth that did not bulge at the equator and that Newtonian 
cosmogony required an oblately spheroidal earth

Had scientiste been prepared to make Quine-like maneuvers, abandon­
ing (say) m odus ponens, they obviously could have held on to Cartesian 
physics “com e what may.” But that is beside die point, for if one suspends 
the rules of-inference, then there are obviously no inferences to be made. 
W hat those who hold that underdetermination undermines methodology 
must show is that methodological rules, even when scrupulously adhered 
to, fail to sustain the drawing o f any clear preferences. As this historical 
case makes clear, the rule cited and d ie relevant evidence required a 
choice in favor o f Newtonian mechanics.

Let m e not be misunderstood. I  am not claiming that Newtonian me­
chanics was “proved” by the experimente o f die Academie des Sciences, 
still less that Cartesian mechanics was “refuted" by those experiments. Nor 
would 1 suggest for a moment that die rule in question (R() excluded all 
possible rivals to Newtonian mechanics. W hat is being claimed, rather, is 
that this case involves a certain plausible rule o f  theory preference that, 
when applied to a specific body of evidence and a specific theory choice 
situation, yielded (in conjunction with familiar rules o f  deductive logic 
and of evidential assessment) unam biguous  advice to the effect dial one 
theory o f the pair under consideration should be rejected. T h at complex 
o f rules and evidence determ ined  the choice between the two systems of 
mechanics, for anyone who accepted the rulefs) in question.
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■ | Underdeteimination and the
“Sociologizing of Epistemology”

If  (as we saw in the first section) some scholars have been too quick in 
drawing ampliative morals from Q U D , others have seen in such Duhem- 
Quine-style underdeteimination a rationale for die claim that science is. 
at least in large measure, the result o f social processes o f “negotiation'' 
and die pursuit o f personal interest and prestige. Specifically, writers like 
Hesse and Bloor have argued that, because theories are deductively un­
derdetermined (H UD), it is reasonable to expect that the adoption by 
scientists o f various ampliative criteria o f theory evaluation is the result of 
various social, "extra-scientific” forces acting on them. Such arguments 
are as misleading as they are commonplace.14

T h e most serious mistake they make is that o f supposing that any of 
the normative forms o f underdetermination (whether deductive or am­
pliative, weak or strong) entails anything whatever about what causes sci­
entists to adopt the theories or the ampliative rules that they do. Consider,
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for instance, Hesse’s treatment o f underdetermination in her recent Rev­
olutions an d  Reconstructions in th e  Philosophy o f  Science. She there argues 
that, since Quine has shown that theories âTe deductively underdeter­
mined by the data, it follows that theory choice must be based, at least in 
part, on certain “non-logical,” “extra-empirical” criteria for what counts as 
a good theory.5* Q uine him self would probably agree with that much. But 
Hesse then goes on to say that:

it is only a short step from this philosophy of science to the suggestion that 
adoption of such [non-logical, extra-empirical] criteria, that can be seen to 
be different for different groups and at different periods, should be explicable 
by social rather than logical factors.

T h e thesis being propounded by these writers is that since the rules o f 
deductive logic by themselves underdetermine theory choice, it is only 
natural to believe that the choice o f ampliative criteria o f theory evaluation 
(with which a scientist supplements the rules o f deductive logic) are to be 
explained by “social rather than logical factors.” It is not very clear from 
Hesse’s discussion precisely what counts as a “social factor”; but she evi­
dently seems to think—for her argument presupposes—that everything is 
either deductive logic or sociology. T o  the extent that a scientist’s beliefs 
go beyond what is deductively justified, Hesse seems to insist, to that de­
gree is it an artifact o f the scientist’s social environm ent (O nce again, we 
find ourselves running up against the belief—against which Duhem in­
veighs in the opening quotation—that formal logic exhausts the realm of 
the “rational.”)

Hesse's contrast, o f course, is doubly bogus. O n the one side, it pre­
supposes that there is nothing social about the laws o f logic. But since 
those laws are formulated in a language made by humans and are them­
selves human artifacts fashioned to enable us to find our way around the 
world, one could hold that the laws of logic are at least in part the result 
©f social factors. But i f  one holds, with Hesse, that the laws o f formal logic 
are not the result o f social factors, then what possible grounds can one 
have for holding that the practices that constitute cmpliativeJogic or meth­
odology aTe apt to be primarily sociological in character?

W hat Hesse wants to do, of course, is to use the fact o f logical under­
determination (HUD ) as an argument for taking a sociological approach 
to explaining the growth o f scientific knowledge. There may or may not 
be good arguments for such an approach. But, as I have been at some 
pains to show in this essay, the underdetermination of theory choice by 
deductive logic is not among them.

There is another striking feature of her treatment of these issues. I refer 
to the fact that Hesse thinks that a semantic thesis about the relations 
between sets of propositions (and such is the character o f the thesis of 
deductive underdeterminationi might sustain any  causal claim  whatever
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about the factors that lead scientists to adopt the theoretical beliefs they 
do. Surely, whatever the causes o f a scientist’s acceptance of a particular 
(ampliative) criterion o f theory evaluation may be (whether sociological 
or otherwise), the diesis of deductive underdetermination entails nothing 
whatever about the character o f those causes. The Duhem-Quine thesis 
is, in all of its many versions, a thesis about the logical relations between 
certain statements; it is not about, nor does it directly entail anything 
about, the causal interconnections going on in the heads o f scientists who 
believe those statements. Short o f a proof that the causal linkages between 
propositional attitudes minor the formal logical relations between propo­
sitions, theses about logical underdetermmation and about causal under- 
determination would appear to be wholly distinct from one another. 
Whether theories are deductively determined by the data, or radically 
underdetermined by that data; in neither case does anything follow con­
cerning the contingent processes whereby scientists are caused to utilize 
extialogical criteria for theory evaluation.

The point is that normative matters o f logic and methodology need to 
be sharply distinguished from empirical questions about the causes o f sci­
entific belief None of the various forms o f normative underdetermination 
that we have discussed in this essay entails anything whatever about the 
causal factors responsible for scientists adopting foe beliefs that they do. 
Confusion of the idiom of good reasons and the idiom o f causal produc­
tion of beliefs can only make our task of understanding either of them 
more difficult.56 And there is certainly no good reason to think (with Hesse 
and Bloor) that, because theories are deductively underdetermined, the 
adoption by scientists of ampliative criteria ‘should be explicable by social 
rather than logical factors.' It may be ttue, of course, that a sociological 
account can be given for why scientists believe what they do; but the 
viability of that program has nothing to do with normative underdeter­
mination. The slide from normative to causal underdetermination is every 
bit as egregious as the slide (discussed earlier) from  deductive to ampliative 
underdetermination. The wonder is that some authors (e.g.. Hesse) make 
foe one mistake as readily as the other.

David Bloor, a follower of Hesse in these matters, produces an inter­
esting variant on the argument from underdetermination. He correctly 
notes two facts about the history of science: sometimes a group of scientists 
changes its “system of belief," even though there is “no change whatsoever 
in their evidential basis.' 5' "Conversely,’’ says Bloor, “systems of belief can 
be and have been held stable in the face o f rapidly changing and highly 
problematic inputs from ex p erien ce .B o th  claims are surely right; sci­
entists do not necessarily require new evidence to change their theoretical 
commitments, nor does new evidence—even prima facie refuting evi- 
dence—always cause them to change their theories. But foe conclusion 
that Bloor draws from these two commonplaces about belief charge and 
belief maintenance in science comes as quite a surprise. For he thinks
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these facts show that reasonable scientists are free to believe w hat they like , 
independently o f  the evidence. Just 1 ) Quine had earlier asserted that sci­
entists can hold any doctrine immune from refutation or, alternatively, 
they can abandon any deeply entrenched belief, so does Bloor hold that 
there is virtually no connection between beliefs and evidence. He writes: 
“So [sic] the stability of a system of belief [including science] is the pre­
rogative of its users."w Here would seem to be underdetermination with 
a vengeancel But once the confident rhetoric is stripped away, this 
emerges—like the parallel Quinean holism on which it is modeled—as a 
clumsy non sequitur. The fact that scientists sometimes give up a theory 
in the absence of anomalies to it, or sometimes hold on to a theory in the 
face of prims facie anomalies for it, provides no license whatever for the 
claim that scientists can rationally hold on to any system of belief they 
like, just so long as they choose to do so.

Why do 1 say that Bloor’s examples about scientific b elief fail to sustain 
the general morals he draws from them? Quite simply because his argu­
ment confuses necessary with sufficient conditions. Let us accept without 
challenge the desiderata Bloor invokes: scientists sometimes change their 
mind in the absence of evidence that would seem to force them to, and 
scientists sometimes hang on to theories even when those theories are 
confronted by (what might appear to be) disquieting new evidence. What 
the first case shows, and all that it shows, is that the theoretical preferences 
of scientists are influenced by factors other than purely empirical ones. 
But that can scarcely com e as a surprise to anyone. For instance, even the 
most ardent empiricists grant that considerations o f simplicity, economy 
and coherence play a role in theory- appraisal. H ence, a scientist who 
changes his mind in the absence o f new evidence m ay  simply be guided 
in his preferences by those o f his standards that concern the nonempirical 
features o f theory Bloor’s second case shows that new evidence is not 
necessarily sufficient to cause scientists to change their minds even when 
that evidence is prima facie damaging to their beliefs. W ell, to a generation 
o f philosophers o f science raised to believ e that theories proceed in a sea 
o f anomalies, this is not exactly news either.

W hat is novel is Bloor’s suggestion that one can derive from the con­
junction o f these home truths the thesis that scientists—quite independent 
o f the evidence—can reasonably decide when to change their beliefs and 
when not to, irrespective o f what they are com ing to learn about the world. 
But note where the argument goes astray: it claims that because certain 
types o f evidence are neither necessary nor sufficient to occasion changes 
o f belief, it follows that no evidence can ever compel a rational scientist 
to change his beliefs. This is exactly akin to saying that, because surgery 
is not always necessary to cure gall stones, nor always sufficient to cure 
them , it follows that surgery is never the appropriate treatment o f choice 
for gall stones. In the same way, Bloor argues that because beliefs some­
times change reasonably in the absence o f new evidence and sometimes



do not change in the face o f  new evidence, it follows that we are always 
rationally free to let our social interests shape our beliefs.
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■  | Conclusion
W e can draw together the strands o f this essay by stating a range o f con­
clusions that seem to flow from the analysis:

a T h e fact that a theory is deductively underdetermined (relative to 
certain evidence) does not warrant the claim that it is ampliatively 
underdetermined (relative to the sam e evidence).

a Even if  we can show in principle the nonuniqueness o f a certain 
theory with respect to certain rules and evidence (i.e., even i f  theory 
choice is weakly underdeterrnined by those rules), it does not follow 
that that theory cannot be rationally judged to be better than ib 
extant rivals (viz., that the choice is strongly underdetermined).

• T h e norm ative underdetermination o f  a theory (given certain rules 
and evidence) does not entail that a scientist's b elief in drat theory 
is causally underdeterrnined by the same rules and evidence, and 
vice versa.

> T h e fact that certain  ampliative rules or standards (e.g., simplicity) 
may strongly underdetermine theory choice does not warrant the 
blanket (Quinean/Kuhnian) claim that all rules similarly underde­
termine theory choice.

None of this involves a denial (a) that theory choice is always deduc­
tively underdetermined (H U D ) or (b) that the nonuniqueness thesis may 
be correct. But one may grant all that and still conclude from the fore­
going that no one has yet shown that established forms o f underdetermi­
nation do anything to undermine scientific methodology as a venture, in 
either its normative or its descriptive aspect T h e relativist critique o f epis­
temology and methodology, insofar as it is based on arguments from un­
derdetermination, has produced much heat but no light whatever.

■  | A ppendix

In the main body of foe paper, 1 have (for ease o f exposition) ignored foe 
more holistic features o f Q uine’s treatment o f underdetermination. Thus, 
I have spoken about single theories (a) having confirming Instances, 
(b) entailing observation statements, and (c) enjoying given degrees of 
evidential support. Most o f Q uine’s self-styled advocates engage in similar
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simplifications Q uine himself, however, at least in most o f  his moods, 
denies that single theories exhibit (a), ^b), o5-£c).-lt is, on his view, only 
whole systems o f theories that link up to experience. So if  this critique of 
Q uine’s treatment o f underdetermination is to have die force required, l 
need  to recast it SO that a thoroughgoing holist can see its force.

T h e reformulation o f my argument in holistic terms could proceed 
along the following lines. T h e nested or systemic version o f the non­
uniqueness thesis would insist that: For any theory, T, em bedded  in a  sys­
tem, S, an d  any body o f  evidence, e , there will b e  a t  least on e other system, 
S' (containing a rival to T ), such that S' is as w ell supported by e  as  S  is. 
T h e stronger, nested egalitarian thesis would read: For any theory, T, em ­
bedded  in a  system, S, an d  any body  o f  evidence, e, there w ill b e  systems, 
S], S; , . . . .  S „  eac h  contain ing a  different rival to T, such that each  is as 
well supported by e  a s  S.

Both these doctrines suffer from the defects already noted afflicting 
their nonholistic counterparts. Specifically, Q uine has not shown that, for 
any arbitrarily selected rival theories, T ,  and T 2, there are’ respective nest­
ings for them, Si and S2, that will enjoy equivalent degrees o f empirical 
support. Q uine can, with some degree o f plausibility, claim that it will be 
possible to find systemic embeddings for T] and T 2 such that S , and S : 
will be logically compatible with all the relevant evidence. And it is even 
remotely possible, 1 suppose, that he could show that there were nestings 
for T i and T 2 such that S , and S 2 respectively entailed all the relevant 
evidence. But as we have seen, such a claim is a far  cry  from establishing 
that Si and Sz exhibit equal degrees o f empirical support Thus, Quine's 
epistemic egalitarianism is as suspect in its holistic versions as in its at­
omistic counterpart.

■ | Notes
1. Pierre Duhem. Aim and Structure o f  Physical Theory, 2 i? .
2. Lakatos once put the point this way:

A brilliant school of scholars (backed by a rich society to finance a few well-planned 
tests) might succeed in pushing any fantastic programme {however "absurd”] ahead, 
or, alternatively, if so inclined, in overthrowing any arbitrarily chosen pillar of “estab­
lished knowledge." (In I. Lakatos and A MusgfSv«. edi.. Criticism and the Growth of 
Knowledge (Cambridge: Cambridge University Press, 1970), 187-88 )

3. See especially R. Boyd, “Realism, Underdetermination, and a Causal Theory 
of Evidence,' Nous, 7 (1978): 1 — 12. W. Newton-Smith goes so far as to entertain 
(if later to reject) the hypothesis that "given that there can be cases of the under­
determination of theory by data, realism . . . has to be .-ejected.” ("The Under- 
determination of Theories by Data," in N. R. Hilpinen, ed., Rationality ir. Science 
[Dordrecht: Reidel, 1980), 105.) (Compere John Worrell, "Scientific Realism and 
Scientific Change,” The Philosophical Quarterly, 32 [1982]: 210-31.)
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4. See chap. 2 of Hesse’s Revolutions and Reconstructions in the Philosophy o f  
Science i Notre Dame: Notre Dame Press, 1980) and D. Bloor’s Knowledge and 
Social Imagery (London: Routledge, 1976) and "The Strength* [lie] of the Strong 
Programme," Philosophy o f  the Social Sciences, l l  (1981): 199—214.
5. See H. Collins’s essays in the special number of Social Studies of Science, 11 
(1981) Among Collins's many fatuous obiter dicta, my favorites are these:

» "the natural world in no way constrains what is believed to be” (ibid., 54); 
and

■ "the natural world has a small or nonexistent role in the construction of 
scientific knowledge” (3).

Collins's capacity for hyperbole is equaled only by his tolerance for inconsistency, 
since (at I have shown in “Collins’s Blend of Relativism and Empiricism," Social 
Studies of Science, 12 [1982], 131—33) he attempts to argue for these conclusions 
by the use of empirical evidence! Lest it be supposed that Collins’s position is 
idiosyncratic, bear in mind that the self-styled “arch-rationalist,” Imre Lakatos, 
could also write in a similar vein, apropos of underdetermination, that

The dlreetion of science is determined primarily by human creative imagination and 
not by the universe of facts which surrounds us. Creative imagination is like))' to And 
corroborating novel evidence even for the most “absurd" programme, if the search has 
sufficient drive (Lakatos, Philosophical Papers [Cambridge: Cambridge University Press, 
1978], vol. 1, 99.)

6. For a discussion of many of the relevant literary texts, see A. NcHamas, ‘T h e 
Postulated Author,” Critical Inquiry, 8 (1981): 133—49.
7. See, for Instence, my T h e  Pseudo-Science of Science?.'' Philosophy of the 
Social Sciences', 11 (1981): 173—98; “More on Btoor,” Philosophy of the Social 
Sciences, 12 (1982): 71—74; “Kuhn's Critique of Methodology.” in |. Pitt, ed.. 
Change and Progress in Modem Science (Dordrecht: Reidel, 1983), 283-300; "Ex­
plaining the Success of Science: Beyond Epistemic Realism and Relativism," 
G. Gutting et al., eds.. Science and Reality: Recent Work in the Philosophy of 
Science (Notre Dame; Notre Dame Press, 1984), 83-10$; "Are All Theories 
Equally Good?” in R. Nola ed.. Relativism and Realism in Science (Dordrecht: 
Reidel, 1988), 117-39; "Cognitive Relativism,” in R. Egidi, ed.. La Svelte Rela• 
tivistiea (Rome: Franco Angeli, 1988) 203-24; "Relativism, Naturalism and Retic­
ulation," Synfhese, 71 (1987), 114-39; “Methodology's Prospects,” in A. Fine and 
P. Machamer, eds.. PSA 1980, vol. 2, (East Lansing, Mich.: Philosophy of Science 
Association) (347-54]; and "For Method: Or Against Feyerabend,” in [ J. R. Brown 
and f . Mittelstrass, ads., An Intimate Relation: Studies in the History and Philosophy 
o f  Science: Presented to Robert E. Butts on his Sixtieth Birthday (Dordrecht, Neth­
erlands: Kluwer, 1989), 299-317].
8. There are, of course, more interesting conceptions of “theory” than this mini­
ma! one: but I do not want to beg any questions by imposing a foreign conception 
of theory on those authors whose work I shall be discussing.
9. Quine has voiced a preference that the view I am attributing to him should bt 
called "the holist thesis,” rather than a “thesis of underdetermination.” (See es­
pecially his "On Empirically Equivalent Systems of the World,” Erfcenntnis, 9



(1975.1; 513—28.) 1 am reluctant to accept his terminological recommendation 
here, both because Quine's holism is often (and rightly; seen as belonging to the 
family of underdetermination arguments, and because it has become customary 
to use the term underdetermination to refer to Quine’s holist position. 1 shall be 
preserving the spirit of Quine's recommendation, however, bv insisting that we 
distinguish between what I call ''nonuniqueness” ¡which is very close to what 
Quine himself calls '‘underdetermination") and egalitarianism (which represents 
one version of Quinean holism?. (For a definition of these terms, see below (in 
text].)
10. It is important to be clear that Quine's nonuniqueness thesis is not simply a 
restatement of HUD, despite certain surface similarities. HUD is entirely a logico- 
semantic diesis about deductive relationships; it says nothing whatever about issues 
of empirical support The nonuniqueness thesis, by contrast, is an epistemtc diesis.
11. Obviously, the egalitarian thesis entails the nonuniqueness thesis, but not 
conversely.
12. Quine specifically put it this way: "Any statement can be held true come what 
may, if we make drastic enough adjustments elsewhere in the system (of belief].” 
("Two Dogmas of Empiricism,” in S. Harding, ed.. Con Theories Be Refitted? 
(Dordrecht Reidel, 1976), 60 [296-97], I am quoting from the version of Quine's 
paper in the Harding volume since I will be citing a number of other works 
included there.)
1?. Grtlnbaum, in his Philosophical Problems o f  Space and  Time, 2d ed- (Dor­
drecht: Reidel 1974), 590—610, has pointed to a number of much more sophisti­
cated. but equally trivial, wavs of reconciling an apparently refuted theory with
recalcitrant evidence.
H. Quine in Harding (see note 12 above), 60 (297], In a much later, back­
tracking essay (“On Empirically Equivalent Systems of the World," Erktnntn-.s, 9 
(1975); 513-28), Quine seeks to distance himself from the proposal, implied in 
"Two Dogmas . , , ,” that it is always (rationally! possible to reject ‘observation 
reports’. Specifically, he says that QUD “would be wrong if understood as imposing 
an equal status on all the statements in a scientific theory and thus denying the 
strong presumption in favor of the observation statements. It is this [latter] bias 
which makes science empirical” (ibid., p. 314).
15. In fact, of course, Quine thinks that we generally do (should?) not use such 
stratagems. But his only argument for avoiding such tricks, at least In ‘Two Dog­
mas of Empiricism." is that thev make our theories more complex and our bsl.et 
systems less efficient. On Quine's view, neither of those considerations carries an;, 
epistemic freight.
16. Quine, in Harding i see note 12 above), 63. I am not alone in finding Quine's 
notion of pragmatic rationality to be epidemically sterile. Lakatos, for instance, 
remarks of Quine's "pragmatic rationality" “I find it irrational to call this raticrJ' " 
(Lakatos. Philosophical Papers [Cambridge; Cambridge Universitv Press, 19“fr . 
vol. 1, 97ni.
17. W. Quine, Ontological Relativity and Other Essays iN’ew York; Columbia 
University Press, 1909). 79.
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18. See especially A. CrUnbaum, Philosophical Problems o f  Space and Time (Dor­
drecht: Reidel 1974), ?85—92 and Larry Laudan, "GrUnbaum on (the Duhemian 
Argument’." in S. Handing, Can Theories Be Refuted? (Dordrecht: Reidel, 1975),
19. In a letter to GrQnbaum, published in Harding (see note 12 above), p. 132. 
Quine granted that “the Duhem-Quine diesis’' (a key part of Quine's holism and 
thus of QUD) "is untenable if taken nontrrvially." Quine even goes so far as to 
say that the thesis is not “an interesting thesis as such.” He claims that all he used 
it for was to motivate his claim dial meaning comes in large units, rather than 
sentence-by-sentence. But just to the extent that Quine’s QUO is untenable on 
any nontrivial reading, then so is his epistemic claim that any theory can rationally 
be held true come what may. Interestingly, as late as 1975, and despite his con­
cession that die D-Q thesis is untenable in its nontrivial version, Quine was still 
defending his holistic account of theory testing (see below in text).
20. And if they did not. the web would itself be highly suspect on other epistemic 
grounds.
21. Or. more strictly, that there is a network of statements that includes the flat- 
earth hypothesis and that is as well confirmed as any network of statements in­
cluding the oblate-spheroid hypothesis.
22. Since 1 have already discussed Quine's views on these matters, and will treat 
Kuhn's in the next section. I will limit my illustration here to a brief treatment of 
Hesse's extrapolations from die underdetermination thesis. The example comes 
from Man' Hesse’s recent discussion of underdeteemination in her Revolutions and
Reconstructions in the Philosophy o f  Science. She writes:

Quine points out that scientific theories are never logically determined by data, and
that there are consequently [sic] always in principle alternative theories that fit the data
more or less adequately. (See note 4 above, 32-33)
Hesse appears to be arguing that, because theories are deductively underde- 

termined, it follows dial numerous theories will always fit the data “more or less 
adequately.” But this conclusion follows not at all from Quine’s arguments, since 
the notion of “adequacy of fit” between a theory and the data is an epistemic and 
methodological notion, not a logical or syntactic one. I take it that the claim that 
a theory fits a given body of data “more or less adequately" is meant to be, among 
other things, an indication that the data lend a certain degree of support to the 
theorv that they “fit" As we have already seen, there may be numerous rival 
theories that fit the data (say in the sense of entailing them); yet that implies 
nothing about equivalent degrees of support enjoyed by those rival theories. It 
would do so only if we subscribed to some theory of evidential support that held 
that “fitting the data” was merely a matter of entailing it, or approximately entailing 
it 1 assuming counterfactually that this latter expression is coherent). Indeed, it is 
generally true that no available theories exactly entail the available data, so so­
phisticated inductive-statistical theories must be brought to bear to determine 
which fits the data best. We have seen that Quine’s discussion of underdetermi­
nation leaves altogether open the question whether there are always multiple the­
ories that “fit die data” equally well, when that phrase is acknowledged as having 
extra-syntactic import If one is to establish drat numerous alternative theories “fit 
the das more or less adequately,” then one must give arguments for such am-
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pliative underdetermination that goes well beyond HUD and any plausible veriion 
of QUD.
23. I remind the reader again that neither Quine nor anyone else has successfully 
established the cogency of the entailment version of QUD, let alone the explan­
atory or empirical support versions thereof.
24. If it did, then we should have to say that patently nonempirical hypotheses 
like "The Absolute is pure becoming” had substantial evidence in their favor.
2$. In his initial formulation of the qualitative theory of confirmation. Hempel 
toyed with the idea of running together the entailment relation and the evidential 
relation; but he went on firmly to reject it, not least for the numerous paradoxes 
it exhfbits.
26. Consider, for sake of simplicity, the case where two theories each entail a true 
evidence statement e. The posterior probability of each theory is a function of the 
ratio of the prior probability of the theory to the prior probability of e. Hence if 
the two theories began with different priors, they must end up with different pos­
terior probabilities, even though supported by precisely the same evidence.
27. It is generally curious that Quine, who has had such • decisive impact on 
contemporary epistemology, scarcely ever—in "Two Dogmas . . . "  or elsewhere— 
discussed the rules of ampliative inference. So far as I can see, Quine generally 
believed that ampliative inference consisted wholly of hypothetico-deduction and 
a simplicity postulate!
28. As we shall eventually see, the kind of underdetermination advocated in Word 
and Object has no bearing whatever on (2*) or QUD.
29. W. V. Quine, Word and Object (Cembridge, Mass.: M.I.T. Press, 1960), 22,
my italics.
30. I bid., p. 22, my italics. There it. of course, this difference between these two 
passages: The first says that commoniense talk of objects may conceivably under­
determine theory preferences, whereas the second passage is arguing for the prob­
ability that sensations underdetermine theory choice. In neither case does Quine 
give us an argument.
31. Ibid., 23, my italics.
32. Except a vague version of the principle of simplicity.
33. Ifcid., 21.
34. Ibid., 22-23.
35. In some of Quine's more recent writings (see especially his “On Empirically 
Equivalent Systems of the World," E rkenntnis, 9 (1975): 313-28), he has tended 
to soften the force of underdetermination in a variety of ways. As he now puts it, 
‘'Tire more closely we examine the thesis [of underdetermination], the less we 
seem to be able to claim for it as a ‘theoretical thesis' ” (ibid., 326).

He does, however, still want to insist that “it retains significance in terms of 
what is practically feasible” {ibid.). Roughly speaking, Quine’s distinction between 
theoretical and practical underdetermination corresponds to the situations we 
would be in if we had all the available evidence (theoretical underdetermination) 
and if we had only the sort of evidence we now possess (practical underdetermi­
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nation). If  the considerations that 1 have offered earlier are right, the thesis of 
practical Quinean underdeterminafion is as precarious as the diesis of theoretical 
underdetermination.
36. Quine does not repudiate the egalitarian thesis in Word and Object-, it simply 
does not figure here.
37. In some of Quine’s later gyrations (esp. his “On Empirically Equivalent Sys­
tems of the World") he appears to waver about the soundness of die nonunique- 
ness thesis, saying that he does not know whether it is true. However, he still holds 
on there to the egalitarian thesis, maintaining that it is "plausible” and "less beset 
with obscurities" than HUD (ibid., 313). He even seems to think that nonunique­
ness depends argumentatively on the egalitarian thesis, or at least, as he pub it, 
that the “holism thesis (egalitarianism] lends credence to the underdetermination 
theses (nonuniquencss).” (ibid.) This is rather like saying that the hypothesis that 
there are fairies at the bottom of my garden lends credence to the hypothesis that 
something is eating my carrots.
33. E g . the difference between Quine’s (0) and (1).
39. Quine's repeated failures to turn any of his assertions about normative under- 
determination into plausible arguments may explain why. since the mid-1970s, he 
has been distancing himself from virtually all the strong readings of his early writ­
ings on this topic. Thus, in his 1975 paper on the topic, he offers what he calls 
“my latest tempered version” of the thesis o f underdetermination. It amounts to a 
variant of nonuniqueness diesis. ('The diesis of undcrdetermination . . . asserts 
that our system of the world is bound to have empirically equivalent alternatives 
. . ibid., 327.) Significantly, Quine is now not even sure whether he believes 
this thesis: "This, for me, is [now] an open question” (ibid.).
40. What follows is a condensation of a much longer argument, which can be 
found, with appropriate documentation, in my "Kuhn’s Critique of Methodology” 
(see note 7 above),
41. Apropos the resistance to the introduction of a new paradigm» Kuhn claims 
that the historian "will not find a point at which resistance becomes illogical or 
unscientific” (The Structure o f  Scientific Revolutions, Chicago: University o f Chi­
cago Press, 1962, 159).
42. Kuhn, The Essential Tension (Chicago: University o f Chicago Press, 1970),
325 [106]. My italics.
43. ibid. [106] My italics.
44. Ibid., 329 (109). My italics.
4$. In Structure o f  Scientific Revolutions, Kuhn had maintained that the refusal 
to accept a theory or paradigm "is not a violation of scientific standards” (159).
46. Kuhn, The Essential Tension, 322 [103].
47. Ibid., 322 (103).
4$. See, for instance, Derek Price, “Contra-Copemicus," in M. Clagett, ed.. Crit­
ical Problems in the History o f  Science (Madison, 1959), 197—218.
49. A similar remark can be made about several of Popper’s rules about theory 
choice. Thus, Miller and Tichy have shown that Popper’s rule "accept die theory



with greater verisimilitude" underdetermines choice between incomplete theories; 
and Grllnbaum ha* shown that Popper’s rule "prefer the theory with a higher 
degree of falsifiability" underdetermines choice between mutually incompatible 
theories. [David Miller, “Popper'* Qualitative Theory of Verisimilitude,’’ British 
Journal for the Philosophy o f  Science 25 (1974): 166—77; Pavel Tichj*. “On Popper's 
Definitions of Verisimilitude." British Journal for the Philosophy o f  Science 25 
(1974): 155-60; Adolf Griinbaum, “Is the Method of Bold Conjectures and At­
tempted Refutation* Justifiably die Method of Science?" British Journal for the 
Philosophy o f  Science 27 (1976): 105—56.]
50. Recall Quine's claim that we can hang on to any statement we like by chang­
ing the meaning of its terms.
51. See, for instance, I. Todhunter, History o f the Theories o f  Attraction and the 
Figure o f  the Earth (New York Dover, 1962).
52. Typically, astronomical measurements of angles subtended at meridian by stip­
ulated stars were used to determine geodetie distances.
55. In fact, the actual choice during the 1750s, wijen these measurements were 
carried out, was between a Cassini-emended version of Cartesian cosmogony 
(which predicted an oblong form for the earth) and Newtonian cosmology (which 
required an oblate shape).
54. Indeed, most of so-called radical sociology of knowledge rests on just such 
confusions about what does and does not follow from underdetermination.
55. M. Hesse (see note 4  above), 33.
56. This is not to say, of course, that there are no contexts in which it is reasonable 
to speak of reasons as causes of beliefs and actions. But it is to stress that logical 
relations among statements cannot unproblematically be read off as causal linkages 
between propositional attitudes.
57. Bloor, “Replv to Buchdahl,” Studies m History and Philosophy o f  Science. 13 
U9$2): 306.
58. Ib id
59. Ibid. In his milder moments, Bloor attempts to play down the radicalness of 
his position by suggesting (in my language) that it is die nonuniqueness version 
of underdetermination rather than the egalitarian version that lie is committed to. 
Thus, he says at one point that “I am not saying that any alleged la" would work 
in any circumstances” (“Durkheim and Mauss Revisited,” Studies in History ana 
Philosophy o f  Science. 13 [1982]: 273). But if indeed Bloor believes that the sta­
bility o f  a system of belief is the prerogative of its users, then it seems he must 
hold that any “alleged law” could be made to work in any conceivable circum­
stances; otherwise, there would be some systems of belief that it was not it the 
prerogative of the holder to decide whether to hang on to.
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5.1 | Duhem’s Holism and the Ambiguity of Falsification
Duhem begins “Physical Theory and Experiment” with some lengthy quo­
tations from his fellow countryman, Claude Bernard (1815-1878). Ber­
nard was hailed, then as now, as the father of experimental physiology. In 
his famous work on scientific method. An Introduction to the S tudy  o f  
Experimental M edicine (1865), he rejected the narrow inductivist concep­
tion of science that he associated (probably falsely) with writers such as 
Francis Bacon. The narrow inductivist sees science as a matter of simply- 
generalizing from observation and experiment, untainted by hypotheses 
and theories.1 According to the narrow inductivist, scientists should per­
form experiments and make observations without having any prior theory 
to guide them.

Bernard, quite rightly, regarded this sort of inductivism as absurd. 
Theories play an indispensable role in science, in part by suggesting new 
experiments and observations that can be used to confirm or refute those 
theories and thus advance our knowledge. But Bernard stressed the need 
for scientists to maintain an open mind and to adopt a skeptical attitude 
toward all theories when performing experiments (or making observations) 
to lest a theory. When testing a theory, experimenters should leave to one 
side all theoretical preconceptions and beliefs in order to presene their 
impartiality. Theory* proposes (by suggesting experimental tests), but ex­
periment disposes. Should experiment disagree with theoretical predic­
tions, then the theory making those predictions ought to be rejected; 
should experiment agree with theoretical predictions, then the theory is 
confirmed. What is important is to preserve the objectivity and impartiality 
of observation and experiment by striving to prevent the intrusion of the­
oretical beliefs into the assessment of experimental results. Thus, Bernard 
advocates that scientists wear two hats: a theoretician’s hat. when, outside 
the laboratory and an experimentalist’s strictly nontheoretical hat when 
inside the laboratory.

T he  R o le  of A u x il ia r y  H y p o t h e s e s  in  t h e  
Ex p e r im e n t a l  T e s t in g  o f  T h e o r ie s

Duhem finds much to commend in Bernard’s experimental method for 
physiology, but he thinks it is too simplistic for theory testing in physics. 
The crucial difference between applied sciences such as physiology and 
fundamental sciences such as physics is that the physiologist accepts as

555
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established fact (given by the supposedly infallible physicist) the theories 
that specify Inns the experimental apparatus and instruments work, 
w hereas the physicist is keenly aware that the theories underlying the use 
of such apparatus and instruments are no less vulnerable than the specific 
theory that is being tested When the physicist performs an experiment to 
test a tlieorv, it is not just that particular theory that is involved in the 
logic of testing, but a whole range of theories and assumptions about the 
working of the experimental apparatus and instruments.2

Thus Duheni is led to espouse his famous thesis of holism: when a 
physical tlieorv is tested bv experiment, it is not that theory alone, but a 
large collection of theories, auxiliary hypotheses, and assumptions that are 
being put to the test Let the theory being tested be T, the auxiliary hy­
potheses and assumptions be A,, A,, . . . , A,„ and the testable prediction 
be 0|. Duhem is claiming that T alone will not yield the prediction 0,; 
to deduce O, requires not only T but also A,, A,, . , A„. Schematically,
Duhem’s holist thesis is.

D1 ~ (T —» O,), and

D2 (T & A, & A: & . . & A„) —> 0,.

From (Dl) and (D2) it is but a short step to Duhem’s central claim about 
the ambiguity of falsification Suppose we perform an experiment and find 
that O, is false In other words, we discover that ~ O, Because T alone 
does not entail O , , we cannot conclude that T is false. All that follows, 
logically, is that at least one of T, A,, A,, . . . , A„ is false, and logic alone 
will not tell us where to pin the blame. Schematically, Duhem’s minimal 
thesis about the ambiguity of falsification is:

Ds ■— ( — O, —> ~T), and

D4 ~0, -» ~ (T  &  A , & A2 & . . . &  A„)

Although Duhem’s minimal thesis about the ambiguity of falsification 
(D3 and D 4) is important, it is not, by itself, very exciting. It is important 
because it contradicts many oversimplified accounts of theory testing in 
science. And it is certainly not trivial.’ But it does not directly imply any­
thing about the impossibility of falsifying a theory, since it may be possible 
for scientists to establish that the entire set of A„ A2, . . . , A„ is true, thus 
pointing the arrow of m odus tollens squarely at T. Even less does Duhem’s 
minimal thesis imply anything about the possibility, in general, of always 
being able to retain belief in a theory' no matter what the contrary evi­
dence, simply by changing the auxiliary hypotheses. To draw wider im­
plications such as these from Duhem’s minimal thesis requires further



C ommentary | 3 5 7

assumptions, many of which are quite controversial. (Which, if any, of 
these wider implications were endorsed by Duhem himself is also un­
clear ) Further claims about falsification (some by Duhem, some merely 
influenced by Duhem) are addressed m the later sections of this com- 
mentarv For the moment let us focus on Duhem’s holism and his min­
imal claim about falsification.

l ire real issue is Duhem’s holism, summarized in (Dl) and (D2). 
For, if (Dl) and (D2) are true, then (D3) and (D4)—Duhem’s minimal 
thesis—follow as an immediate logical consequence. So, why should we 
agree with Duhem that theories in physics entail testable consequences 
only with the help of numerous auxiliary hypotheses, theories, and as­
sumptions? Consider a particular theory, say Newton's theory of universal 
gravitation. According to Newton’s gravitational theory, every piece of mat­
ter attracts even' other piece of matter with a force that varies directly with 
the product of the masses involved and inversely with the square of their 
distance apart. The law can be summarized in the familiar form:

u *

Clearly, Newton’s gravitational theory' does not logically imply any testable 
prediction about the position or velocity of a particular body, such as a 
planet, at a particular time. For that we need more information and some 
additional theories and hypotheses. For example, we need Newton's three 
laws of motion; we need to know the initial conditions, such as the mass 
of the sun, the position and velocity of the planet, and its distance from 
the sun at a particular time; and we need to assume that no other signif­
icant masses will affect the planet gravitationally or by any other means, 
such as by collision. Moreover, the velocity of the planet is not something 
we can determine simply by looking. For that we need to use instruments, 
such as telescopes, cameras, and clocks. These instruments, in turn, re­
quire us to use theories to move from what we directly observe—things 
such pointer readings, telescopic images, and streaks on a photographic 
plate—to judgments about position and velocity’ at particular times. Even 
then, what we report as the value of a reading on an instrument will often 
be the mean of several values spread over a small range. Thus, for New­
ton’s gravitational theory', Duhem’s holist thesis (Dl and D2) is quite plau­
sible But showing that holism is true of one theory does not show that 
holism is true of all theories. For that, a general argument is needed. The 
argument to which Duhem and others most frequently appeal is based on 
the theory -ladenness of observation.
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Diihein defends the thesis of the theory-ladenness of observation in part 
2, chapter 4 of Aim and Structure. His version of the thesis is restricted to 
experiments performed to test theories in physics. In Duhem’s own words:

An experiment in physics is not simply the observation of a phenomenon; it 
is, besides, the theoretical interpretation of this phenomenon. (144)

An experiment in physics is the precise observation of the phenomena ac­
companied by an interpretation of these phenomena; this interpretation sub­
stitutes for the concrete data really gathered by observation abstract and 
symbolic representations which correspond to them by virtue of the theories 
admitted by the observer. (147)

We can best appreciate Duhem’s claim by comparing the language of 
theories in physics with the language of observation. Physical theories typ­
ically employ terms such as current, voltage, force, pressure, entropy, and 
temperature in order to formulate functional laws in the form of mathe­
matical equations. When an untrained person enters the physicist’s labo­
ratory, he does not “see” that a current of 0,75 amps is flowing through a 
resistor, or that the temperature of molten titanium indicated by an optical 
pyrometer is 1800 degrees Celsius. Rather, he would report seeing various 
pieces of equipment, some connected to others with wires, some with 
pointers moving around dials, others with eyepieces through which various 
images can be seen. What the physicist can deduce from the physical 
theory, in conjunction with other theories, background assumptions, and 
initial conditions, are predictions using the theoretical language of amps, 
volts, degrees Celsius, and so on. In order to connect these predictions 
with direct observation, the physicist needs to translate from the everyday 
language of the untrained observer to the theoretical language of the phys­
icist. This translation is effected by using theories about how the mea­
suring instruments work. In Duhem's terminology we convert practical 
facts into theoretical facts, where practical facts, reported in the observation 
language of the scientifically untrained observer, are what are “really ob­
served” as Duhem puts it (151). In this way Duhem argues that theory 
plays an indispensable role in physical experiments and thus, contrary to 
Bernard, that physicists cannot leave behind all theory when they enter 
the laboratory.

Thus, the theory-ladenness thesis gives us a general argument for Du­
hem’s holist thesis: for any theory that is not expressed entirely in the 
language of observation, that theory will logically imply observation state­
ments (expressed entirely in the language of observation) only with the 
aid of further theories about how measuring instruments and other pieces 
of apparatus function.
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W hy C r u c i a l  E x p e r i m e n t s  A re I m p o s s i b l e  in  P h y s ic s
One of the most famous aspects of Duhem’s philosophy of science is his 
denial of the possibility of crucial experiments in physics. The term c ru c ia l  
experiment (e x p e rim e n tu m  c ru c is — literally, “experiment of the cross”) was 
coined by Francis Bacon in the seventeenth century. By the nineteenth 
century, it had come to signify an experiment that conclusively falsifies 
one of two rival theories or hypotheses, thus establishing its rival as well 
confirmed or true. It is important to bear in mind both of these charac­
teristics; the power to refute one theory conclusively and, in virtue of this, 
the presumed ability to establish its rival as well confirmed or true.

Duhem gives two examples of experiments regarded as crucial by most 
scientists in the nineteenth century, both from optics. The first is Otto 
Wiener’s experiment (published in 1890) on the direction of vibration of 
polarized light. By the middle of the nineteenth century, the wave theory 
of light had gained widespread acceptance, displacing the earlier particle 
theory of Newton, Laplace, and Biot. According to the wave theory, light 
is a transverse vibration in a medium, the ether, that occupies all of space 
and permeates material bodies. Just like waves traveling down a rope, the 
vibrations that constitute light are at right angles to the direction in which 
the wave is traveling. One of the directions perpendicular to the direction 
of travel is the plane of polarization. The plane of polarization is defined 
purely conventionally in terms of operations that can be carried out in the 
laboratory. The interesting theoretical question was, Do light waves vibrate 
parallel to the plane of polarization, or perpendicular (normal) to it? Ac­
cording to the theory of Augustin Fresnel, the vibration is perpendicular 
to the plane of polarization. According to the theory of F. E. Neumann 
and James MacCullagh, the vibration is parallel to it. Wiener’s ingenious 
experiment distinguished between these two opposed predictions and ver­
ified the prediction made by Fresnel. This experimental result was widely 
interpreted at the time as decisively refuting the Neumann-MacCullagh 
theory and confirming Fresnel’s theory. Indeed, some physicists regarded 
Wiener’s experiment as showing that the vibration of light was not merely 
a mathematical concept or a convenient theoretical postulate but a phys­
ical reality with real, dynamical effects.

The other experiment cited by Duhem as one that nearly every nine­
teenth-century scientist regarded as crucial was Jean Foucault’s accurate 
measurement of the velocity of light in air and water, which was seen as 
a crucial test between the wave theory of light and its rival, the particle 
theory. As Descartes and Newton had realized, if light consisted of tiny 
particles, then refraction would occur when light enters a medium denser 
than air because of short-range forces that briefly accelerate the particles. 
Consequently, the particle theory predicts that the velocity of light in water 
or glass, or any medium denser than air) must be greater than the velocity 
of light in air. The wave theory makes precisely the opposite prediction.



Both theories entail that the ratio of velocities equals the ratio of the refractive indices, but the wave theory predicts that light travels more slowly in water than it does in air. Foucault’s measurements, showing that light travels more slowly in water than in air, were heralded as the defin­itive refutation of the particle theory and a spectacular confirmation of the wave theory 4Duhem regards neither Wiener's nor Foucault’s experiment as cru­cial For in both cases, what is in question is not a single proposition but a whole system of hypotheses, theories, and assumptions that are needed to derive testable predictions. Thus, the negative result obtained, for ex­ample, in Wiener’s experiment shows only that at least one of these ele­ments is false, but it does not tell us which one. Duhem’s holism entails that no experiment can conclusively falsify a physical theory, so, a  fo r tio r i, there can be no crucial experiments in physics. This is Duhem’s minimal thesis about crucial experiments, logic alone does not dictate that we base to abandon a physical theory as false when its predictions disagree with experiment. In other words, Duhem’s minimal thesis about crucial exper- ments is simply a restatement of (D3>Duhem contrasts the use of experiments to refute theories in physics with reductio ad absurdum reasoning (or the method of indirect proof) in mathematics and logic. In mathematics, many important theorems can be proven using this method First, one assumes that the proposition one wants to prove is false. Then, one deduces from the falsity of the propo­sition a contradiction, using other mathematical and logical truths as ad­ditional premises. Unlike the refutation of physical theories by experiment, reductio ad absurdum reasoning is logically conclusive. The essential dif­ference between the two is that when mathematicians use reductio ad absurdum reasoning, all the additional assumptions they adopt as premises are necessary truths. Since all these other premises are necessary truths (and thus, let us assume, known to be true with absolute certainty), when mathematicians validly deduce a contradiction from them in conjunction with the proposition that they assumed, for the sake of argument, to be false, it follows that the proposition in question must be true. But physicists deal not with necessary truths, but with empirical assumptions and hy­potheses any number of which might be false. Tims, experiments in phys­ics cannot unequivocally show that tlie theory being tested is false when it yields false predictions.At the end of the third section of his article, dealing with the impos­sibility of crucial experiments, Duhem extends the analogy with reductio reasoning a little further and makes a point of considerable logical and methodological importance. Suppose, Duhem says, that experimental rea­soning in physics w ere just like reductio reasoning in mathematics and that, when faced with the situation represented by (D4),
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D4 ~ O, — -  ( T  &  A, &  A> & . .. & A.),
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nil the auxiliary assumptions, A, through A„, were truths “compelled to be 
necessary by strict logic” (265) just as they are in mathematics. In that 
case, we would have a logically conclusive refutation of theory' T by the 
observation statement ~ O,. And in mathematics, that would suffice to 
establish that ~ T is a necessary truth. But in physics, the alternative to 
theory T is not its logical contrary ~T but some rival theory', T”. The truth 
of 7"’ does not follow logically from the falsity of T. Symbolically:

D5 ~ ( ~ T ^ T * ) .

In optics, for example, the wave theory and the particle theory are not the 
only possible theories of the nature of light. Thus even if Foucault's ex­
periment could falsify the wave theory conclusively, it still would not 
follow that his experiment was crucial because a crucial experiment is 
traditionally defined as one that not only falsifies one theory but also 
thereby establishes its rival as true (or well confirmed). As Duhem says at 
the end of section 5, in order for the experimental method in physics to 
have the same conclusive power as reductio reasoning in mathematics, 
physicists would have to be able “to enumerate completely the various 
hypotheses which may cover a determinate group of phenomena” (266), 
something that lies beyond their abilities.5 Without such a complete enu­
meration, the inference to the truth of a physical theory would be no 
better than a toss of a coin; and, as Duhem reminds us, “The truth of a 
physical theory is not decided by heads or tails.”

We have seen that Duhem has two reasons for denying the possibility' 
of crucial experiments in physics. One is the familiar argument from the 
ambiguity of falsification, summarized in the holist thesis (D4). The other 
rests on the fact, summarized in (D5), that rival theories in physics are 
not logically exhaustive: while two rivals cannot both be true, they might 
both be false; thus, we cannot infer the truth of one from the falsity of 
the other.

Before leaving this section on crucial experiments, a few words about 
the significance of Duhem’s position will set the scene for later discussion. 
Duhem took care to express his views in a qualified and guarded manner. 
For example, he restricted his discussion of holism to theories in physics 
where he thought special conditions obtained that are not found in other, 
less abstract, branches of science. Moreover, the target of Duhem’s attack 
was the extreme position that experiments have the power to falsify theories 
conclusively, solely as a matter of deductive logic, and that, in virtue of 
this falsifying power, crucial experiments can establish a rival theory as 
true with certainty. In chastising this position as unwarranted, Duhem left 
open the possibility' that experiments (in conjunction with other consid­
erations) could lead rationally to the rejection of theories as false and that 
experiments (and more generally, successful predictions) could confirm 
theories to a significant degree. Only someone who (like Popper) thinks
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that the logic of science is lim ited solely to deductive logic and who dis­
misses inductive inference as a myth would he seriously nonplussed by 
D uhem ’s argum ents6

Duhem himself was a practicing physicist who regarded many sci­
entific theories as having been refuted partly as a result of experiments. 
To be sure, Duhem did not think that any theory could be shown to be 
false 111 the same conclusive, deductive manner distinctive of mathematics 
and logic But, nonetheless, theories do get refuted in science, and Duhem 
never denied the fact. (For example, Duhem agreed that Fresnel’s wave 
theory of light triumphed over its opposition.) It is true that in Aim and 
Structure, Duhem speculated about how the proponents of a theory might 
try to protect their theory from refutation by modify ing one or more of 
the auxiliary hypotheses with which it is associated. Consider a theory T 
that, in conjunction with auxiliary' hypotheses A, through A,„ predicts the 
observation statement O,. Experiment reveals that O, is false (-0,)- So 
we can no longer believe that the system of T conjoined w ith A, through 
A„ is true. But instead of giving up T, we replace the auxiliary'hypothesis 
A,, say, with a new' auxiliary, B ,, so that (T & B, & A, & . . .  & AJ is 
logically consistent and no longer entails ~ O, In this way, theory T could 
be saved from refutation. But nowhere does Duhem claim that this strategy 
can always be reasonably employed to save any theory whatever from 
refutation.

For example, when discussing the possibility' of reconciling the par­
ticle theory of light with Foucault’s experiments, Duhem writes: “If phys­
icists had attached some value to this task, they w'ould undoubtedly have 
succeeded in founding on this assumption [that light is a sw'arm of parti­
cles] a system of optics that would agree with Foucault’s experiment” 
(263). The key phrase here is “if physicists had attached some value to 
this task.” For Duhem believed that some ways of trying to save a theory 
in the face of experiment w'ould be unreasonable and lack scientific value. 
In order for the replacement of the system (T & A, & A2 &  . . . & AJ by 
the system (T  &  B , &  A 2 &  . . &  An) to be reasonable, some constraints 
have to placed on the new system (T & B, & A2 &  . . . & AJ. We have 
already mentioned one obvious constraint- the new system must be logi­
cally consistent. Furthermore, the new' auxiliary hypothesis B, cannot be 
a proposition that is known or reasonably believed to be false. Presumably, 
too, the new hypothesis must not be perniciously ad hoc. The mere logical 
possibility of saving T from refutation by exchanging B, for A, does not 
imply that this will always be a reasonable move or one that has any 
scientific value. Indeed, as we shall see below, Duhem attacked the views 
of conventionalists (such as Henri Poincare) who argued that many fun­
damental hypotheses of physical theory are immune to refutation
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Dihiem’s C r i t i q u e  o f  In d u c t i v i s m :
1 he Attack on N e w t o n i a n  M e t h o d
One of the novelties of Aim a n d  Structure, compared with the earlier 
papers on which it was based, is Duhem’s attack on the naive form of 
iiuluctivisin espoused by Newton and others. As we have seen. Puhem 
rejected the claim that the experimental method can provide phvsieists 
with anything approaching absolute certainty: experiments cannot conclu­
sive!} falsify theories, nor can crucial experiments conclusively prove that 
am theory is true. Nonetheless, some famous scientists (such as Newton 
and Ampère) claimed absolute certainty tor their theories on the grounds 
that those theories were deduced directly from experimental laws. Specif­
ically, Newton claimed that his theory of universal gravitation could he 
broken down into its separate postulates and each postulate could then be 
established as true by ‘'deduction from the phenomena.” principally Kep­
ler's laws of planetary motion. Ampère, emulating Newton, made a similar 
claim for his theory of electrodynamics. (Duhem criticizes Ampère in 
section 5, which has been omitted from our selection.)

Now, as Duhem realized, the term deduction was used rather loosely 
prior to the twentieth century’ to include not just valid deductive argu­
ments but also inductive inferences and arguments to the best explanation. 
For example, Newton’s four Rules of Reasoning in Philosophy, which play 
an important role in the derivation of the law of universal gravitational 
attraction in the P rin cip le, are rules for inductive generalization, and both 
Newton and Duhem were clearly aware of this fact. So Duhem does not 
criticize New’ton and others because their arguments are not deductive. 
Rather, Duhem does what any responsible critic should do: he oilers his 
criticism in light of what his opponent means by the terms he uses. Du­
hem aims to show that even when we understand ''deduction” to include 
inductive generalization and the like, it still is frrlse that each postulate of 
a theory such as Newton’s can be inferred (“deduced”) from experimental 
laws.

Given Duhem’s holist thesis (D1 and D2), no theory and hence no 
postulate of a theory can, by itself, yield any testable prediction. Thus, one 
might expect that Duhem would criticize Newton on the grounds that the 
separate parts of Newton’s theory cannot be linked with observation (or 
with experimental law's derived from observation) by any form of inference. 
But Duhem gives a completely different argument against Newton, an 
argument that has proved to be a powerful weapon against the cruder 
forms of inductivism in the hands of philosophers such as Karl Popper, 
Imre Lakatos, and Paul Feyerabend. Duhem points out that if Newton's 
theory of universal gravitation is true, then Kepler's laws of planetary mo­
tion are false. Because of perturbation from other planets, no planet or 
planetary satellite moves in a perfect ellipse, as Kepler’s laws demand. 
Similarly, the constant in Kepler’s third law' (vital for deriving the inverse
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square variation of gravitational attraction with distance) in fact is not 
constant but differs slighth for each planet, since it depends not only on 
the mass of the sun but also on the mass of the particular planet. Since 
Newton’s theory and Kepler's laws are incompatible, Newton’s theory can­
not be denied from Kepler's laws either by deductive argument or induc­
tile generalization.

Duhem’s refutation of Newton’s official account of his method is as 
simple as it is compelling Duhem s ossn view of the relation between 
Newton’s theory and the observed motions of the planets is holistic: only 
when Newton’s theory is taken in its entirety, along with the laws of mo­
tion and the theories of the measuring instruments, can one logically de­
duce predictions about planetary motions that agree with observation.7

D u h e m ’s Re j e c t i o n  of  P o i n c a r e ’s C onventionali sm
Although Duhem is often cited by those who insist that any theory can, 
in principle, be preserved in the face of recalcitrant evidence, Duhem 
himself denied that any theory or any theoretical postulate in physics is 
immune to refutation Duhem was particularly concerned to deny the 
doctrine of conventionalism advocated by Henri Poincaré and others. 
Poincaré maintained that many of the fundamental postulates of physics 
such as Newton’s laivs of motion and the conservation principles are not 
empirical hypotheses at all but definitions adopted by convention. As such, 
no experiment or observation could ever refute them.

Both Duhem and Poincaré were writing before the revolutions in 
relativity' theory and quantum mechanics that overthrew Newtonian me­
chanics and Euclidean geometry as the last word about the motions of 
bodies and the geometry of space. Thus, neither participant in the debate 
over conventionalism could appeal to history as ive now can. Since New­
tonian mechanics and Euclidean geometry (as a theory' of physical space) 
have been refuted, it seems clear to us now that Duhem was right and 
Poincaré wrong. But at the time, Duhem could attack Poincaré only on 
general methodological grounds.

Duhem’s position in sections 8 and 9 of his article is, as one might 
expect, holistic. He agrees ivith Poincaré that individual postulates such 
as Newton’s first law of motion (the principle of rectilinear inertia) cannot 
be tested directly by any experiment. But, contrary to Poincaré, Duhem 
does not take this to imply that these and other laws are irrefutable or that 
they are really definitions in disguise. Newton’s first laiv can be tested 
indirectly, as can any hypothesis in science, by being part of a system of 
hypotheses that makes testable predictions. In a discussion resembling that 
of Lakatos regarding the methodology of scientific research programmes 
(see “Science and Pseudoscience” in chapter 1), Duhem explains that an 
individual postulate can be refuted if the system to which it belongs fails 
to represent reality as well as some rival system of hypotheses that contains
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a different postulate. When the new system replaces tire old, the postulate 
is. in effect, refuted.

In the short final section (section 10), of his article, Duhem concludes 
with some brief remarks about the importance of what he calls “good 
sense" m science. Logic alone can never force scientists to abandon one 
tlieorv or adopt another. For with sufficient ingenuity, an ailing theory 
can usually be repaired or modified so as to avoid falsification by experi­
mental evidence. But, Duhem writes, after a while

it may be that we find it childish and unreasonable . . to maintain
obstinately at any cost, at the price of continual repairs and many tangled-up 
stays, the worm-eaten columns of a building tottering in every part, when by 
r.i/mg these columns it would be possible to construct a simple, elegant, and 
solid system. (278)

Duhem offers the work of the French physicist Jean Biot (1774-1862) as 
an illustration of scientific good sense in operation. For many decades m 
the nineteenth century, Biot (following Newton and Laplace) defended 
the particle theory of light. But this became increasingly difficult as the 
wave theory of light scored a number of successes in the hands of Thomas 
Young (1772-1829) and Augustin Fresnel (1788-1827). By midcentury, 
the vast majority of physicists had switched to the wave theory', yet Biot 
persisted with the particle theory, making continual modifications to the 
theory, often of a complex and arbitrary nature, in order to keep pace with 
the wave theory. But then came Foucault’s experiment showing that light 
traveled more slowly in water than in air Logic could not force Biot to 
abandon the particle theory because, in principle, its associated auxiliary 
hypotheses could still be modified to agree with Foucault’s result. Fou­
cault’s experiment was not, according to Duhem, a crucial experiment in 
the logical sense. But Biot’s good sense told him that enough was enough. 
It was time to give up the particle theory' as a lost cause in favor of the 
much more elegant and fruitful wave theory. Thus, the particle theory’ was 
refuted by being part of a system of hypotheses that was eventually replaced 
by another, better system.

3.2 I Quine’s Attack on the Two Dogmas of Empiricism

Although only thirty-five years separate Duhem’s death (in 1916) from the 
publication of Quine's “Two Dogmas of Empiricism” (in 1951), there is 
world of difference between the work of the two men. For the first half 
of his professional life, Duhem was a working physicist, specializing in 
thermodynamics. Later, he achieved renown as a historian and philoso­
pher of science. Understandably, then, Duhem is interested primarily in
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science His theses about holism and the ambiguity of falsification concern 
scientific theories, usually in physics, and are supported by examples 
drawn from the sciences. Quine, by contrast, is a philosopher interested 
primarily in logic and the philosophy of language. Much of “Two Dog­
mas" is a reaction to the views about meaning and analyticity held by 
Rudolf Carnap, with whom Quine studied and interacted in the 1930s 
ami 1940s. Quine's work is not specifically about science at all, based as 
it is on general considerations about language, meaning, and empiricism. 
But it has implications for the philosophy of science that Quine alludes 
to in some brief, oft-cited passages towards the end of his article. Signifi­
cantly, Qume mentions Duhem only once, in a footnote that was added 
to his paper when it was reprinted in 1953d In “Two Dogmas” Qume 
was not consciously developing Duhem’s line of thought or reacting to 
what Duhem had written. We should not, then, expect to find obvious 
similarities between Quine and Duhem given the differences in their in­
terests and approaches and Quine’s ignorance of Duhem’s work.* A de­
tailed comparison of the views of Duhem and Quine can be found in the 
discussion of Donald Gillies’ essay later in this commentary; Quine’s doc­
trine of empirical underdetermination is discussed and criticized in the 
section on Larry Laudan’s paper. In this section, our goal is to provide a 
helpful guide to Quine’s somewhat technical and abstract paper, supple­
menting where necessary the discussion in Gillies’ article. Since our pri­
mary concern is philosophy of science, not philosophy of language, we 
shall skip some of the more technical parts of Quine’s paper. Our aim, 
here, is to sketch the shape of Quine’s reasoning so as to bring out its 
relevance to the issues of holism, falsification, and underdetermination.

T h e  T wo D o g m a s : Analyticity  and R e d u c t i o n i s m
As Quine explains in his opening paragraph, the two dogmas of empiri­
cism that he wishes to criticize are analyticity and reductionism. Analytic­
ity usually goes by the longer title of the analytic-synthetic distinction. It 
is the doctrine that some statements (analytic ones) are true (or false) solely 
in virtue of the meanings of their constituent terms and completely in­
dependently of empirical matters of fact.10 Statements that are not analytic 
are said to be synthetic. Unlike their analytic brethren, synthetic statements 
are true (or false) depending on the way the world is. (For the sake of 
convenience and brevity, we shall assume that the analytic and synthetic 
statements under consideration are true, unless otherwise specified.)

Reductionism is the doctrine, popular among the logical positivists 
(and fellow travelers, such as operationalists) that every meaningful, syn­
thetic statement is logically equivalent to some sentence containing only 
experiential (or observational) terms joined together with logical connec­
tives (such as and, or, and i f . . . then . . .). The classic phenomenal«! 
version of reductionism (favored by empiricist philosophers from George
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Berkeley in the eighteenth century' to A. ] Ayer and Rudolf Carnap in the 
twentieth) insists that everyday statements about physical objects (e.g., 
'there is a yellow table in the room”) are logically equivalent to statements 
referring solely to the experiences of one or more people. In its positivist 
and operationahst versions, theoretical statements in scientific theories are 
supposed to be equivalent to statements referring only to observable objects 
.nul operations that can be performed on them. (For example, behavioral 
psychologists such as John Watson and B. F. Skinner claim that all the­
oretical statements involving mental terms such as belief and anxiety can 
be reduced to statements referring only to observable behavior.) In short, 
reductionism claims that all synthetic statements are logically equivalent 
to statements in some special empiricist language—either the subjective 
language of immediate experience or the objective language of physical 
things.

Qume claims that, at bottom, the two dogmas are identical. He gives 
Im reasons for this judgment towards the end of section 5 of his paper. 
First, he notes that subscribing to the verification theory of meaning entails 
believing that each synthetic (empirical) statement is equivalent in mean­
ing to some set of observation statements (or, for the phenomenalism state­
ments about sensor)' events). Even those empiricists who have given up 
the verification theory of meaning often adopt a view of confirmation 
according to which each synthetic statement is uniquely associated with 
a set of observation statements that can either confirm or disconfirm it. 
(Qume uses the word infirm to mean disconfirm.) In either case, whether 
one is a strict, old-fashioned reductionist about meaning or what Quine 
regards as a closet reductionist about confirmation, one is naturally led to 
posit a limiting class of true statements—the analytic ones—that have no 
empirical meaning and that are confirmed no matter how the world is. 
Since these statements lack any factual component, it is tempting to con- 
chide that their truth depends entirely on their linguistic component, on 
the meanings of their constituent words. In short, Quine thinks that re­
ductionism leads to the analytic-synthetic distinction because it tempts one 
into positing the existence of a special class of sentences, the analytic ones, 
whose factual component is nil.11

T h e  S t a t u s  o f  M a t h e m a t i c a l  T r u t h s

One can appreciate the seductive quality of the chain of reasoning that 
Quine describes as leading from reductionism to analyticity by considering 
how the members of the Vienna Circle viewed logic and mathematics. 
The members of the Vienna Circle were logical positivists and thus com­
mitted empiricists, verificationists, and reductionists. In the 1920s and 
1930s logical positivists such as Hans Hahn, Rudolf Carnap, A. J. Ayer, 
and Carl Flempel w'ere struck by the fact that we have certain knowledge 
of simple mathematical and logical truths that is completely independent
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of experience How is this possible? How can a priori mathematical knowl­
edge be reconciled with empiricism (according to which all empirical 
knowledge depends on experience)?

One answer had been given in the eighteenth century by Immanuel 
Kant, who coined the terms analytic and synthetic. Kant defined a true 
statement as analytic if and only if the concept of the predicate is con­
tained in the concept of the subject. I In categorical statements such as 
"All dogs are brown,” “Some dogs are brown,” and “No dogs are brown,” 
the subject term is dogs and the predicate term is brown.) Any statement 
that is not analytic is synthetic. To Kant it seemed obvious that many 
mathematical statements, especially in geometry, were not analytic but 
synthetic A typical example of a mathematical truth Kant judged to be 
synthetic is the proposition that a straight line is the shortest distance 
between two points As far as Kant was concerned, the concept of the 
shortest distance between two points is not included in the concept of a 
line being perfectly straight. (Kant reasoned that the former is a quan­
titative concept, involving numerical comparisons, but the latter, he 
thought, is a purely qualitative idea. Hence, the former is not contained 
in the latter.) Contrast this with the proposition that all material bodies 
are extended in space, which Kant judged to be analytic because the 
concept of spatial extension is contained in our concept of a material body. 
Thus Kant concluded that strict empiricists (such as David Hume) were 
wrong to assume that all synthetic propositions must be a posteriori (that 
is, derived from experience). Mathematics (and, Kant thought, some im­
portant general principles of science, metaphysics, and ethics) are syn­
thetic, a priori truths.

Kant’s way of drawing the analytic-synthetic distinction has been 
wddely criticized, especially by philosophers such as Gottlob Frege (1848 
-1925). According to Frege, the main flaws 111 Kant’s characterization of 
analyticity are its restriction to categorical statements and its vague and 
psychological character. Many statements have a complex internal struc­
ture that resists analysis in subject-predicate form. An example is Euclid’s 
fifth postulate: through any point outside of a given straight line there is 
one and only one straight line that is parallel to that given line. Another 
example is the following complex but necessarily true proposition: if no 
person has more than N hairs on his or her head and if the population 
of a city is greater than N, then at least two people in that city must have 
exactly the same number of hairs on their heads. Since Kant’s definition 
of analyticity in terms of the predicate being contained in the subject is 
applicable only to categorical statements, it cannot give a complete ac­
count of analyticity. But, Frege argues, Kant’s account is defective even 
for categorical statements because it is vague and psychological in char­
acter. When we consider whether the subject of a categorical statement 
already contains its predicate, we are engaging in a form of psychological 
introspection This procedure is too subjective and variable to serve as an
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adequate account ot what makes a statement analytic. For, being subjec­
tive, it is possible that two people might use the same procedure and yet 
arrive at conflicting judgments about the status of a particular proposition.

Frege’s alternative to Kant’s proposal is that a proposition is analytic 
if and only if it can be proved (or disproved) from definitions using only 
the laws of logic. In other words, a statement is analytic if it is a tautology 
or can be reduced to a tautology by using definitions to substitute some 
terms for others meaning the same thing. Thus, for example, “all bachelors 
are bachelors” is a tautology' and hence analytic; “all bachelors are un­
married" is analytic, since it reduces to a tautology when “unmarried 
male” is substituted for "bachelor.” In contrast with Kant, Frege espoused 
the doctrine of logicism, the thesis that a significant part of mathematics, 
namely arithmetic, is ultimately reducible to logic. We have a priori 
knowledge of arithmetic because arithmetical truths are analytic; arith­
metical truths are analytic because they reduce to logical truths. They are 
known to be true independently of experience because, by means of def­
initions of concepts such as number and is the successor of, they reduce to 
die laws of logic and we see immediately, by the use of our reason, that 
these laws of logic must be true. (Concerning geometry, Frege accepted 
Kant’s view that geometrical truths are synthetic a priori.) But why do we 
have a priori knowledge of logic? At this point Frege was an unabashed 
Platonist. We have a priori knowledge of logic because the human mind 
has the ability to grasp by rational intuition necessary truths about abstract 
reality.

T he logical positivists were influenced significantly by Frege's criti­
cisms of Kant and by Frege's logicist thesis about arithmetic. But there 
were certain aspects of Frege’s position that they could not accept. For 
example, they could not tolerate the notion that any human knowledge 
could be synthetic a priori; thus they rejected the Kant-Frege line on 
geometry. Furthermore, the logical positivists found unacceptable any ac­
count of human knowledge, even our knowledge of logic, that involved 
some mystical form of quasi-Platonic rational intuition. Taking their cue 
from Wittgenstein’s Tractatus Logico-Philosopliicus, they regarded simple 
logical tautologies, not as expressing profound abstract truths into which 
our reason has some special insight, but as definitional truths resulting 
solely from the meanings of the terms and symbols used to express them. 
Logical and arithmetical statements are also true and known with certainty 
to be true precisely because they have no factual content: they are analytic 
statements; their truth is completely determined by the meaning of the 
words and symbols they contain. In this way, the positivists sought to ex­
plain the nature of arithmetical truth and the certainty' of arithmetical 
knowledge without appealing to Platonic forms (such as numbers con­
ceived of as abstract entities to which mathematical statements might be 
thought to correspond) or any form of mystical intuition (by which Pla- 
tonisls believe we acquire mathematical and logical knowledge).
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It is muleai whether llic logical positivists accepted the analyticity of 
arithmetic onl\ because lhe\ also accepted Frege's logicist thesis or 
whether thev would have continued to assert the analyticity of arithmetic 
even it the logicist thesis were to have been abandoned. As Heinpcl ex­
plains in “The Nature of Mathematical Truth,” the logicist thesis rail into 
a number of severe problems.l: One of these problems was the recognition 
that to reduce arithmetic to logic requires a liberal dose of set theory, and 
some ot the axioms ot set theorv (such as the axiom of infinity and the 
axiom of choice) are neither tautologies nor reducible to tautologies by 
definitional substitution Without the logicist thesis, the later logical pos­
itivists and empiricists were lclt with the definition of analyticity'criticized 
bv Quine: an analvtic statement is one whose truth (or falsity) is coin- 
pletelv determined bv the meaning of the words and symbols it contains. 
This definition permits the truths of arithmetic to be analytic, and hence 
to be known a priori, even if arithmetic is not reducible to logic.

Concerning geometry, the logical positivists were struck by two things. 
First, the success of Einstein’s general theory of relativity seemed to show 
that whether Euclidean geometry is true of space is an empirical matter, 
not something we can know a priori as Kant and Frege had thought. 
Second, despite the success of Einstein’s theory, it still seemed that Eu­
clidean geometry, along with its non-Euclidean rivals, could be studied as 
a legitimate branch of mathematics in which theorems are proved by de­
ducing from them from axioms. For example, it is a nontrivial geometrical 
truth that we can demonstrate, independently of experience, that in Eu­
clidean geometry (but not in alternative geometries) the sum of the interior 
angles of a triangle is exactly 180 degrees. The solution, they thought, was 
to distinguish pure geometry from empirical (or interpreted) geometry. Pure 
geometry', which explores the logical consequences of various axiom sets 
and the logical relations between axiom sets, is analytic and its results, like 
those of arithmetic, are known independently of experience. Empirical 
geometry', which involves hypotheses about the nature of physical space 
that can only be verified or falsified through observation and experiment, 
is synthetic. For example, once we have specified a physical interpretation 
of the term straight line—as, say, the path of a light ray in a vacuum—it 
is an empirical hypothesis that straight lines obey Euclid’s fifth postulate 
concerning parallel lines.11

One of the principal motivations for adopting the analytic-synthetic 
distinction among philosophers of science in the first half of the twentieth 
century was to forge an account of mathematical truth and knowledge that 
is consistent with empiricism. All the necessary truths of arithmetic and 
pure geometry were judged to be analytic because their truth rests solely 
on linguistic conventions, on the meanings of words and symbols. The 
factual component of their meaning is nil. Thus, mathematical truths such 
as “2 + 5 = 7,” and logical truths such as “everything that is both F and 
G is F,” are in the same category as “all vixens are foxes" and “no sexa-
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gcnaruins arc forty-five years old." All alike are analytic truths, true solely 
in virtue of the meanings of the words and symbols used to express them. 
And, because they are analytic, we can know them a priori, independently 
ol experience.

Outside of pure mathematics and logic, synthetic statements abound. 
Unlike analytic statements, their truth depends on both a linguistic and a 
ladual component. Obviously, the truth of a statement such as “cyanide 
is poisonous” depends on the meaning, in the English language, of the 
words cyanide and poisonous , and the rules governing the copula is But 
no amount of linguistic analysis can tell us whether the statement is true. 
1 or that, we need experience and observation. The factual component is 
a function of the way the world is, and thus all synthetic statements are a 
posteriori.

According to the logical positivists, the meaning of each synthetic 
statement is given by its implications for experience and observation This 
is usually referred to as the verifiability principle (or criterion) of meaning. 
The central idea is that an individual statement, such as "iron rusts in air” 
or “there are brick houses on Elm Street,” has a cognitive or empirical 
meaning only if it logically implies a group of statements that are about 
our immediate experience or the outcome of observation. This is the doc­
trine that Quine calls reductionisnv. each individual synthetic statement 
has a meaning that is given by a unique set of experiential or obseiwational 
consequences that follow from it and that, if true, would verify it conclu­
sively. Synthetic statements that lack experiential or observational conse­
quences are judged to be meaningless, devoid of cognitive and empirical 
significance. Into this disreputable category, the positivists threw many of 
the statements from theology and metaphysics. In later, slightly more lib­
eral versions of reductionism, the meaning of a synthetic statement was 
identified with the observational or experiential statements that could ei­
ther confirm or disconfirm it (even if they could not verify or refute it 
conclusively).

So the broad picture that emerges is that our knowledge of the truths 
of logic and pure mathematics is a priori because all such statements are 
analytic; they are true solely in virtue of the meanings of the words and 
symbols they contain Ultimately, these meanings depend on the conven­
tions of language. Statements that are not analytic are synthetic. All knowl­
edge of synthetic statements is a posteriori: there is no synthetic a priori 
knowledge, as Kant and Frege had thought. Moreover, the meaning of 
each synthetic statement is given by the set of experiential sentences that 
it implies or the set of such sentences that could either confirm or dis­
confirm it.
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Q u i n e ’ s  R e j e c t i o n  o f  t h e  
A n a l y t i c - S y n t h e t i c  D i s t i n c t i o n

In the first four sections of “Two Dogmas” Quine criticizes the major 
attempts to define analyticity. After some brief remarks about Carnap’s 
definition of analyticity in terms of state-descriptions, he concentrates on 
the Fregean definition, according to which a statement is analytic if it is 
a tautology or can be reduced to a tautology by means of definitions.11 
The idea is simple enough: “No bachelor is married” is analytic because 
it can be reduced to the tautology “No unmarried man is married" by 
replacing ba chelor with its definition, “unmarried man.” In section 2 of 
his paper, Quine explains that, except when introducing brand new terms 
whose meaning we stipulate, definitions are acceptable only when they 
preserve the existing meanings of the terms in question: “unmarried man” 
defines bachelor (and thus can be substituted for it) only because the two 
expressions have the same meaning. So the search for an acceptable ac­
count of analyticity depends on our finding an acceptable account of 
synonymy (or sameness of meaning).

One approach to characterizing synonymy would regard two expres­
sions as synonymous when they can be exchanged salva veritate, that is, 
without changing the truth or falsity of the sentences in which they occur. 
But as Quine argues in section 2 of his paper, such interchangeability, by 
itself, does not guarantee sameness of meaning. For “all and only bache­
lors are unmarried men” might be true for the same reason that “all crea­
tures that have a heart are creatures that have kidneys” is true: the two 
expressions in each sentence have the same extension; they refer to exactly 
the same set of objects, but (at least in the case of hearts and kidneys) 
they do not mean the same thing. Something more is needed for the 
synonymy of X and Y, beyond the truth of the biconditional statement "X 
if and only if Y.” We require not merely that the biconditional “X if and 
only if Y” is true but that it is necessarily true. But then, Quine argues, 
to assert “Necessarily, X if and only if Y” is to do nothing more or less 
than to assert that the sentence “X if and only if Y” is analytic, and thus 
that the terms X and Y are synonymous. So we have come full circle. In 
order to understand analyticity, we appeal to synonymy. To understand 
synonymy, we appeal to interchangeability salva veritate. But such inter­
changeability is not sufficient for sameness of meaning. So we must add 
the further condition that synonymous expressions be not only inter­
changeable salva veritate but necessarily so, and we are led back to an­
alyticity. This attempt at characterizing synonymy has not led to an 
independent account of analyticity.15

In section 4 of his paper, Quine addresses another attempt to make 
clear the notion of analyticity. Perhaps the failure to give an independent 
characterization of synonymy (and the difficulty of deciding in many cases 
whether a given sentence is analytic) can be traced to the vagueness of
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ordinary language. The remedy for vagueness is precision, and this is what 
artificial languages aim to provide. Quine is particularly concerned with 
the artificial languages invented by Carnap and others in which semantical 
rules for a given language generate all the analytic sentences in that lan­
guage. But here again, Quine thinks that we encounter circularity, for he 
argues that when we ask what distinguishes these semantical rules from 
other semantical rules (such as those specifying all the truths of the lan­
guage), the only answer that seems to be forthcoming is that these se­
mantical rules are the ones that pick out all and only the analytic 
sentences. Once again, in our attempt to define analyticity we end up 
presupposing the very notion we wish to define. Thus (after some further 
objections to the semantical rules strategy that we shall ignore), Quine 
concludes that trying to understand analyticity by means of artificial lan­
guages is a “feu  fo lle t par ex cellen ce” (291); it is like chasing a will-o’-the- 
wisp that vanishes as soon as we approach it, only to reappear somewhere 
else.

Given the failure of several important attempts to give an adequate 
characterization of analyticity, Quine suspects that the whole analytic- 
synthetic distinction is a dogma, an unsupported and perhaps unsupport- 
able article of faith. He reinforces this suspicion in section 5 of “Two 
Dogmas,” where he criticizes the verifiability principle (and its cousin, the 
confirmability principle) as a criterion of meaning for synthetic sentences. 
Just as it proved difficult to justify the claim that some sentences (the 
analytic ones) are true solely in virtue of their meaning, so, too, does it 
prove difficult to characterize the meaning of each synthetic statement in 
terms of some special set of experiential or observational statements. In 
Quine’s view, this kind of reductionism is based on the same kind of 
mistaken view about meaning as the doctrine of analyticity. Both dogmas 
incorrectly regard meanings as things that attach to words and to state­
ments independently of the other statements that we accept. This leads us 
to assume, wrongly, that we can decide whether a given statement is an­
alytic (in virtue of the meanings of the words and symbols it contains), or 
whether two synthetic statements mean the same thing (in virtue of their 
experiential or observational consequences), without considering the role 
that these words and sentences play in our entire web of belief.

Q u i n e ’ s  H o l i s m  a n d  H i s  R e j e c t i o n  

of  A P r i o r i  K n o w l e d g e

Given the complexity and abstractness of Quine’s paper, it is easy to lose 
sight of the fact that Quine’s primary interest is epistemological. Quine 
wants to deny that there is any such thing as a priori knowledge. He spends 
so much time attacking the doctrine of analyticity because his opponents 
(such as the logical positivists) had argued that we know some statements 
(such as logical and mathematical truths) to be true independently of
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experience because they have the special semantical property of being 
analytic. If Quine can show that analyticity is a myth (an unsupported 
“dogma”), then one of the main supports of the epistemological thesis that 
we have a priori knowledge will have been destroyed.16

In the final section (6) of his paper, Quine sketches his own view of 
meaning and belief. Because Quine denies that any statement, even those 
in mathematics and logic, are a priori, he concludes that any of our beliefs 
could, in principle, be revised or abandoned in light of experience. Sim­
ilarly, he contends here that any belief, even those traditionally regarded 
as synthetic, could be retained regardless of the outcome of observations 
and experiment. It is this aspect of Quine’s position that calls to mind 
Duhem’s holism and which has been the subject of considerable scrutiny 
by philosophers of science. Because Laudan discusses each of Quine’s 
arguments for holism in “Demystifying Underdetermination,” we shall 
defer consideration of those arguments until our discussion of Laudan’s 
article below.

3.3 | Gillies on Duhem and Quine

In “The Duhem Thesis and the Quine Thesis,” Donald Gillies explains 
the reasoning behind the versions of holism espoused by Duhem and 
Quine respectively. Gillies criticizes aspects of each and then concludes 
by advocating a modified version of a holist thesis that incorporates ele­
ments from both. We begin our discussion of Gillies’ article with a brief 
summary of three important differences he identifies between the theses 
of Duhem and Quine.

T h r e e  C o n t r a s t s  b e t w e e n  t h e  D u h e m  T h e s i s  

a n d  t h e  Q u i n e  T h e s i s

One major difference between Duhem and Quine is the scope of their 
holist claims. Duhem restricted his thesis regarding the ambiguity of fal­
sification to theories in physics, excluding less abstract sciences such as 
physiology and botany. Quine, notoriously, extends holism to any sentence 
whatever—“the totality of our so-called knowledge or beliefs” (296)—thus 
including not only all the empirical sciences, from the most to the least 
abstract, but also logic and mathematics. Specifically, in “Two Dogmas" 
Quine claims that, (i) despite all the evidence we might accumulate, any 
statement whatever could be retained as true in the face of that evidence, 
and (ii) any sentence, even one from logic or mathematics, might be 
rejected as false.17

Closely related to the scope of their respective claims are their differ­
ing views concerning what Quine calls “the unit of empirical significance”
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(2%), the smallest linguistic grouping that logically implies observational 
statements, just like the logical positivists he criticizes, Quine ties meaning 
(empirical significance, empirical content) to observational consequences 
and regards observational statements as unproblematic as far as their mean­
ing is concerned. But unlike the logical positivists, who took the empiri­
cally significant unit to be the individual sentence of a scientific theory, 
for Quine the unit is nothing less than the whole of science. Anything 
smaller, in his view, lacks empirical significance because it fails to imply 
anything about observation. Duhem’s view is far less sweeping. As we have 
seen. Duhem regards some individual sentences from low-level sciences 
as empirically significant in their own right. But in abstract, high-level 
sciences such as physics, he considers the smallest empirically significant 
unit to be a group of theories, hypotheses, and assumptions from within 
that science. The important contrast is that, even when espousing holism 
with respect to theories in physics, Duhem’s brand of holism is far less 
global than Quine’s: for Duhem, even the largest unit of empirical sig­
nificance (in physics) is far smaller than the whole of science or even the 
w hole of physics.

Another contrast between Duhem and Quine concerns ways of saving 
a theory (or a single theoretical statement) from falsification by modifying 
auxiliar}' hypotheses and assumptions. While both Duhem and Quine 
agree that deductive logic alone cannot compel a scientist to reject a 
theory as false, Duhem emphasizes that beyond a certain point, trying to 
retain an ailing theory in the face of predictive failures would be unrea­
sonable and contrary to scientific good sense. For his part, Quine is con­
tent merely to stress the impotence of deductive logic to force such a 
decision. Although Quine mentions that pragmatic factors will play a role, 
those factors are not described in any detail.

G i l l i e s ’ C r i t i c i s m s  o f  Q u i n e

Gillies’ main criticism of Quine concerns Quine’s sweeping claim that 
the whole of science” (296) is the unit of empirical significance. As Gil­

lies remarks, this claim is altogether implausible. When one examines 
cases in which a theory in physics (such as Newton’s theory of gravitation) 
is combined with other physical theories and assumptions to generate ob­
servational predictions, theories from other sciences (such as biology, ge­
ology, and botany) play no role whatever in that derivation. On this issue 
at least, Duhem is closer to the truth when he restricts the scope of his 
holist thesis to a relatively small group of auxiliary hypotheses.

Gillies is concerned solely with the claims that Quine advanced in 
Two Dogmas,” but it is interesting to note that, in his later publications, 
Quine significantly tones down his thesis that the unit of empirical sig­
nificance is the whole of science. Quine still insists that, in virtue of their 
use of logic and mathematics, the sciences are far more unified and in-
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tegrated than is commonly realized, but lie admits that “little is gained by 
saying that the unit is in principle the whole of science, however defen­
sible this claim may be in a legalistic way.”18

Another shortcoming of Quine’s “Two Dogmas,” according to Gillies, 
is Quine’s almost total lack of interest in exploring ways in which the 
retention of a theory' in the face of adverse evidence might be unreason­
able even though it is not forced by deductive logic. (The arrow of modus 
tollens points at a whole group of theories, hypotheses, and assumptions 
without singling out the culprit.) In this respect, Duhem’s insistence on 
the importance of good sense in science is a step in the right direction, 
(Although, as Gillies points out, Duhem himself seems to have been sin­
gularly lacking in such good sense, judging by the theories he rejected- 
relativity theory , the kinetic theory of gases, and the atomic theory.)

Finally, Gillies re|ects Quine’s contention that no scientific statement, 
not even experimental laws, can be tested (and thus falsified) without the 
aid of auxiliary hypotheses. Gillies thinks that within science, and even 
w'ithin physics, what he calls level 1 hypotheses are both confirmable and 
falsifiable. This claim will be assessed in the later section on Gillies’ ver­
sion of the Duhem-Quine thesis.

G i l l i e s ’ C r i t i c i s m s  o f  D u h e m

Despite his criticisms of Quine, on one important matter Gillies thinks 
that Quine is right and Duhem wrong, namely, Quine’s insistence that 
all of science, not just physics, falls within the scope of the holist thesis. 
There are really three aspects to this issue, which we will discuss in turn: 
the extension of the holist thesis to other sciences, mathematics, and logic.

OTH ER S C IEN CE S

Gillies faults Duhem in two respects: for denying that there are any fal­
sifiable laws in physics and, more importantly, for limiting his thesis ex­
clusively to physics. Postponing the question of falsifiable laws to the 
following section on Gillies’ version of the Duhem-Quine thesis, let us 
focus on the charge that Duhem incorrectly limits the scope of his holist 
thesis to physics.

It is true that the title of section 1 of Duhem’s chapter proclaims that 
“the experimental testing of a theory does not have the same logical sim­
plicity in physics as in physiology” (257), but Duhem’s discussion reveals 
that the underlying logic is the same for both, at least when measuring 
instruments are involved. Ambiguity of falsification is avoided in physio­
logical and chemical experiments involving measuring instruments only 
because physiologists and chemists (allegedly) accept many auxiliary hy­
potheses as established truths on the presumed infallible authority of phys­
icists. In short, physiologists take for granted what physicists know to be 
based on theory. Thus, the difference lies in the psychology of testing, not
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m its logic. This remains consistent with Duhem’s view (articulated in a 
section not excerpted here) that in some (perhaps many) experiments out­
side of physics, no measuring instruments are involved, and we can rely 
on what Duhem calls “a recital of concrete and obvious facts,” without 
the need for any theoretical interpretation (Aim and Structure, 147).

In short, the logic of Duhem’s argument leads to the inclusion of 
other sciences within the scope of his thesis, since the testing of laws and 
theories in those sciences requires the use of instruments and special ap­
paratus. Perhaps Duhem’s failure to appreciate that the ambiguity of fal­
sification is not limited to physics was a consequence of a tendency among 
physicists (of whom Duhem was one) to underestimate the degree of theo­
retical abstraction involved in other sciences. In addition, Duhem might 
have thought that all the auxiliary hypotheses involved in the use of in­
struments and special apparatus belong to physics rather than to the sci­
ences in whose service they are employed.

MATHEMATICS

As far as philosophers of science are concerned, there are two main 
branches of mathematics: geometry and arithmetic. As Gillies points out, 
Duhem was convinced that Euclidean geometry had been conclusively- 
established as true by our commonsense knowledge of the world. For 
example, Euclidean geometry (in which space is perfectly flat, having a 
constant, zero curvature) is the only geometry' in which there exist similar 
figures of different sizes. In spaces of nonzero curvature, geometrical fig­
ures are similar if and only if they are equivalent (i.e., if and only if all 
their angles and sides have exactly the same magnitude). To Duhem, it 
seemed incontestable that simple, everyday observation reveals space to be 
Euclidean because of the “obvious” fact that there are similar figures of 
different sizes. Thus, Duhem summarily rejected the theory of general 
relativity—according to which the curvature of space varies—as a purely 
formal theory that could have no application to the real world. (Gillies 
conjectures that Duhem’s rejection of relativity theory was colored by Du­
hem’s fervent anti-German nationalism in the midst of the First World 
War.) A careful application of Duhem’s own analysis of the logic of testing 
should have persuaded him that our everyday observations are consistent 
with the hypothesis that, while space has a small but nonzero curvature 
in the vicinity of the earth, the curvature might be greater elsewhere. 
Thus, Duhem was wrong to regard geometry (applied  geometry') as im­
mune from revision. Gillies says nothing about Duhem’s views concerning 
arithmetic, but presumably Duhem was equally conservative about that as 
well. Even if one is not a logicist (one who believes that arithmetic can 
be reduced to logic and set theory), arithmetic seems to be far more in­
timately related to logic than geometry is. Thus, it is plausible to think 
that arithmetic is révisable only if logic is, and it is to the status of logic 
that we now turn.
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LOGIC
Duhem was unaware of the modern system of logic developed by Frege, 
Bertrand Russell, and Alfred North Whitehead, believing as he did that 
logic began and ended with Aristotle. This ignorance, by itself, is not 
terribly significant because the new logic is not inconsistent with Aristotle's 
theory of the categorical syllogism (at least when the modern view that 
universal statements lack existential import is adopted). The new logic 
simply includes Aristotle’s theory as a small set of special cases in a much 
w ider system. What Duhem might be faulted for is his uncritical assump­
tion that the laws of logic are immune from revision or rejection. Of 
particular interest here is the law of excluded middle.

In modern terms, the law of excluded middle says that, for any state­
ment p , the statement p or not-p is a logically necessary truth: it remains 
true under all possible assignments of truth value to p. The law of excluded 
middle is closely related to another logical law, the law of bivalence. Un­
derstanding the subtle difference between these two laws will help us to 
appreciate what is at stake when people urge us to abandon the law of 
excluded middle. The law of bivalence says that every statement has a 
truth value and that there are just two truth values: truth and falsity. In 
other words, the law of bivalence asserts that, for any statement p, either 
p  is true or p  is false Most of the attacks on the law of excluded middle 
have come from those who reject bivalence. In systems of many-valued 
logic (such as those developed by the Polish logician, Jan Lukasiewicz), 
there are more than two truth values. Suppose there are three truth values, 
1, 2, and 3. If we identify 1 with truth and 3 with falsity, then we have to 
give up the law of excluded middle because it then becomes possible that 
statement p  is neither true nor false but has truth value 2 (which we might 
call ind eterm inate or interm ediate.) Alternatively, if we wish to preserve the 
law of excluded middle by identifying falsity, not with 3, but with either 
2 or 3, then we have give up one of the other laws of classical logic, such 
as the law of double negation. To see why this is so, consider the require­
ment that negation be a truth-functional operator: it must always lead from 
one particular truth value to another particular truth value. Suppose that 
negation always takes us from 1 to 3. Then, 2 cannot also lead to 3 but 
must lead to 1. Similarly, given these assignments, negation must take us 
from 3 to 2. Thus, double negation will take us from 1 to 3 to 2 rather 
than back to 1. So the fundamental law' of classical logic, that for any 
statement p, p  is logically equivalent to not-not-p, must be given up.

As we have seen, the real issue in rejecting the law of excluded middle 
is whether we should abandon the classical law of bivalence, that every' 
statement is either true or false. For we could, if we wished, reject biva­
lence, and retain the law of excluded middle, but then we would have to 
abandon at least one of the other laws of classical logic such as double 
negation As Quine has remarked, in his Philosophy o f  Logic (1970), “it
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is hard to face up to the rejection of anything so basic.”N Gillies notes 
that two main reasons have been given for adopting some form of deviant 
logic: intuiţionism and quantum mechanics. Intuiţionism is a movement 
in the philosophy of mathematics founded by the Dutch mathematician 
Luitzgen Egbertus Jan Brouwer (1881-1966). Brouwer was suspicious of 
mathematical arguments that profess to prove claims about infinite sets 
(such as the set of all numbers) without actually giving us a method for 
constructing an instance of that claim for any given member of the set 
(such as an arbitrarily chosen number). The arguments that Brouwer re­
jected are reductio arguments relying crucially on the law of double ne­
gation. As far as Brouwer was concerned, reductio arguments were not 
proofs because proofs have to be constructive. (For obvious reasons, in­
tuiţionism is often called constructivism.) Thus, Brouwer rejected the law 
of double negation. Brouwer also rejected the law of excluded middle 
because lie identified truth with (constructive) proof. Not every mathe­
matical proposition is such that either we can prove that proposition or 
we can prove its negation. Consequently, because some statements (as, for 
example, Goldbach’s conjecture that every even number greater than two 
is the sum of two primes) are undecided, the principle that, for all p, p 
or not-p is a necessary truth is not a law of intuitionist logic. In this way, 
intuitionists deny that every proposition is either true or false.

Intuitionist logic lacks the simplicity and elegance of classical logic. 
(Among other things, none of the connectives in intuitionist logic can be 
defined in terms of the others.) Its predominant feature is that it reduces 
the number of propositions that can be deduced from others. The question 
why we should accept this limitation on what constitutes acceptable rea­
soning naturally arises. It should be clear from our brief sketch that the 
rationale for intuiţionism has nothing to do with observation, prediction, 
or anything empirical, the considerations that normally apply to purported 
instances of the Duhem-Quine thesis. Rather, the case for intuiţionism 
rests on the relationship between logic and mathematics and on a highly 
controversial—and to many, implausible and idealist—thesis about the 
status of mathematical objects (such as numbers and geometrical figures).

Logic is widely regarded as the study of the general principles of 
reasoning that apply to all arguments, regardless of their subject matter. 
Intuitionists disagree. They claim that logic is, fundamentally, the set of 
principles that govern mathematical reasoning and that we discover what 
these principles are by studying mathematics. Thus the intuitionists’ 
repudiation of classical logic depends on their distinctive views about 
mathematics.

According to the intuitionists, mathematical objects do not exist in­
dependently of the human mind. They are not (so to speak) out there in 
the real world, waiting to be discovered, nor do objective truths about 
them exist independently of human thought. Rather, numbers and the 
like are said to be mental constructs, the result of mental operations per-
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formed by human beings Mathematical ob je c t s  exist i f  and on ly  i f  they 
can be constructed; a mathematical statement is true i f  and on ly  i f  it has 
a (constructive) proof (Because it collapses the d istinction b e tw een  truth 
and provability and denies that it even makes s en se  to talk about a math­
ematical statement that is true but has no proof, intuiţionism is a variety 
of venficationisin.)

Quantum logic was first proposed by the mathematicians Garrett Birk- 
lioif and John von Neumann in 1936 as a solution to th e paradoxes o f  
quantum mechanics. Quine alludes to it in "Two Dogmas” as a possible 
instance of the revisability of logic, and, more recen tly , Hilary Putnam has 
championed it as showing that logic is empirical. T he essentia l feature 
of quantum logic is that it gives up the classical distribution laws for con­
junction and disjunction. In standard classical logic, (1) logically im­
plies (2).

1 X & (Y, v Y2).

2 (X & y,) v (X dr y2).

In quantum logic, the inference from (1) to (2) is invalid. Take, for ex­
ample, the classic two-slit experiment m which electrons are fired at a 
plate with two slits in it and then form an interference pattern on a screen. 
Consider a single electron passing through the apparatus, and letX= ‘‘The 
electron is in region R on the screen,” X, = “The electron went through 
slit number 1,” and Y2 = "The electron went through slit number 2.” Part 
of the oddity or “paradoxical” character of quantum systems and of quan­
tum mechanics that correctly describes them is that while (1) is true, (2) 
is false. The pattern we obtain on the screen is typical of the interference 
pattern we would obtain if, instead of electrons, we had used light waves 
(or even water waves). If the electron had gone either through slit 1 (but 
not slit 2) or through slit 2 (but not slit 1), no interference pattern would 
have been formed.20 To get the interference pattern, each single electron 
must act like a coherent wave front that passes through both slits and 
interferes with itself! To its supporters, the attraction of quantum logic is 
that it does not permit inferences to any conclusion that quantum me­
chanics and experiment reveal to be either false or unverifiable; in this 
way the paradoxes of quantum behavior are avoided. To its detractors, 
quantum logic does not solve any paradoxes—it simply shifts the mys­
tery from physics to logic Very few physicists or philosophers have argued 
that we should change the way that we reason about the world—a world 
that includes not just electrons and neutrinos but tables, chairs, and 
kangaroos—by giving up the distribution laws for disjunction and 
conjunction.21

It is interesting to note that in his Philosophy o f  Logic, Quine argues 
that whenever someone hies to deny a law of classical logic such as ex­
cluded middle, the person merely "changes the subject” by changing the
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m ea n i n g s  of the logical connectives (83). This is a far cry from the Quine 
of "Two Dogmas” for whom any rule of logic could, in principle, be 
rei ected j s  false.22 The problem to which Quine (in 1970) is drawing 
a t tent ion is that neither intuitionist logic nor quantum logic is truth func­
t ional :  m  neither case can we give truth tables for all the connectives using 
lust t he  two truth values, truth and falsity. Thus, we cannot appeal to truth 
tables to decide whether the symbols &, V, ~, and D denote the same 
concept s  of conjunction, disjunction, negation, and implication in deviant 
logic as they do in classical logic The deviant logics are presented axio- 
mat i c a l l y  and lack some of the axioms of classical logic. Thus, someone 
l ike Quine (in 1970) could insist that when the axioms are changed so, 
too, are the connectives that the axioms implicitly define.23

In summary we can say that a good case can be made for extending 
Duhem’s thesis to sciences other than physics and for including geometry 
within its scope. But it is far less clear that we should follow Quine’s “Two 
Dogmas” and Gillies by also including arithmetic and logic. Certainly no 
one, not even Putnam, has suggested that every law of classical logic could, 
111 principle, be rejected In fact, Putnam has argued that at least one 
logical law is a genuine a priori necessity, namely the law of noncontra­
diction.2'*

G i l l i e s ’ V e r s i o n  o f  t h e  D u h e m - Q u i n e  T h e s i s

Gillies concludes his article by offering a revised version of the Duhem- 
Quine thesis that he considers both true and important. In order to clarify 
the relationship between Gillies’ thesis and the views of Duhem and 
Quine, we have followed Gillies in dividing the thesis into several distinct 
parts. (The only difference between our division and Gillies’ is that we 
have split Gillies’ second clause into the two distinct claims, B and C.)

A “The holist thesis applies to any high-level (level 2) theoretical 
hypotheses, whether of physics or of other sciences, or even of 
mathematics and logic.” (317) (Contrary to Duhem, in light of 
Quine.)

B “The group of hypotheses under test in any given situation is in 
practice limited, and does not extend to the whole of human 
knowledge.” (317) (Contrary to Quine, in light of Duhem.)

C “Quine’s claim that ‘Any statement can be held to be true come 
what may’ . is true from a purely logical point of view; but 
scientific good sense concludes in many situations that it would 
be perfectly unreasonable to hold on to particular statements.” 
(317) (Addition to Quine, in light of Duhem.)
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Since we have already discussed B and C, we shall conclude this section 
on Gillies bv taking a brief look at A.

An important feature of A is Gillies' restriction of the holist thesis to 
what he calls level 2 hypotheses. Earlier in his article, Gillies distinguishes 
between high-level (level 2) theoretical hypotheses and low-level (level 1) 
generalizations such as experimental laws. Gillies describes level 1 gen­
eralizations as those that can be falsified and confirmed directly by obser­
vation and experiment. Thus, Gillies thinks that Duhem’s minimal thesis 
about falsification holds only when restricted to level 2 hypotheses (and 
higher). But clearly, Gillies runs the risk of trivializing the holist thesis if 
level 2 hypotheses are simply defined as those that satisfy the thesis and 
level 1 hypotheses are defined as those that do not. Hence, we need some 
independent characterization of the two types of hypothesis.

In his book Philosophy o f  S c i en ce  in the Twentieth Century, from 
which Gillies’ article is taken, he gives as examples of level 1 hypotheses 
Snell’s law of refraction applied to glass, Kepler’s first law, Planck's radi­
ation law for black body radiation, and Einstein’s equation for the pho­
toelectric effect. Gillies’ examples of level 2 hypotheses include Newton’s 
first law of motion and Einstein’s quantum theory' of electromagnetic ra­
diation. What Gillies seems to have in mind as level 1 hypotheses are 
what are often called descriptive laws, that is, generalizations using only 
variables such as position, velocity, temperature, and wavelength, whose 
values can be measured with instruments As the name descriptive laws 
suggests, level 1 hypotheses are confined to describing the phenomena. 
Unlike level 2 hypotheses, level 1 hypotheses do not attempt to explain 
the phenomena they describe, nor do they deal with causes. But even so, 
this hardly establishes that level 1 hypotheses can be confirmed or falsified 
without using any theoretical assumptions whatever. For as long as mea­
suring instruments are involved, or there is a need to verify that disturbing 
influences are absent, theories from other branches of physics will have 
to be used As we indicated earlier, this is Duhem’s central argument for 
his thesis of the ambiguity' of falsification. Gillies appears to have simply 
assumed that because a law is descriptive (as opposed to being causal or 
explanatory) it can be tested without using any theories whatever. On this 
issue, at least, Duhem seems to have been closer to the truth.

3.4 | Laudan’s Repudiation of Underdetermination

In “Demystifying Underdetermination” Larry Laudan takes aim at a variety' 
of underdetermination theses that have become fashionable in the philos­
ophy of science and epistemology since the publication of Quine’s “Two 
Dogmas.” As Laudan notes in his introduction, it is often unclear what 
specific claim about underdetermination a particular author is espousing
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and, partly as a consequence of this unclarity, relativistic consequences 
have been drawn from the presumed fact of underdetermination, vaguely 
construed, that do not follow from some of its more specific versions. Of 
particular concern to Laudan is the tactic of bait-and-switch: one is lured 
into accepting a fairly plausible version of underdetermination (the con­
sequences of which are innocuous) only to discover that conclusions are 
then drawn that follow only from another, far less plausible version of 
underdetermination (the consequences of which are devastating).

Laudan’s goal, then, is threefold: to clarify the different sorts of claims 
about underdetermination, to assess their plausibility, and to see what fol­
lows from them. To this end Laudan divides claims about underdeter- 
mination into two classes: the deductive and the ampliative. Deductive 
claims limit themselves to what can be established about the status of 
theories, given some evidence, using only deductive logic. Ampliative 
claims permit the use of nondeductive inferences as well. Nondeductive 
inferences are involved in judging how well the available evidence con­
firms a theory, whether one theory is more strongly confirmed by the 
evidence than a rival theory, and whether one theory explains the evidence 
better than its competitors. The classic example of a deductive thesis con­
cerning underdetermination is the one associated with David Hume. All 
of the more recent versions of underdetermination, beginning with Quine 
and extending through Goodman, Kuhn, Hesse, and Bloor, are am­
pliative.25

One important preliminary matter needs to be addressed before pro­
ceeding to the heart of Laudan’s article. This concerns the concessions 
that Laudan is prepared to make to the philosophers whom he criticizes. 
To avoid needless debate, Laudan is willing to adopt an extremely broad 
notion of what constitutes a theory. He says that he will regard as a theory 
any set of universal statements that purport to describe the world. Presum­
ably, he means that a theory should be empirical (it should make a definite 
claim about the world that could, logically, be false) and that it should 
contain at least one universal generalization (rather than, as his wording 
suggests, requiring that a theory contain nothing but universal statements). 
In addition, Laudan is willing to grant that single theories by themselves 
do not make any directly testable assertions. This, we will assume, means 
that Laudan accepts Duhem’s holist theses (Dl) and (D2): single theories 
yield testable predictions only in conjunction with auxiliary hypotheses 
and assumptions.

H u m e a n  U n d e r d e t e r m i n a t i o n  (HUD)
Laudan defines deductive or Humean underdetermination as follows:

For any finite body of evidence, there are indefinitely many mutually 
contrary theories, each of which logically entails that evidence. (323)
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Laudan comments that the arguments for HUD are familiar and triv­
ial. and that HUD, w hile true, merely shows that the fallacy of affirming 
the consequent is indeed a fallacy the mere fact that a particular theory 
(T, ) entails some evidence (E) does not logically imply that T, is true, 
since indefinitely many rival theories, 7\, T,, and so on, have this same 
property The weakness of HUD, in Laudan’s view, is that it restricts itself 
solely to deductive logic, completely ignoring the possibility that some 
kind of ampliative inference (involving, say, inductive confirmation) might 
single out T, as more probable than its rivals. Moreover, even if one were 
to ignore this possibility and appeal to HUD to license some kind of 
relativist conclusion, at best what would follow is that all theories that 
entail E are equally worthy of belief, not that it would be rational to accept 
any theory whatever, regardless of its relation to E.

What are the trivial and familiar arguments for HUD to which Lau­
dan refers? One common argument appeals to the logical possibility of 
generating indefinitely many theories, each of which logically entails £, 
simply by conjoining E with each member of a set of mutually contrary 
statements. Thus, we could have:

T, (A & E)
T, (B & E)
T, (C & E), and so on,

where, for example, A says that all electrons base a mass of exactly one 
gram, B says that all electrons have a mass of exactly two grams, and so 
on. Another trivial strategy involves using the truth-functional conditional 
connective D in the following way:

H, (A => E) & A 
H2 (B D E) & B 
H, (C D E) & C, and so on.

Of course, no scientist would give these so-called theories the time of day, 
either because they are already known to be false or because they are 
utterly lacking in explanatory power and predictive capacity. But that is 
not the point. HUD is concerned solely witli what is logically possible. 
Given a sufficiently liberal notion of what qualifies as a theory, these 
examples show that HUD is true—true but profoundly uninteresting.

There is one small problem with the wording of HUD, given the 
context of Laudan’s article Laudan is prepared to concede, for the sake 
of argument, that Duhein was right and that no single theory, by itself, 
makes any directly testable assertion. But HUD says that for any evidence, 
E, indefinitely many theories logically entail E, and in many cases, E will 
be a directly testable assertion. So HUD is inconsistent with Laudan's 
concession. The problem is easily remedied if we follow the suggestion in
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the appendix to Laudan’s article (346-47) and rephrase HUD slightly as
HUD".

For any finite body of evidence, there are indefinitely many mutually 
HUD* contTary theories such that each theory, in conjunction with appropri­

ate auxiliary hypotheses and assumptions, logically entails that 
evidence

Q u i n e a n  U n d e r d e t e r m i n a t i o n  (QUD)

Since Quine is one of the most influential proponents of underdetermi­
nation in the twentieth century, he is Laudan’s main target and receives 
the lion's share of attention. Laudan begins by attributing to Quine two 
doctrines: the nonuniqueness thesis and the egalitarian thesis. (For con­
venience, we shall refer to these using the acronyms NUT and EGAL.)

"For any theory, T, and any given body of evidence supporting T, there 
NUT is at least one rival (i.e., contrary) to T that is as well supported (by that 

evidence) as T " (324)

EGAL “Every theory is as well supported by the evidence as any of its rivals 
(324)

As Laudan notes, both of these doctrines are epistemic: both involve 
the notion of empirical support, which is a type of evidential warrant or 
justification—the sort of thing that, when there is enough of it, makes 
belief rational. In Laudan’s terminology, both NUT and EGAL are vari­
eties of ampliative underdetermination. Clearly, EGAL is the stronger 
claim: EGAL entails NUT, but not vice versa. Laudan claims that Quine 
is committed to both doctrines—explicitly to NUT and implicitly to 
EGAL, the sweeping doctrine that strong relativists take Quine to have 
made plausible in "Two Dogmas." Laudan thinks that the relativists are 
half right: right in attributing EGAL to Quine, wrong in thinking that 
Quine has done anything to render EGAL plausible.

Laudan’s account of Quine’s relation to EGAL is rather complicated. 
Laudan argues that the doctrines that Quine holds explicitly, in particular 
Quine's claim that

one may hold onto any theory whatever in the face of any evidence what- 
■ ever (325),

implicitly commit Quine to EGAL. In Laudan’s words, Quine’s explicit 
endorsements of (0) "presuppose the egalitarian thesis, and make no sense 
without it” (324). Thus, Laudan is claiming not only that (0), when cor-
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rectly interpreted, implies EGAL, but also, and more importantly, that 
unless Quine can show that EGAL is plausible, his case for (0) crumbles. 
It is important to realize that Laudan’s second claim does not follow log­
ically from his first claim but must be established on independent grounds. 
In general, one can be justified in holding a belief without first having to 
be justified in believing everything that is entailed by the belief. In the 
ty pical case of belief formation, one first believ es some proposition on what 
one takes to be good grounds, and then one acquires a justified belief in 
the further propositions that follow from it. To insist that, in order to be 
justified in believing one proposition, one must first be justified in believ­
ing all the logical consequences of that proposition, is to place an un- 
meetable and hence unreasonable demand on what it takes for a belief to 
be justified. So Laudan must show that Quine’s case for (0) vitally depends 
on accepting EGAL; Laudan cannot simply appeal to the fact that (0) has 
EGAL as one of its consequences.26

Laudan’s account of why (0) depends on EGAL runs as follows: First, 
he notes that, in order for (0) to be at all philosophically interesting, it 
has to be read normativei)’, not descriptively. The issue is not whether 
people can, by whatever means, retain their belief in any theory come 
what may, but whether the)’ can do so rationally. So, Laudan interprets
(0) as (1):

It is rational to hold onto any theory whatever in the face of any evidence 
1 1 whatever. (325)

Has Quine established (1)? Laudan thinks that in order to do so, Quine 
u'ould have to examine every single ampliative rule governing rational 
theory choice and show that none of them has the power to favor one 
theory’ over another. In fact, the only rule that Quine considers is the 
Popperian admonition to “reject theories that have (known) falsifying in­
stances” (326)

Before discussing Laudan’s criticism of Quine’s conclusion that the 
Popperian falsification rule radically underdetermines theory choice, we 
pause to consider whether Quine is as negligent as Laudan charges in 
ignoring all the other rules governing the choice among rival theories. 
Someone interested in defending Quine might point out that Quine’s 
concern is not whether we should accept a given theory', but whether 
evidence could make it irrational for us to continue to accept that theory, 
however irrationally we might have arrived at that theory in the first place. 
Thus, one might argue that ampliative rules concerning w'hen it is rational 
to accept a theory' as well confirmed by evidence are not relevant to 
Quine’s inquiry' and that he is justified in restricting his attention to the 
Popperian rule for theory rejection. But this attempt to defend Quine fails 
for at least two reasons. First, rules for theory acceptance clearly are rel­
evant to theory rejection, for if one is rationally justified in accepting



C o m m e n t a r y  | 387

theory T2, then one is justified in rejecting as false all the contraries of T2. 
The fact that T, was there first, so to speak, should count for little if the 
rule says that, in light of evidence E, T2 is the theory one should accept 
and T, is inconsistent with T2. Second, there might be rules concerning 
theory rejection other than the Popperian one. For example, a rule might 
say that if several rival theories entail exactly the same evidence, then 
rationality requires one to reject as false the theory having the lowest pre­
dictive content, the least explanatory power, and the lowest degree of sim­
plicity (if there is any theory that scores lowest in all three areas). The 
point is not to advocate such a rule as correct but merely to remind our­
selves that the Popperian falsification rule—essentially, modus tollens— is 
not the only plausible rejection rule once we include amphative inferences 
that go beyond deductive logic. Thus Laudan seems to be correct: there 
is a significant gap in Quine’s argument when, in defense of (1), he con­
fines himself solely to arguing for the inconclusive nature of Popper’s 
rejection rule.

Even though Quine confines his attention solely to Popper’s rejection 
rule, some of his attempts to defend (1) in the face of that rule are, as 
Laudan says, "pretty trifling stuff” (327). The possibility of changing the 
meanings of key words, of abandoning the laws of logic, and of pleading 
hallucination do not come close to showing that any theory can be re­
tained rationally in the face of any evidence. Insofar as Qume has a case 
for (1), it rests entirely on his doctrine of underdetermination (QUD)

QUD Any theory can be reconciled with any recalcitrant evidence by making 
suitable adjustments in our other assumptions about nature. (328)

Now, as Laudan points out, in order for QUD to be in any way 
relevant to (1), it must concern ways in which we can rationally reconcile 
any theory with any evidence. If QUD is talking merely about what is 
logically possible, however irrational, then Quinean underdetermination 
is an utterly trivial consequence of holism.27 So we must add the crucial 
adverb rationally to modify the verb reconcile. Moreover, the notion of 
reconciliation is multiply ambiguous. Laudan distinguishes four senses of 
what it might mean to reconcile a theory with recalcitrant evidence. The 
theory (or, more precisely, the group consisting of the theory together with 
auxiliary hypotheses and assumptions) may:

■ be logically compatible with the evidence;
■ logically entail the evidence;
■ explain the evidence;
■ be empirically supported by the evidence. (329)
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Which one of these does Quine have in mind? We can gain further insight 
into Laudan’s criticism of QUD by considering the formal scheme we 
introduced earlier in this commentary, in the section on Duhem 
(pp. 355-65). Let the theory whose rational retention is at issue be T. We 
grant, along with Duhem, Quine, and Laudan, that T by itself does not 
yield testable predictions For this we need auxiliary hypotheses and as­
sumptions. Let these auxiliaries be A1( A2, , A,„ and let the testable
prediction made by the entire group (T & A, & A2 & . . . & A„) be 0,. 
When w'e perform the experiment or make the observation, what we ac­
tually find is not O, but E, where E entails that O, is false. Schematically 
we have:

(T & A, & A, & . . .  & AJ -> 0 „
E, and (E —» —O,).

We can now' express relatively precise versions of Quine’s underdetermi­
nation thesis, corresponding to the four different meanings of reconcile on 
Laudan’s list. Here are the first two:

Any theory, T, can be rationally reconciled with any recalcitrant evi­
dence, E, by deleting some of the original auxiliaries, and perhaps 
adding a new auxiliary, B, such that the new group (T & B & A; & 
. . .  & AJ does not entail anything that is inconsistent with E.

Any theory, T, can be rationally reconciled with any recalcitrant evi­
dence, E, by deleting some of the original auxiliaries, and adding a 
new auxiliary, B, such that the new group (T & B & A2 & . . . & A„) 
entails E

Laudan makes four important points about QUD1 and QUD2.
First, neither consistency with E nor entailment of E guarantees that 

the new' group will explain E or that the new group will be empirically 
supported by E. (Whether theories are automatically confirmed by their 
deductive consequences is addressed in chapter 4; explanation is discussed 
in chapter 6. We will here simply assume that Laudan is right about this: 
deductive entailment is sufficient neither for explanation nor for confir­
mation.) Second, neither Quine nor anyone else has proven that QUD2 
is true. In other words, no one has shown that there will always be ration­
ally acceptable auxiliaries such that, when added to any theory T, the 
entire group will entail any evidential statement. Third, deleting some of 
the original auxiliaries and perhaps adding the new auxiliary', B, does not 
guarantee that the new' group will have the same degree of explanatory 
power or the same degree of empirical support as the original group In­
deed, the deletion of some of the old auxiliaries will not only prevent the 
derivation of O,, but is also likely to diminish the predictive and explan-

QUD1

QUD2
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atory power of the new group as compared with the old. Fourth, the shift 
from the old group to the new group is rational only if the new group has 
a significant degree of empirical support. (Laudan also considers the role 
of other theoretical virtues, such as simplicity and explanatory power, in 
making theoretical changes rational.)

So Laudan returns the Scottish verdict, not proven, in response to 
Quine’s underdetermination thesis (with more than a hint of skepticism 
regarding its truth). Quine could render his thesis plausible only by giving 
a convincing argument for the egalitarian thesis, EGAL. For only if every' 
theory (or, more relevantly, every group consisting of a theory together 
with auxiliary hypotheses and assumptions) enjoyed the same degree of 
empirical support, could any theory whatever be rationally retained in the 
face of any evidence whatever. But Quine does not argue for EGAL. He 
simply assumes that EGAL is true without giving any argument that ren­
ders it plausible.

In the remainder of his section on Quine, Laudan considers whether 
Quine has made a better case for underdetermination in his later book, 
Word and Object. Laudan’s judgment, again, is negative. He concludes 
that Word and Object merely provides poor arguments for the weaker 
thesis of nonuniqueness (NUT). Since NUT does not entail EGAL, and 
it is EGAL (not NUT) that is required for any strong and interesting 
version of relativism, devotees of underdetermination need to look else­
where for support. This search for more convincing support for EGAL 
leads Laudan to consider the views of Goodman, Kuhn, Hesse, and Bloor 
in the remainder of his article.

G o o d m a n ’ s  G r u e s o m e  N e w  R i d d l e  o f  I n d u c t i o n

The predicate grue first made its appearance in the third chapter of Nelson 
Goodman’s Fact, Fiction, and Forecast (1955). Goodman defined this de- 
cidely weird predicate as follows: an object is grue if and only if either 
the object is examined before time T and is green, or the object is not 
examined before time T and is blue.28 Goodman’s purpose in introducing 
this gerrymandered predicate was to make a telling point about induction 
and inductive confirmation. Conventional wisdom has it that a generali­
zation such as “All emeralds are green” is confirmed by its instances. We 
inspect one emerald and find that it is green. We obsen'e another and 
find that it, too, is green. Soon, we infer from this evidence, that all ob ­
served emeralds are green, that it is very probable that all emeralds are 
green, whether we have observed them or not; and we predict further that 
the emeralds we will observe in the future will also be green. But if all 
the green emeralds that we have inspected were examined before time 
T (the year 2000, say), then it is equally true to say that all the emeralds 
we have observed have been grue. And if generalizations are confirmed 
by their instances, then the generalization that all emeralds are grue is
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also confirmed by our evidence. But if all emeralds are grue, then we 
predict that any emerald examined after time T will not be green but blue 
The straight hypothesis (that all emeralds are green) and the bent hypoth­
esis (that all emeralds are grue) are genuine rivals that make differing 
predictions about the future. Nonetheless, if generalizations are confirmed 
by their instances, both hypotheses are confirmed by our evidence. Good­
man calls this the new riddle of induction. The riddle is not to explain 
why we are rationally justified in accepting any generalization as true (or 
probable) when we have observed several instances of it and no counter­
instances that is the old riddle of induction, Hume’s problem of justifying 
induction. Rather, the new riddle of induction is to explain why some 
generalizations (the straight hypotheses) are confirmed by their instances 
and others (the bent hypotheses) are not.

There have been many attempts to solve Goodman’s new riddle of 
induction, including Goodman’s own theory of entrenchment. Very 
roughly, Goodman argues that hypotheses are confirmed by their instances 
only when they use predicates that are well entrenched, and predicates 
become entrenched when they have been used to make successful induc- 
trve inferences in the past20 Other authors have argued that there is a 
relevant epistemological asymmetry between the predicates grue and green 
because, unlike green, grue is positional: it makes reference to a particular 
time. Hence, while we can judge the colors of objects by simple inspec­
tion, we cannot decide whether an object is grue without knowing the 
date of our observation. And this, some claim, is what makes bent hy­
potheses illegitimate as candidates for induction, not the entrenchment of 
predicates.’0 Other philosophers deny that generalizations are in fact al­
ways confirmed by their instances; Popperians, for example, argue that 
hypotheses are confirmed (or “corroborated”) only when they survive se­
vere tests, that is, tests that are designed to refute them.’1 Finally, Bayesians 
insist that the solution to Goodman’s problem lies in paying attention to 
the degree to which hypotheses are confirmed by their instances.’2 Degree 
of confirmation depends, in part, on the prior probability of the hypothesis 
relative to our background knowledge. Our background knowledge gives 
a very low prior probability to bent hypotheses as compared with their 
straight rivals. Hence, a bent hypothesis receives very little confirmation 
from the evidence, indeed none at all if the prior probability of the bent 
hypothesis is zero. (See chapter 5 for a discussion of the Bayesian approach 
to confirmation theory.)

Laudan neatly sidesteps the debate over Goodman’s new riddle of 
induction and its proposed solutions. Laudan is concerned solely with the 
egalitarian thesis that, given some evidence, every theory that entails the 
evidence is as well supported as its rivals. He makes two simple points. 
First, not even Goodman himself accepts that bent hypotheses receive the 
same inductive support as straight hypotheses from the observation of their 
instances. The whole point of the new riddle is to find out what principles
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of ampliative inference should replace the simple, but flawed, principle 
of enumerative induction (that is, from all observed As are B, infer that 
all As are B). Second, even if the bent and straight hypotheses were equally 
well supported by the evidence, the egalitarian thesis would not be vin­
dicated, since bent hypotheses are only a subset of all the possible alter­
natives to any given hypothesis. As Laudan reminds us, nothing in 
Goodman’s new riddle of induction suggests that, when we have observed 
a number of green emeralds, the hypothesis that all emeralds are red is 
just as well confirmed as the hypothesis that all emeralds are green.

K u h n ’ s  T h e s i s  o f  L o c a l  U n d e r d e t e r m i n a t i o n

Laudan’s criticism of Kuhn’s version of the underdetermination thesis is 
closely related to Laudan’s attack on Kuhn in his “Dissecting the Holist 
Picture of Scientific Change” in chapter 2, and should be read in con­
junction with that piece. Here, Laudan argues that Kuhn is implicitly 
committed to a restricted version of the egalitarian thesis, namely, that any 
theory can be shown to be as well supported by any evidence as any of 
its known rivals. This is the thesis designated (2*) earlier in Laudan’s 
article. As Laudan notes, (2*) is weaker than the unrestricted egalitarian 
thesis we have called EGAL, since, unlike EGAL, (2") refers only to the 
known rivals of a given theory, not to all possible rivals. In Laudan’s ter­
minology, Kuhn espouses a thesis of local, not global, underdetermination. 
Even when we restrict our attention to the relatively few rival theories 
competing for the allegiance of scientists at a given time, Kuhn’s view is 
that shared methods and rules (what, in chapter 2, we called cogn it ive  or 
constitutive values) are always insufficient to determine the choice. Only 
because he holds this view—the restricted egalitarian thesis (2 ')—can 
Kuhn conclude that in all cases of theory choice the final decision must 
depend on subjective factors (what, in chapter 2, were called contextual 
values.)

Kuhn’s argument for local underdetermination rests on his claim that 
the shared standards (or values, as Kuhn calls them) of accuracy, consis­
tency, scope, simplicity, and fruitfulness are too vague to lead proponents 
of rival theories (or paradigms) to the same verdict. (See the section 
“Kuhn’s Second Thoughts about the Rationality of Scientific Revolutions” 
in the commentary on chapter 2.) In response, Laudan concedes that the 
standards Kuhn has mentioned are vague and that, as a consequence, they 
are unlikely to point to a unique resolution that all scientists will accept. 
But, Laudan objects, Kuhn’s list of shared standards does not include many 
of the rules that scientists commonly employ in choosing among rival 
theories. These rules include the admonition to prefer theories that are 
internally consistent” and the directive to prefer theories that make pre­
dictions that are surprising given our background assumptions. Unlike the 
items on Kuhn’s list, these rules are quite precise. Certainly there is no
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reason to think that the) can never suffice to pick out one theory as better 
than its rivals Hence, Kuhn’s thesis of local unclerdeterinination is un­
proven

Laudan admits that some theoretical choices are underdetermined 
relative to some restricted body of evidence and some subset of shared 
methodological rules. What he strenuously denies is Kuhn’s thesis that all 
theoretical choices are necessarily underdetermined by any body of evi­
dence and the set of all such rules. To show the falsity of Kuhn’s thesis 
of local underdetermination, Laudan considers m some detail one impor­
tant historical case: the disagreement in the earl)' eighteenth century be­
tween the Newtonians and the Cartesians about the shape of the earth.

In the seventeenth century, Descartes argued that the effects of gravit)' 
on a bod)' near the earth's surface are due entirely to a swirling vortex of 
transparent matter that presses down on the earth. The axis of rotation of 
this vortex coincides with the earth’s north-south axis. The force exerted 
by this vortex will be greatest at the equator and least at the poles. Hence, 
according to Descartes and Ins followers, the earth is compressed around 
the equator So the Cartesians predicted that the earth’s radius at the 
equator should be slightly less than the earth's radius at either pole. The 
Newtonians made the opposite prediction. On Newton’s theory, the effects 
of gravity are due to mutual attraction between a body and the earth, and 
this force varies inversely as the square of their distance apart. As the earth 
rotates once every' twenty-four hours about its north-south axis, centrifugal 
force will counteract this gravitational attraction. The opposing centrifugal 
force will be greatest at the equator and least at the poles. Hence, accord­
ing to Newton and his followers, the earth should bulge at the equator; 
the earth’s radius at the equator should be slightly greater than the earth’s 
radius at either pole. The Académie des Sciences in Paris sent surveying 
expeditions north and south, to Lapland and Peru, to measure the length 
of a terrestrial degree at both locations. The results were unequivocally in 
favor of Newton and against Descartes: a degree at the earth’s surface was 
longer in Peru than in Lapland. As Newton had predicted, thè earth is 
fatter at the equator.54 Both the French and the English agreed on this 
verdict. Because of the findings of the two expeditions, Newton’s theory' 
was accepted and Descartes’ theory rejected.

Laudan does not claim that the French expeditions performed a cru­
cial experiment in the sense that they established conclusively that New­
ton’s theory is true and Descartes’ false His point is more modest but no 
less telling against Kuhn, here is an actual historical case, involving pro­
ponents of rival paradigms, the Newtonian paradigm and the Cartesian 
paradigm, in which a single, shared, methodological rule led to a decision 
that both sides accepted as correct. The rule in question is, roughly, that 
when two rival theories make conflicting predictions that can be tested in 
a manner that does not presuppose the truth of either theory, then one 
should accept the theory that makes the correct prediction and reject its
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rival. One example cannot prove a universal generalization, but one coun­
terexample can refute it. The case of the rival theories about the shape of 
the earth is a counterexample to Kuhn’s thesis of local underdetermina- 
tion. Hence, Kuhn’s thesis is false.

T he  S t r o n g  P r o g r a m m e  i n t h e  
S o c i o l o g y  o f  S c i e n c e

In his paper’s last section, “Underdeterinination and the ‘Sociologizing of 
Epistemology,’ ” Laudan takes aim at Mar)' Hesse and David Bloor, who 
have argued that underdetermination implies that scientists’ decisions 
about theories are caused by social factors and processes, rather than by 
reasoning and logic. David Bloor is a sociologist of science and one of the 
founding members of the Science Studies Unit at Edinburgh University. 
Along with his colleagues, Barry Barnes and David Edge, Bloor is a leading 
proponent of the so-called strong programme in the sociology of knowl­
edge. The core tenets of the strong programme are described and defended 
in his book Knowledge and Social Imagery.” Mary Hesse is a distinguished 
philosopher of science who taught for many years in the History and Phi­
losophe of Science Programme at Cambridge University'. Although not 
herself an advocate of Bloor’s version of the sociology' of science, Hesse is 
sympathetic to certain aspects of the strong programme and her writings 
are often cited favorably by Bloor Laudan is particularly concerned until 
Hesse’s paper “The Strong Thesis of Sociology' of Science,” which ap­
peared as the second chapter of her book, Revolutions and Reconstructions 
m the Philosophy o f ScienceA6

Elsewhere, Laudan has vigorously attacked the strong programme, ac­
cusing it of error and confusion.,7 Since the issue before us now is not 
the truth or plausibility of the strong programme but merely the merits of 
two arguments (Hesse’s and Bloor’s) given in its defense, we need not 
discuss the strong programme itself in detail. A few brief comments will 
suffice before we address the specific arguments that Laudan attacks

According to David Bloor, the defining characteristics of the strong 
programme are causality, impartiality, symmetry, and reflexivity.38 Bloor 
claims that each of these conditions reflect procedural assumptions com­
mon to the established sciences. Only by adopting them, Bloor argues, 
can the study of scientific beliefs itself become “scientific ”

The causal condition simply means that sociologists should identify 
the conditions that bring about scientific belief or states of knoudedge, 
paving particular attention to those cultural and social features often pre­
sumed (falsely, in Bloor’s view) to lie outside of science proper and the 
mechanisms within science by which belief is produced.îv

Impartiality is the requirement that explanations of scientific beliefs 
should be “impartial with respect to truth and falsity, rationality' and irra­
tionality'. success or failure.” Bloor insists that a scientific belief’s being
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true or rational does not, by itself, explain why a particular scientist holds 
that belief, and Bloor often repeats that rational beliefs stand just as much 
in need of explanation as do irrational ones. Thus, Bloor rejects the views 
held by philosophers such as R. G. Collingwood and Imre Lakatos that:
(1) an action or belief can be explained only if it can be shown to be 
rational (Collingwood); (2) when we have shown that a person’s action or 
belief is rational, no further explanation is needed or possible—the ex­
planation of a human belief or action stops with the exhibition of its 
rationality (Collingwood and Lakatos); and (3) explanations in terms of 
sociological and psychological causes are appropriate only when the action 
or belief is irrational (Lakatos).'"' Since much of science is presumed to 
be rational, if (3) were true, vers' little would be left for the sociologist of 
science to do. Indeed, until the advent of the strong programme, the view 
that, because they are rationally well founded, most scientific beliefs are 
off-limits to sociolog)' had been accepted by most sociologists of science; 
sociology may have much to tell us about the structure and organization 
of science, but it can do little or nothing to explain the content of scientific 
belief. Bloor denies this, claiming all of science, rational and irrational 
alike, as an appropriate subject of sociological explanation. Arguably, 
Bloor's second condition (impartiality) follows from his first condition 
(causality). If all explanation is causal and all beliefs (whether true or false, 
rational or irrational) have causes, then all beliefs (whether true or false, 
rational or irrational) can be explained in terms of those causes. This, of 
course, leaves it completely open as to what kinds of cause (perception, 
experience, reasoning, psychological conditioning, social pressure) are 
causally involved in the production of any particular belief. Hence the 
importance of Bloor’s third condition, symmetry.

According to Bloor, symmetry requires that all scientific beliefs should 
receive the same style of explanation and that “the same type of cause 
would explain, say, true and false beliefs.” Obviously, much depends on 
what Bloor means here by “the same type of cause,” As Laudan has argued 
elsewhere, to claim that all beliefs, rational and irrational alike, are pro­
duced by the same causes—whether they be w-hat the scientist takes to be 
good evidence, a neurophysiological mechanism, a psychological com­
pulsion, education, peer pressure, political ideology, religion, class, or 
w'ealth—seems quite implausible. Contrary to Bloor’s claim, symmetry is 
not a condition common to the well-established sciences. For example, 
nowhere in physics, chemistry, or geology do we find it stipulated in ad­
vance of empirical investigation that some broad class of phenomena must 
be the result of the same kind of cause in order for theories that attempt 
to explain those phenomena to qualify as scientific,'"

The fourth and final condition, reflexivity, states that the patterns of 
explanation used by sociologists should be applicable to their own disci­
pline. Bloor thinks that this condition must be imposed “because other­
wise sociology w'ould be a standing refutation of its o w ti theories.”
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With some idea in hand of what the strong programme amounts to, 
let its consider Hesse and Bloor’s arguments in favor of the strong pro­
gramme's approach to explaining scientific belief and Laudan’s criticism 
of those arguments. Hesse’s argument begins from the fact of Humean 
underdetermination (HUD) and runs (with some embellishment) as fol­
lows:

1 HUD—scientific theories are deductively underdetermined by the 
data.

2 So, scientists must adopt extraempirical criteria for what counts as 
a good theory when deciding to accept one theory in preference to 
its empirically adequate rivals.

3 These extraempirical criteria differ over time and between groups.
4 Hence, the adoption of these criteria should be explained by social 

rather than logical factors.
5 Thus, the decision to accept particular scientific theories on the 

basis of these criteria must also be explained by social rather than 
logical factors.

Laudan has no quibble with premises (1) and (3) or the intermediate 
conclusion (2). His complaint is that (4)—the conclusion that the adoption 
of extraempirical criteria for evaluating theories must be socially caused— 
does not follow from them. He charges that Hesse is assuming, without 
argument, that anything that is not determined by deductive logic must 
be the product of social factors. But, he protests, why should we think that 
the decision to adopt a particular set of ampliative rules cannot be the 
result of reasoning? Only historical investigation can reveal what caused a 
particular scientist to adopt a particular set of ampliative rules. From the 
mere fact of deductive underdetermination of theories by data nothing at 
all follows about the nature of those causes: they may be sociological or 
they may not.

Although Laudan does not discuss it explicitly, he obviously thinks 
that premise (3)—the fact that different scientists in different periods have 
adopted different extraempirical criteria for choosing among theories—is 
irrelevant to Hesse's conclusion. The different values adopted, or the dif­
ferent weights attached to values such as simplicity, explanatory scope, and 
fertility, imply nothing about what caused individual scientists to adopt 
them Indeed, in every case the adoption may have been the result of 
deductive reasoning, the difference in outcome being due solely to the 
different premises from which the scientists started. Another, more likely, 
possibility' is that different scientists not only used different starting as­
sumptions but also used both deductive and nondeductive reasoning to 
reach their conclusions about how rival scientific theories should be as­
sessed.



Having dismissed Hesse’s argument as a non sequitur, Laudan turns 
his attention to Bloor. The argument of Bloor’s that Laudan criticizes is 
taken from a special issue of the journal Studies in History and Philosophy 
of Science 4: The lead article m that issue, a piece by Bloor, was followed 
by responses by a number of critics to whom Bloor, in turn, replied One 
of those critics was Gerd Buclulahl (an editor of the journal), and Bloor's 
argument comes from his reply to Buchdahl’s criticisms.'” Buchdahl was 
especially critical of the following passage from Bloor's paper:

What is it that can then account for the known stability of our explicit the­
oretical knowledge? For the sociologist the answer is simple.

Such stability as there is m a system of knowledge comes entirely from the 
collectne decisions of its creators and users. That is to say. from the require­
ment that certain laws and classifications be kept intact, and all adjustments 
and alterations carried out elsewhere We need not assume that a pro­
tected law or classification is singled out because of any intrinsic properties 
like truth, self-evidence or plausibility. Of course, such properties will be 
imputed to them, but this will be a justification for the special treatment 
rather than the cause of it.44

Buchdahl took exception to Bloor’s pronouncement that the “stabil­
ity” of some laws in the sciences (that is, the fact these laws have been 
accepted by scientists over a long period of time) comes entirely from the 
decision of scientists (the law’s “creators and users”) to protect the law 
from refutation. To Buchdahl it seemed obvious that the truth of a law 
and the evidence for it can also have much to do with the law’s stability. 
If the law were true, then the evidence would run in its favor; scientists 
would accept the law on the basis of that evidence; and thus the fact that 
the law is true would, contrary' to Bloor, play a role in explaining why 
scientists have retained it. In his reply to Buchdahl on this point, Bloor 
writes:

If my use of the word “completely” gave the impression that sensory input 
had nothing whatever to do with the resulting system of knowledge, then it 
was indeed the wrong word The fact is, however, that with no change what­
soever in their evidential basis, systems of belief can be and have been desta­
bilized. Conversely they can be and have been held stable in the face of 
rapidly changing and highly problematic inputs from experience. So the sta­
bility of a system of a belief is the prerogative of its users.45

It is this argument of Bloor's that Laudan criticizes in his paper. Lau­
dan charges that Bloor’s argument, like Hesse’s argument discussed earlier, 
is a glaring non sequitur: its conclusion does not follow from its premises. 
Laudan accepts that the two premises are true: scientists have sometimes
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changed their theoretical beliefs without that change being prompted by 
new evidence; scientists have also sometimes retained their theoretical 
beliefs despite new evidence that seemed to refute them. But from this it 
scarcely follows that "the stability of a belief is the prerogative of its users." 
The fact that m some cases evidence has not been decisive in causing 
scientists to change or retain their beliefs does not imply that no evidence 
can ever play such a role.

In judging Bloor’s argument invalid, Laudan interprets Bloor's con­
clusion as asserting, in effect, that scientists can rationally hold onto any 
belief, regardless of the evidence against it But in the final paragraph of 
Ins section 0 1 1  Bloor, Laudan interprets Bloor’s conclusion as saying, in­
stead, that no evidence can ever compel a rational scientist to change his 
beliefs 11ie.se two interpretations of Bloor’s conclusion are not quite the 
same. For example, it might still be irrational for a scientist to retain a 
particular belief in the face of refuting evidence, even though that evi­
dence does not compel rejection of the belief, either logically or causally. 
(Logical “compulsion” would presumably arise only if the evidence en­
tailed that the belief is false, and, as Laudan keeps reminding us, there is 
more to rationality than deductive logic.) But the important point is Lau- 
dan’s insistence that the belief change be a rational one. For, as be argued 
1 1 1 evaluating Quine’s version of the underdetermination thesis, without 
the restriction to the rational retention of belief, the contention that any 
belief can be retained “come what may” is trivial. Thus, Laudan concludes 
that Bloor’s argument from underdetermination does nothing to make 
plausible the strong programme’s claim that scientific beliefs are always 
caused by social forces and interests.

3.5 | Summary

When Pierre Duhem published his views on holism and the ambiguity of 
falsification at the turn of the century', he could not have guessed how 
they would be used and misused by later philosophers of science Unlike 
the more recent doctrines that have flown under the banner of the 
Duhem-Quine thesis, Duhem’s own version of holism is moderate, qual­
ified, and plausible. Duhem argues that individual physical theories and 
postulates cannot be tested in isolation. Testable predictions (in the form 
of observation statements) can be made only when a single theory or pos­
tulate is combined with other theories, hypotheses, and assumptions. Ob­
servation or experiment may reveal that a prediction is false, but deductive 
logic (in the form of m odus tollens) cannot tell us which theory, hypoth­
esis, or assumption is at fault. All we can deduce is that at least one of 
these is false To that extent, falsification is ambiguous.

Duhem was especially concerned to deny that there can be crucial
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experiments in physics. Since a crucial experiment would not only falsify 
one theory but also establish its rival theory as true or highly probable, 
then clearly no experiment can be crucial if falsification is ambiguous. 
Moreover, even if an experiment could refute a particular theory, the rival 
theory need not be true or probable. In this respect the logic of testing in 
physics differs from the reductio ad absurdum reasoning used in logic and 
mathematics.

Duheni was equally critical of inductivism, arguing that no theory 
could he "deduced from the phenomena.” Newton and Ampère had both 
claimed that each individual postulate of their theories could be inferred 
directly from observational facts or from experimental laws that, in turn, 
had been derived from such facts. Holism implies that this is impossible, 
since no single postulate by itself has any observational consequences. 
Duhem also pointed out that if Newton’s gravitational theory is true, then 
the laws from which its postulates are allegedly deduced (Kepler’s laws of 
planetary motion) must be false Hence, again, inductivism fails.

Duhem was well aware that, because of the ambiguity of falsification, 
protecting a theory from refutation by making changes to the auxiliary 
hypotheses and assumptions used in testing that theory was possible, at 
least in principle. But he did not conclude from this that no theory can 
ever he falsified or that any scientific principle, however well entrenched, 
is immune to refutation. For example, Duhem criticized Poincaré’s con­
ventionalism, which held that many high-level principles in physics are 
not empirical hypotheses but definitions. Duhem agreed with Poincaré 
that individual principles (such as Newton’s first law of motion) could not 
be tested in isolation But he denied that it follows that these principles 
are nonempirical definitions. For, as with any other postulate in science, 
these principles can be tested indirectly, once they are combined with 
auxiliary hypotheses and assumptions. Thus, Duhem used his holist thesis 
to argue for the contention that all physical theories and postulates are 
testable and, in principle, falsifiable.

Duhem’s account of how falsification can occur is rather sketchy and 
relies on what he calls scientific “good sense.” Suppose there are two rival 
theories. One theory is fruitful in suggesting new experiments and its pre­
dictions prove successful. The other is less successful; with growing fre­
quency, it and its associated auxiliaries have to be repaired and modified 
in ways that are often arbitrary, in order to protect the theory from refu­
tation Under these circumstances “good sense” tells the scientist that it is 
time to give up the ailing theory in favor of its more successful rival. Logic 
does not force the decision, but as time passes not adopting the more 
successful theory becomes increasingly unreasonable and irrational.

Quine was ignorant of Duhem’s work when he wrote “Two Dogmas 
of Empiricism.” Nonetheless, he used premises about holism and the am­
biguity of falsification resembling Duhem’s to reach controversial conclu­
sions about meaning, analyticity, and a priori knowledge In this paper,
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lie attacked two empiricist dogmas held by the logical positivists of the 
Vienna Circle—reductionism and analyticity. Reductionism, in its purest 
form, is the thesis that each meaningful synthetic statement is logically 
equivalent to (can be reduced to) the set of experiential statements (ob­
servation statements) that it implies. The experiential statements can be 
verified directly. A synthetic statement is conclusively verified when all of 
its experiential consequences are verified. According to the verifiability 
principle of meaning embraced by the logical positivists, the meaning of 
3 synthetic statement is identified with the set of its verifiable conse­
quences. So, for example, if two statements have exactly the same conse­
quences, then they are synonymous. Synthetic statements that have no 
empirical consequences are judged to be meaningless (or, at least, to lack 
any cognitive meaning). Analyticity is the doctrine that certain statements 
having no empirical consequences (such as those of logic and mathemat­
ics) are true solely in virtue of the meanings of the words and terms used 
to express them. The logical positivists argued that it is because the prop­
ositions of logic and mathematics are analytic that we have certain a priori 
knowledge of their truth.

Quine rejects reductionism on the grounds that no single statement 
by itself logically implies anything about experience or observation. State­
ments have observationally verifiable consequences only when combined 
with other statements. With regard to science, Quine proclaims that the 
whole of science is needed to derive testable consequences. (In Quine’s 
terminology, the smallest unit of empirical significance is science as a 
whole.) Thus, in “Two Dogmas,” Quine espouses a global version of ho­
lism. He criticizes the doctrine of analyticity on the grounds that no sat­
isfactory account has been given of the notion that a statement is true 
solely in virtue of its meaning. In particular, he rejects both Frege’s char­
acterization of analytic statements as those that reduce to tautologies by 
synonym substitution and Carnap’s appeal to semantical rules in artificial 
languages. In light of these failures to explain analyticity, Quine suggests 
that there is no such thing. No statements are analytic, and none are a 
priori. In principle, any statement, even one from logic or mathematics, 
could be revised or abandoned in light of experience. Conversely, Quine 
also insists that any statement can be retained as true, regardless of expe­
rience, if we make drastic enough changes to the rest of our system of 
belief. Thus, he concludes by espousing a thesis of radical underdeter­
mination: observation and evidence do not determine (or even constrain) 
which individual theories we decide to accept and which we choose to 
reject.

Gillies explores the similarities and differences between Duhem and 
Quine, criticizing aspects of each before offering a version of the Duhem- 
Qmne thesis that he judges to be plausible. He rejects the global character 
of Quine’s holism, faults Quine for paying little attention to rational con­
straints on theory choice besides deductive logic, and thinks that Quine
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is wrong in claiming that no single scientific statement can be tested with­
out the aid of auxiliary hypotheses and assumptions. He criticizes Duhem 
for not extending his hohst thesis to sciences other than physics. In par­
ticular, Gillies sides with Quine by arguing (against Duhem) that math­
ematical theories and even logical principles (such as the law of excluded 
middle) could be given up as false in response to observation and ex­
periment

In “Demystifying Underdetermination” Laudan attacks a variety of 
arguments that have been used by philosophers and sociologists of science 
who are skeptical about the rationality and objectivity of science. Typically, 
these arguments appeal to some version of the underdetermination thesis 
in an attempt to show' that there must be an important sociological, non- 
rational dimension to the decisions that scientists make about theories. In 
assessing these arguments, Laudan emphasizes the importance of distin­
guishing between deductive (Humean) and ampliative versions of the un­
derdetermination thesis. According to the deductive underdetermination 
thesis, indefinitely many theories are logically consistent with any given 
body of evidence and (in conjunction with other statements) deductively 
entail that evidence. Ampliative underdetermination comes in many va­
rieties. The most far-reaching is what Laudan calls the egalitarian thesis, 
namely, that every theory is as well supported by the evidence as any of 
its rivals. The thesis is ampliative because it talks about support, which 
includes such things as inductive confirmation, explanatory power, and 
simplicity. These go beyond the relations of logical consistency and de­
ductive entailment to which the deductive thesis of underdetermination 
confines itself.

Laudan insists that, if it is not to be utterly trivial, Quine’s assertion 
that any theory can be held as true regardless of the evidence must be 
understood normatively—as claiming that any theory can be held ration­
ally whatever the evidence. He argues that deductive underdetermination 
is insufficient to support Quine’s assertion and that Quine’s assertion (with 
the crucial stipulation about rationality) presupposes the truth of the egal­
itarian thesis. For if the egalitarian thesis were false, then there would be 
times when the evidence would support one theory’ much better than its 
rivals, and, under those circumstances, it would be irrational to retain the 
inferior theory. Moreover, he contends that the further arguments Quine 
gives in ‘‘Two Dogmas” do nothing to show that anv theory' whatever can 
be rationally retained in the face of recalcitrant evidence. Laudan con­
cludes that neither in “Two Dogmas” nor in his other writings has Quine 
made the egalitarian thesis plausible

In the remainder of his article, Laudan looks at the work of Goodman, 
Kuhn, Hesse, and Bloor to see w hether any of them has made a plausible 
case for ampliative underdetermination (in the form of the egalitarian 
thesis) Without venturing a solution to Goodman’s new riddle of in-
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duction, Laudan observes that even if it were true that some gruelike 
hypotheses are as well supported by our evidence as some nongruelike 
hypotheses, this hardly shows that any theory whatever enjoys the same 
support from that evidence. Kuhn defends a local version of the under- 
determination thesis by restricting its scope to the known rivals of a given 
theory and arguing that shared methodological rules (involving values such 
as accuracy, scope, and simplicity) are too vague to pick out one theory 
as the best Laudan counters by describing other rules, also widely shared 
by scientists, that are much less vague and which could, at least in prin­
ciple, be used to resolve a contest between competing theories. Laudan 
illustrates his point with a historical example, showing how the Newtoni­
ans and the Cartesians settled their dispute about the shape of the earth 
by applying a simple methodological rule to the evidence they had gath­
ered. Finally, Laudan examines the arguments of Hesse and Bloor in favor 
of the strong programme in the sociology of science. Laudan agrees with 
Hesse that deductive underdetermination implies that scientists must rely 
on extraempirical criteria in deciding among theories, but he rejects as 
gratuitous her implicit assumption that the adoption of such criteria must 
be caused by social factors. Similarly, Laudan finds no merit in Bloor’s 
argument which, from premises about historical cases in which evidence 
has not determined the theoretical choices made by scientists, concludes 
that scientists can retain any theory or law regardless of any evidence. As 
in his criticism of Quine, so, too, in his response to Bloor, Laudan em­
phasizes the need to stipulate that it must be rational to retain the theory' 
in the face of recalcitrant evidence if underdetermination is to be anything 
more than a boring triviality. Laudan concludes that none of the argu­
ments he has examined do anything to make plausible an interesting ver­
sion of the underdetermination thesis.

■ | Notes

I In its most extreme form, inductivism claims that theories can be deduced (in 
some sense of deduce) from the observational phenomena. Duhem attacks this 
claim later in his article.
2. For a discussion of whether Duhem was correct in limiting his liolist thesis to 
physics and excluding disciplines such as physiology' and chemistry, see the later 
section, "Gillies' Criticisms of Duhem” (below).
3. Gillies, for example, thinks that it is false as a general claim about all theoretical 
hypotheses in science. See the section “Gillies' Version of the Duhem-Quine 
Thesis" (below) for an evaluation of this claim.
4 At the time of Foucault’s experiment, the particle theory' had already been 
largely abandoned in favor of the wave theory' of Young and Fresnel. Whether
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Foucault performed a crucial experiment is an epistemological judgment about 
the evidential significance of Ins work. It does not imply that Foucault’s work was 
historically crucial in changing people s minds about the status of the rival theories 
(although it did have this effect on one important scientist, namely, Biot).
5. Duhem focuses exclusively on the conception of a crucial experiment as one 
having 'the power to transform a physical hypothesis into an indisputable truth” 
(266), effectively ignoring the weaker alternative that a crucial experiment might 
merely establish a hypothesis as well confirmed. In our example, the rival theory 
T” predicts the experimental observation ~ O, but, presumably, Duhem would 
regard this single successful prediction as insufficient to establish T* as well- 
confirmed. Many philosophers of science would disagree with Duhem on this 
point, arguing that, in the right circumstances, a single successful prediction, es­
pecially a prediction of something considered highly improbable before the ex­
periment was performed, could significantly raise the probability of T° and thus 
make it well confirmed. See chapters 4 and 5 for a fuller discussion of this and 
related issues concerning confirmation
6. For Popper's dismissal of induction and inductive confirmation, see the papers 
by Popper and Salmon in chapter 4 and the sections "Popper’s Rejection of In­
duction" and “Salmon’s Criticism of Popper’s Anti-Inductivism" in the accompa­
nying commentary'
7. Duhem does not consider trying to offer a more refined interpretation of New­
ton’s method in terms of idealizations that give successively better approximations 
of the data Newton’s use of idealized evidence is explored in Ronald Laymon, 
"Newton’s Demonstration of Universal Gravitation and Philosophical Theories of 
Confirmation,” in T estin g  S c ie n tif ic  Theories: Minnesota Studies in the Philosophy 
o f  S c ie n c e , vol. 10, ed. J. Earman (Minneapolis. University of Minnesota Press, 
1984), 179-99.
8. In “Two Dogmas in Retrospect," Canadian ¡onmal o f Philosophy 21 (1991): 
265-74, Quine confesses that, at the time he wrote his paper, he did not know 
about Duhem It was Carl Hempel and Philipp Frank who brought Duhem to 
his attention.
9. In his later publications, Quine has draw n attention to the differences between 
his views and those of Duhem, distinguishing between Duhem’s holism and his 
own far more sweeping thesis of empirical underdetermination. See, for example, 
W. V. Quine, “On Empirically Equivalent Systems of the World,” Erkenntnis 9 
(1975): 513-28
10. This definition of analyticily is controversial. The characterization in terms of 
meanings is the one that Quine adopts, following Carnap For some alternative 
definitions, see the next section, on the status of mathematical truths.
11. Thus, the relation between the two dogmas is, strictly speaking, neither one 
of identity nor even of entailment. In saying that the two dogmas are "identical,” 
Quine is claiming merely that anyone who accepts one of the dogmas (reduction- 
ism) will have a strong psychological propensity to accept the other (analyticity) 
as well.
12. Carl G. Hempel, “On the Nature of Mathematical Truth," American Math­
ematical Monthly 52 (1945): 543-56
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15 Getting clear about the precise nature of the distinction between pure ge­
ometry and empirical geometry' is no easy matter. For a defense of the distinction, 
see Carl G Hempel, “Geometry and Empirical Science," American Mathematical 
Monthly 52 (1945): 7-17, and Ernest Nagel, The Structure of Science (London: 
Routledge & Kegan Paul, 1961), 215-76 For some of the difficulties with the 
distinction, see Alan Hausman, “Non-Euclidean Geometry and Relative Consis­
tency Proofs,” in Motion and Time, Space and Matter, ed. P. K Maclianrer and 
R G Turnbull (Columbus: Ohio State University Press, 1976), 418-55
14 Quine’s remarks about the limitations of Carnap’s characterization of analytic 
statements as those that come out true in all state-descriptions can be appreciated 
bv thinking of truth tables Consider Quine’s own example of the compound 
statement, "John is a bachelor, and John is married.’’ Obviously, this is a con- 
liinction of the two statements A = "John is a bachelor,” and B = “John is married " 
If A and B are regarded as atomic statements (and thus as ingredients in a state- 
description of a possible world), then one possible assignment of truth values to 
these atomic statements would have them both true. Thus, there would be at least 
one state-description (at least one possible world) in which “John is a bachelor, 
and John is married” is true. Similarly, there would be at least one other state- 
description (at least one other possible world) in which “John is a bachelor, and 
John is married” is false. Thus, the compound statement would be misclassified 
as synthetic The problem, as Carnap was clearly aware, is that before employing 
his definition of analyticity, we first must ensure that all the statements that we 
take as atomic are logically independent of one another In particular, we must 
rule out as candidates for atomicity any pair of sentences that contain synonyms 
or antonyms such as “bachelor” and “married man " Thus, the problem with this 
approach is the same as the problem with tire other approaches Quine criticizes, 
namely, it fails to give a satisfactory account of synonymy.
15 As many of Quine’s critics—notably H. P. Grice and P. F Strawson —have 
pointed out, it is quite common for there to be a circle of expressions such that 
if any one member of the circle is understood or explained, then any other mem­
ber of the circle can be understood or explained in terms of it. The terms morally 
wrong, blameworthy, and violation o f moral rules belong to one such family circle, 
and the terms analytic, synonymous, necessary, and semantical rule belong to 
another. In arguing, as Quine does, that we cannot make “satisfactory sense” of 
analyticity, he seems to be assuming that a satisfactory account of an expression 
must give necessary and sufficient conditions for that expression without using any 
other member of the family circle to which it belongs. As a necessary condition 
for an expression’s making sense, Quine’s assumptions appear to be unreasonable, 
for there are many expressions that cannot be formally defined except in terms of 
members from the same family group. See H. P. Grice and P. F. Strawson, “In 
Defense of a Dogma,” Philosophical Review 65 (1956) 141-58.
16 This is not the same as attributing to Quine the following, invalid, argument: 
if mathematical truths are analytic, then they are a priori, they are not analytic; 
therefore, they are not a priori Rather, Quine’s remarks about the revisability of 
mathematics and logic in the final section of his paper are intended to show that, 
contrary to popular belief, mathematics and logic are not a priori and, lienee, they 
are not analytic.
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17. Understandably, it is Quine’s claim about the possibility of retaining a sen­
tence “come what may” that has excited the interest of philosophers of science. 
But given Quine’s attack on a priori knowledge (via lus repudiation of the analytic- 
synthetic distinction), his claim about falsifying logical and mathematical princi­
ples is at least as radical and closer to Quine’s real concern in “Two Dogmas.” 
From Quine’s perspective, (i) and (ii) are opposite sides of the same coin, since 
each follows from (a) Quine’s doctrine that there is no difference m kind, either 
semantic or epistemological, between the two types of sentence traditionally clas­
sified as analytic and synthetic, respectively; (h) Quine’s global version of holism, 
and (c) Quine's assumptions about the limitations of scientific method in deciding 
matters of confirmation and disconfirmation. From a more traditional perspective, 
(i) and (ii) seem curiously at odds with one .mother, for (i) seems to assert that 
any sentence could, in principle, be “made” a priori by the decision never to give 
it up, w hile (ii) asserts that no sentence is a priori m the sense of being immune 
to revision
18 W. V. Quine, “On Empirically Equivalent Systems of the World," 315 Quine 
thinks that we often fail to recognize the unity that logic and mathematics confer 
on the sciences because, m the grip of the analytic-synthetic distinction, we place 
logic and mathematics in a different category from the rest of science.
19. W V. Quine, Philosophy o f Logic (Englewood Cliffs, N.J.: Prentice-Hall, 
1970), 84.
20. One can appreciate even more vividly the failure of distribution in quantum
logic by considering the following illustration. Let the variables X and P be the 
position and momentum of a simple system consisting of a single particle. LetX,, 
X2, . . . X, be a complete list of all the possible values of position that the particle 
can have, and let P,, P2, . . . P,„ be a complete list of all the possible values of its 
momentum. In quantum logic, the conjunction (X, v X, v v X„) & (P, v P2 
v . . v P,„) is a necessary' truth, a tautology' But the disjunction (X, & P,) v
v (X, & P() . . .  V (X„ & P,„) is a quantum logical contradiction See Peter Gibbins, 
Particles and Paradoxes- The Limits o f Quantum Logic (Cambridge; Cambridge 
University Press, 1987), 152.
21 One philosopher who has is Hilary Putnam See his “Is Logic Empiri­
cal?” Boston Studies in the Philosophy o f Science, vol. 5, ed. R. S. Cohen and 
M. W Wartofsky (Dordecht, Netherlands. D. Reidel, 1968), 216-41; revised version 
reprinted as “The Logic of Quantum Mechanics,” Mathematics, Matter, and 
Method, Philosophical Papers, vol. 1, Cambridge; Cambridge University Press, 
1975), 174-97.
22. But it is not inconsistent with the majority of “Two Dogmas,” which attacks 
the notion that some statements are analytic because they can be reduced to 
tautologies by definitional substitution One could deny that there are any state­
ments that are analytic in this sense, while still affirming that the tautologies 
themselves are analytic, a priori truths.
23. For a dissenting view, see Hilary' Putnam, “Is Logic Empirical7” and the dis­
cussion of Putnam’s article in Peter Gibbins, Particles and Paradoxes, ch. 10. For 
Putnam, all the laws of the true logic are analytic, but we discover which they are 
empirically, by doing physics. Thus Putnam denies that all analytic truths are a
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priori. He thinks that the logical connectives in quantum logic are the same as 
those in classical logic because they satisfy many of the same basic principles. 
W'hal quantum mechanics teaches us, according to Putnam, is that the classical 
distribution laws governing and, not, and or are not analytic.
2d Sec Hilar)' Putnam, "There Is At Least One A Priori Truth,” Erkenntnis 13 
(1978) 153-70, reprinted in H. Putnam, Realism and Reason (New York; Cam­
bridge University Press, 1983), 98-114 Putnam actually defends the a priori status, 
not of the classical law of noncontradiction (that no statement is both true and 
false) but of the weaker assertion that not every statement is both true and false 
(wInch, unlike the law of noncontradiction, allows for the possibility that some 
statements might have both truth values)
25 One feature of the organization of Laudan’s article might confuse the reader. 
The first two sections after the introduction are labeled “Vintage Versions of Un­
derdetermination" and “Ampliative Underdetermination," respectively But the 
“Vintage" section includes discussions of both Hume and Quine, even though 
Quine is concerned largely, but not exclusively, with ampliative underdetermi­
nation But there is a rationale for Laudan’s inclusion of Quine in the same section 
as Hume: although Quine’s versions of the underdetermination thesis are all am- 
pliative, he never seriously discusses ampliative inference but confines himself 
almost entirely to the deductive relations of entailment and consistency. Indeed, 
Laudan argues that Quine comes perilously close to affirming doctrines of am- 
pliative underdetermination solely on the basis of deductive underdetermination.
26 Although, of course, if Quine’s (0) really does entail EGAL and we can show 
that EGAL is false, then we would have refuted (0). Laudan’s aim in this paper 
is more modest, namely, to show that Quine has not given us any good reason to 
believe that (0) is true because he has failed to give us any good reason for ac­
cepting EGAL.
27 And indeed, as Laudan points out in a footnote, Quine himself conceded this 
in a letter to Adolf Griinbaum (dated 1 June 1962) published in Sandra Harding, 
ed , Can Theories Be Refuted? (Dordecht, Netherlands: D. Reidel, 1976), 132 
Quine admits that his thesis in “Two Dogmas”—the thesis Laudan has labelled 
QUD—is “probably trivial” and that his only purpose in advancing it in that paper 
was to illustrate his doctrine of semantic holism, that individual sentences do not 
have empirical content except as members of much larger groups of beliefs.
28 There are many definitions of grue in the literature spawned by Goodman’s 
book. One popular variant drops the reference to “being examined” and the as­
sumption about the persistence of the color of objects over time that are features 
of Goodman’s original definition. Thus, it is quite common to find grue defined 
in the following way: x is grue at time t if and only if either t is earlier than 
T and x is green or t is not earlier than T and x is blue. See, for example, the 
definition of grue in Stephen F. Barker and Peter Achinstein, “On the New Riddle 
of induction,” Philosophical Review 69 (1960): 511—22. For a comprehensive an­
notated bibliography of writings about grue, see Douglas Stalker, ed , Grue1 The 
New Riddle of Induction (La Salle, 111.. Open Court, 1994) As Stalker notes, the 
word gruebleen was coined by James Joyce on page 23 of Finnegan's Wake (Lon­
don: Faber and Faber, 1939), and Goodman had introduced a grue-hke predicate 
as early as 1946, but the term grue itself was first used by Goodman in Fact,
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Fiction, and Forecast (Cambridge, Mass.: Harvard University Press, 1955), 74, 
Since then, to quote Stalker, “the new riddle of induction has become a well- 
known topic in contemporary analytic philosophy—so well-known that only a 
philosophical hermit wouldn’t recognize the word gru e’ (p. 2)
29 See Nelson Goodman, Fact, Fiction, and Forecast, ch. 4. Goodman’s en­
trenchment theory' is criticized in Rod ] Bertolet, “On the Merits of Entrench­
ment,” Analysis 37 (1976): 29-31, and in Andrzej Zabludowski, “Concerning a 
Fiction about How Facts Are Forecast,” Journal o f Philosophy 71 (1974): 97-112, 
reprinted in Stalker.
30 See Stephen F Barker and Peter Achinstein, “On the New Riddle of Induc­
tion,” Philosophical Review 69 (1960): 511-22, and Goodman’s terse reply in "Pos­
itionality and Pictures” Philosophical Review 69 (1960): 523-25.
31. Popper denies that generalizations are ever confirmed by their instances be­
cause he re]ects the whole notion of confirmation and inductive inference See 
the section “Why All Theories Are Improbable” in the commentary on chapter 1, 
the papers by Popper and Salmon in chapter 4, and the sections “Popper’s Rejec­
tion of Induction” and “Salmon’s Criticism of Popper’s Anti-inductivism” in the 
commentary on chapter 4. Other authors accept the notion of inductive confir­
mation but argue that generalizations are not always confirmed by their instances. 
See, for example, L Jonathan Cohen, The Implications o f  Induction (London: 
Methuen, 1970), and Roger D. Rosenkrantz, “Does the Philosophy of Induction 
Rest on a Mistake?” Journal o f Philosophy 79 (1982): 78-97.
32. See, for example, Paul Horwich, Probability and Evidence (Cambridge: Cam­
bridge University Press, 1982), and Colin Howson and Peter Urbach, Scientific 
Reasoning: The Bayesian Approach, 2d ed (La Salle, 111 : Open Court, 1993).
33. Under the rubric of consistency, Kuhn includes both what Laudan calls in­
ternal consistency (freedom from logical contradiction) and what Kuhn calls 
external consistency (compatibility with other currently accepted theories). 
So another way of making Laudan’s point is to say that one important compo­
nent of what Kuhn calls consistency (namely, internal consistency) is not at all 
vague.
34. Further confirmation came with the invention of an accurate pendulum clock 
that was robust enough to be taken to sea. After the necessary corrections for 
variations in temperature, it was discovered that the clocks run slow when they 
are carried to the equator. This is exactly what Newton’s theory predicts: because 
of the equatorial bulge, the acceleration due to gravity, g, is slightly less at the 
equator than it is further north or south. The periodic time of a simple pendulum 
of length L is given by T = 2irVL/g. As g decreases, T increases, and the clock 
runs slow
35. David Bloor, Knowledge and Social imagery, 2d ed. (Chicago, 111.: University 
of Chicago, 1991) In the second edition of his book, Bloor weakened some of 
the claims attributed to the strong programme in the first edition. For a discussion 
of these changes and their significance, see Peter Slezak, “The Social Construction 
of Social Constructionism,” Inquiry 37 (1994): 139-57 (The phrases social con­
structionism, sociology o f scientific knowledge, and social construction o f knowledge 
are often used to refer to the general movement to which the strong programme
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belongs.) For appraisals of the strong programme from standpoints different from 
those of Laudan and Slezak, see Thomas McCarthy, “Scientific Rationality and 
the ‘Strong Program’ in the Sociology of Knowledge,” in Construction and Con­
straint, ed E McMullin (Notre Dame, Ind.: University of Notre Dame Press, 
1988), 73-96, and Arthur Fine, "Science Made Up: Constructivist Sociology of 
Scientific Knowledge,” in The Disunity o f  Science, ed. P. Galison and D ). Stump 
(Stanford, Calif.: Stanford University Press, 1996), 231-54.
36. Hesse’s conclusion about the strong thesis (as she calls it) is guarded. Accord­
ing to Hesse, the strong thesis does not imply that there is no difference between 
rational rules and mere social conventions, nor does it entail that there are laws 
of scientific and social development. “All that is implied is the possibility of finding 
some correlations, amounting to historical explanations in particular cases, be­
tween types of scientific theory and particular social provenance. It may be felt 
that the ‘strong’ thesis has now become so weak as to be indistinguishable from 
something any rationalist or realist could accept in regard to the development of 
science.” Mary B. Hesse, “The Strong Thesis of Sociology of Science,” in Revo­
lutions and Reconstructions in the Philosophy o f Science, Bloomington: Indiana 
University' Press, 1980), 56-57
37 For Laudan’s attack on the strong programme, see Larry Laudan, “The 
Pseudo-Science of Science?” Philosophy o f the Social Sciences 11 (1981): 173-98; 
David Bloor responded to Laudan in “The Strengths of the Strong Programme,” 
Philosophy o f  the Social Sciences 11 (1981): 199-213, finally, Larry Laudan pub­
lished “More on Bloor,” Philosophy o f the Social Sciences 12 (1982): 71-74.
38 This list of characteristics is given in David Bloor, Knowledge and Social Im­
agery, p. 7. All the quotations attributed to Bloor are from this page of his book.
39 Among the latter, Bloor is a champion of what he calls negotiation. Negotia­
tion, as Bloor describes it, is the informal, interpretative process by which logic 
and formal principles are applied to particular cases. Bloor thinks that the pres­
entation of our reasoning in the form of deductive arguments is often an after-the- 
fact attempt to justify conclusions already reached on other grounds Negotiation 
can also lead us to reject formal principles or even propositions in logic and 
mathematics that we formerly believed to be self-evident (such as the principle 
that the whole is always greater than the part, the denial of which can now serve 
as a definition of an infinite set). As far as Bloor is concerned, in logic and math­
ematics “there are no foundations other than social ones’’ (153). Here, as elsewhere 
in Bloor’s manifesto for the strong programme, what professes to be simply the 
result of applying “the scientific method” to science itself actually rests on contro­
versial claims about human psychology and a philosophical theory about a priori 
knowledge For Bloor’s account of negotiation, see David Bloor, Knowledge and 
Social Imagery, 131-56.
40 See R. G Collingwood, The Idea o f History (Oxford: Clarendon Press, 1946), 
and Imre Lakatos, “History of Science and Its Rational Reconstructions,” in 
Method and Appraisal in the Physical Sciences, ed. C. Howson (Cambridge: Cam­
bridge University Press, 1976), 1-39.
41. For these and other criticisms of the symmetry condition, see Larry Laudan,
‘The Pseudo-Science of Science?”
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42. David Bloor, “Durkheim and Mauss Revisited. Classification and the So­
ciology of Knowledge,'’ Studies in History and Philosophy o f Science 13 (1982):
267-97,
43. Gerd Buchdahl, "Editorial Response to David Bloor,” Studies in History and 
Philosophy o f Science 13 (1982)- 299-304, and David Bloor, “A Reply to Gerd 
Buchdahl,” Studies in History and Philosophy o f Science 13 (1982) 305-11.
44 David Bloor, "Durkheim and Mauss Revisited,” 279-80.
45. David Bloor, “A Reply to Gerd Buchdahl,” 306.
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Induction, 
Prediction, 
and Evidence

In t r o d u c t i o n
Scientific laws and theories are universal generalizations that far outstrip 
the finite number of observations and experiments on which they are 
based. So it has seemed inevitable to philosophers of science from Aristotle 
to Carnap that some form of nondeductive inference must connect the­
ories and laws with our evidence for them in some rational, justified way. 
Nearly always, induction and inductive inference are picked for this role. 
Scientific theories are confirmed, inductively, by evidence, and this in­
ductive connection with evidence is, for the most part, what makes sci­
entific theories reliable and our belief in them justified. Without inductive 
confirmation, science would be no better epistemically than blind guess­
work, soothsaying, or wishful thinking.

Traditionally, the two main roles claimed for induction have been 
creative inference, which leads from evidence to the formulation of new 
theories (a logic of discovery) and confirmation, which connects evidence 
to theories after they have been formulated (a logic of justification).1 These 
two roles have sometimes been connected by arguing that a theory gen­
erated in the right way—by inductive generalization from data—will au­
tomatically be justified without needing any new evidence to support it. 
This view has fallen into disfavor,2 mainly because many theories in mod­
ern science appeal to entities and processes that are not, in any straight­
forward sense, observable.3 Theories postulate genes, quarks, and electrons, 
for example, but it would be impossible to infer these theories inductively 
from observation reports in which such terms are entirely absent. More­
over, the mathematical complexity of modern scientific theories makes it 
hard to imagine how they could possibly be generated by inferences as 
simple as inductive generalization. So induction as a logic of discovery
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(and a fortiori as a discovery mechanism that brings justification with it) 
has been largely abandoned.

Most modern philosophers of science view induction exclusively as a 
logic of justification, to be applied to theories only after they have been 
generated. The most popular position is called the hypothetico-deductm  
model. On this model, a theory’s origin—the way it was generated—is 
entirely irrelevant to its epistemic justification. All that matters is how the 
theory stands with respect to the things it explains and predicts. Many 
hypothetico-deductivists place a special emphasis on prediction, arguing 
that a theory is most powerfully confirmed when it successfully forecasts 
the outcome of new experiments and observations. Some of these philos­
ophers go further, denying that the explanation of results already known 
has any power to confirm a theory. These philosophers, called prediction- 
ists, argue that only novel predictions count, inductively, as evidence. This 
debate within the ranks of the hypothetico-deductivists, between predic- 
tionism and more accommodating views of what can count as evidence, 
is one of several issues explored in this chapter.

Despite its apparent ubiquity in science, inductive reasoning is phil­
osophically controversial. In “Induction,” Peter Lipton explains why. He 
distinguishes between the problem of describing the general principles we 
follow when we reason inductively and the problem of showing that those 
inferences are justified. The second problem, often simply referred to as 
the problem of induction, originates with the skeptical argument of David 
Hume (1711-76), who notoriously concluded that it is impossible to show 
that induction is either reliable or reasonable. Karl Popper thinks that 
Hume was right about this: there is no justification of induction. In “The 
Problem of Induction,” Popper rejects all inductive reasoning and, with 
it, the whole notion of inductive confirmation. In its place he offers a 
theory of scientific method—falsificationism—that relies solely on deduc­
tion. Wesley Salmon disputes the adequacy of Popper’s falsificationism as 
an account of science. In “Rational Prediction” Salmon argues that, by 
dispensing with induction and inductive confirmation, Popper cannot jus­
tify our preference for using our best-tested theories when we need to make 
practical decisions about the future.

With Carl Hempel’s “Criteria of Confirmation and Acceptability,” the 
focus shifts away from the problem of justifying induction and towards 
articulating and assessing the various criteria that scientists use in weighing 
the merits of theories. These criteria include the quantify, diversity, and 
precision of evidence, as well as a theory’s simplicity, its support from other 
(well-established) theories, and its ability to make novel predictions. Hem- 
pel pays particular attention to whether the value we place on simplicity 
is merely a subjective or pragmatic preference or whether it can be ob­
jectively justified in terms of inductive probability' or greater falsifiability.

The last two readings examine in detail arguments for and against the 
importance of novel predictions in determining confirmation. In “Is Evi-
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deuce Historical?” Laura Snyder attacks the historical thesis according to 
which the power of a result to confirm a theory depends on when it was 
discovered. Predictionists insist that a result can confirm a theory only if 
it is discovered after the theory has been proposed. Explanationists assert 
exactly the opposite, arguing that only the explanation of previously known 
facts has the power to confirm a theory. Snyder thinks that both predic­
tionists and explanationists are wrong and tries to show this by attacking 
the historical thesis to which both are committed. Her argument depends 
on accepting an objective characterization of evidence in science. Peter 
Achinstein agrees with Snyder that the historical thesis is false and in 
“Explanation v. Prediction: Which Carries More Weight?” concurs with 
Snyder that the distinction between explanation and prediction is not, by 
itself, relevant to confirmation. Nonetheless, he argues, historical infor­
mation does sometimes determine whether a result is evidence for a theory 
and how strongly it confirms the theory. If, for example, an experiment is 
performed, then regardless of whether the outcome verifies a novel pre­
diction or describes something previously known, how the experiment was 
conducted can affect confirmation.

■ | Notes

1. Sec the section “Why There Is No Logic of Discovery” in the commentary 
following the readings in this chapter.
2. For two contrasting accounts of where the failure of inductivism as an account 
of theory generation leaves the whole question of the relevance of generation to 
justification, see Thomas Nickles, “Justification and Experiment,” in The Uses o f  
Experiment, ed. David Gooding, Trevor Pinch, and Simon Schaffer (Cambridge: 
Cambridge University Press, 1989), 299-333, and Larry Laudan, “Why Was the 
Logic of Discovery Abandoned?1” in Scientific Discover)’, Logic, and Rationality, 
ed. Thomas Nickles (Dordrecht, Netherlands: D. Reidel, 1980), 173-83.
3. The concept of observability is explored at length in chapter 9. See especially 
the first three papers in that chapter by Maxwell, Van Fraassen, and Musgrave and 
the discussion of them in the accompanying commentary.
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Induction

■  | U n d e r d e t c n n i n a t i o n

I n d u c t i v e  i n t c r c n c e  is j  m a t te r  of w e i g h i n g  e v id e n c e  and  judg ing  likeli­
h o o d ,  not of  proof How do  w e  go  a b o u t  m a k i n g  the se  non-demonstrative 
j u d g m e n t s ,  a n d  h hv sh o u ld  we b e l i e v e  th ey  a re  r e l i a b l e ?  Both the question 
o f  d e s c r ip t i o n  a n d  the q u e s t io n  of ju s t i f ic a t ion  a r i se  from undcrdelemii- 
n a t i o n .  T o  sav that an  o u t c o m e  is u n d e r d e t e r r n in e d  is to say that some 
in f o r m a t io n  a b o u t  in i t ia l  co n d i t io n s  a n d  ru le s  or p r in c ip l e s  does not guar­
a n t e e  a u n i q u e  so lu t ion  T h e  in fo rm a t io n  tha t  T o m  spent five dollars on 
a p p l e s  a n d  o ra n g e s  a n d  that a p p le s  a r c  fifty cen ts  a p o u n d  and oranges a 
d o l l a r  a p o u n d  u n d e r d e t c r m in c s  how  m u c h  fruit  T o m  bought ,  given only 
th e  r u l e s  o f  d e d u c t io n .  S im i l a r l y ,  those  ru le s  a n d  a f in i te  n u m b e r  of points 
o n  a  c u r s e  u n d e r d c t c r m in e  th e  cu rv e ,  s in c e  th e re  a re  m a n y  curves that 
w o u l d  pass th ro u g h  those  points .

U n d e r d e t e r m in a t i o n  m a y  a lso  a r i se  in o u r  desc r ip t ion  of the way a 
p e r s o n  l e a r n s  or  m a k e s  in f e r e n c e s  A d e sc r ip t io n  o f  the  ev idence ,  along 
w i th  a c e r t a in  set o f  ru les ,  not n e c e s s a r i l y  just those  of deduct ion ,  may 
u n d c r d e t e r m i n c  w h a t  is l e a r n e d  or in fer red .  Insofar as wc  have described 
a l l  t h e  e v i d c t i c e  a n d  th e  person  is not b e h a v in g  e r r a t i c a l l y ,  this shows that 
t h e r e  a re  h i d d e n  ru les .  W e  c a n  th en  s tu d y  the  pat terns  of learning or 
i n f e r e n c e  to try’ to d i scove r  th e m .  N o a m  C h o m s k y ' s  a rg u m e n t  from 'the 
p ove r ty  o f  th e  s t im u lu s '  is a  good e x a m p le  o f  h ow  underde te rm ina t ion  can 
b e  u s e d  to d i s c lo se  th e  ex i s t en ce  of a d d i t io n a l  ru le s  (1 9 6 5 ,  ch. I, sec. 6. 
esp .  pp .  5 8 —9).  C h i l d r e n  le a rn  the  l a n g u a g e  o f  th e i r  e lders ,  an  ability that 
e n a b l e s  t h e m  to u n d e r s t a n d  an  in d e f in i t e  n u m b e r  o f  sentences  on first 
a c q u a i n t a n c e .  T h e  ta lk  y o u n g  c h i l d r e n  h ea r ,  h o w eve r ,  a lo n g  with rules of 
d e d u c t i o n  a n d  a n y  p l a u s ib l e  g e n e r a l  ru le s  o f  in d u c t io n ,  grossly underdc-

F h o m  P ete r L ip to n . In/rrvnor to  thm B « (  E x p la n a t io n  (N e w  York- Roiiticdgr. 
1991). 6 - 2 2 .
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I I i in ic  a l so  b e g in s  w i th  n n d c r d c t c r m i l iu t io n ,  in t ins  c a se  that our ob­
s e rv a t io n s  d o  not en t a i l  our  p re d ic t io n s  ( 1 7 7 7 ,  see .  IV) .  l i e  th en  suggests 
that  the  g o v e r n in g  p r in c ip l e  of a l l  o u r  in d u c t iv e  i n f e r e n c e s  is that nature 
is u n i fo r m ,  that  th e  u n o b se rv ed  (bu t  o b s e rv a b le )  w o r ld  is m u c h  like wlial 
w e  h av e  ob se rved  T h e  q u e s t io n  of ju s t i f ic a t io n  is th e n  the quest ion of 
s h o w i n g  tha t  n a tu r e  is i n d e e d  u n i fo rm  T h i s  c a n n o t  he d e d u c e d  from wlial 
w e  h a v e  o b se rv ed ,  s in c e  the  c l a i m  of u n i fo r m i t y  i tsc l l  in co rp o ra te s  a mas­
s ive  p r e d ic t io n  l in t  th e  o n l y  o th e r  w a y  to a r g u e  for u n i fo rm i t y  is to use 
a n  i n d u c t i v e  a r g u m e n t ,  w h i c h  w o u ld  re lv on  the  p r i n c ip l e  of uniformity, 
l e a v in g  th e  q u e s t io n  b e g g e d  A c c o r d in g  to H u m e ,  w e  a re  ad d ic t e d  to the 
p r a c t i c e  o f  i n d u c t io n ,  hut  it is a p i a c t i c e  th.it c a n n o t  he just if ied .

T o  i l lu s t ra te  the p ro b le m ,  su p p o se  o u r  f u n d a m e n t a l  p r in c ip le  of in­
d u c t i v e  i n f e r e n c e  is ‘ M o r e  of the  S a m e ’ W e  b e l i e v e  that  s t rong  inductive 
a r g u m e n t s  a r e  those  w h o se  c o n c lu s io n s  p re d ic t  the  c o n t in u a t i o n  of a pat­
te rn  d e s c r ib e d  in th e  p rem ises .  A p p ly in g  this  p r in c ip l e  of conservative 
i n d u c t i o n ,  w e  w o u ld  in fer  that the  su n  w i l l  rise tomorrow,',  s ince  it has 
a lw a y s  r i s en  in the  past ; a n d  w e  w o u ld  j u d g e  w o r th le s s  the  a rg u m en t  that 
th e  st i l l  w i l l  not r ise tom o rro w  s in c e  it h a s  a lw a y s  r i s en  in the  past It is. 
h o w e v e r ,  e a s y  to c o m e  u p  w i th  a fa c t i t io u s  p r in c ip l e  to underwr i te  the 
la t te r  a r g u m e n t .  A c c o r d in g  to the p r in c ip l e  of r e v o lu t io n a r y  i n d u c t io n . ’It's 
T i m e  for a C h a n g e ’ , a n d  th is  s a n c t io n s  the  d a rk  i n f e r e n c e ,  i l û m e  s ar­
g u m e n t  is that  w'e h ave  no  w a y  to sh o w  that co n se rv a t iv e  induc t ion ,  the 
p r i n c i p l e  h e  c l a i m s  w e  a c t u a l l y  u se  for o u r  i n f e r e n c e s ,  w i l l  do  any  belter 
t h a n  in t u i t i v e l y  w i ld  p r in c ip l e s  l ik e  the  p r i n c ip l e  o f  r ev o lu t ion a ry  induc­
t io n .  O f  c o u r s e  c o n se rv a t iv e  i n d u c t io n  h as  h a d  the  m o r e  impress ive  track 
r e co rd .  M os t  of  the  i n f e r e n c e s  from t rue  p r e m i s e s  that  it has sanctioned 
h a v e  a l so  h a d  t ru e  c o n c lu s io n s .  R e v o lu t io n a r y  i n d u c t io n ,  by contrast, has 
b e e n  c o n s p i c u o u s  in f a i lu r e ,  or w o u ld  h ave  b e e n ,  h a d  a n y o n e  rel ied on 
it. T h e  q u e s t io n  o f  ju s t i f i c a t io n ,  h o w ev e r ,  d o es  not a sk  w h i c h  method of 
i n f e r e n c e  h as  b e e n  s u c c e s s f u l ,  it a sks  w h i c h  o n e  w'ill  he successfu l .

S t i l l ,  th e  t rack  r e co rd  o f  c o n se rv a t iv e  i n d u c t io n  a p p e a r s  to he a reason 
to trust it. T h a t  r e co rd  is im p e r f e c t  (vve a r e  not a s p i r i n g  to d ed u c t io n ) ,  but 
v e ry  im p r e s s i v e ,  p a r t i c u l a r l y  as c o m p a r e d  w i th  r e v o lu t io n a r y  induc t ion  and 
its i lk . In shor t ,  i n d u c t io n  w i l l  work  b e c a u s e  it h a s  w o rk ed .  T h i s  seems the 
o n l y  j u s t i f i c a t io n  o u r  in d u c t iv e  w ays  c o u l d  ev e r  h av e  or r e q u i r e .  Humes 
d i s t u r b in g  o b se rv a t io n  w as  that  t ins ju s t i f i c a t io n  a p p e a r s  c i r c u l a r ,  no better 
t h a n  t r y in g  to c o n v i n c e  s o m e o n e  that  yo n  a rc  h o n e s t  hy  s a y in g  that you 
a r e .  M u c h  as D e s c a r t e s  a r g u e d  tha t  w e  s h o u ld  not he m o v e d  if the senses 
g iv e  t e s t im o n y  o n  th e i r  o w n  b e h a l f ,  so IT um e  a r g u e d  tha t  w e  c an n o t  appeal 
to th e  h is to ry  o f  i n d u c t i o n  to ce r t i f y  i n d u c t io n .  'T he  t ro u b le  is that the 
a r g u m e n t  th a t  c o n s e rv a t iv e  i n d u c t io n s  w i l l  w o rk  b e c a u s e  th e y  have  worked 
is i t s e l f  a n  i n d u c t io n .  T h e  past  s u c c e s s  is not  s u p p o s e d  to prove future 
s u c c e s s ,  o n l y  m a k e  it v e ry  l ik e l y .  Bu t  th e n  w e  m u s t  d e c i d e  w h ic h  standards 
to u s e  to e v a l u a t e  th i s  a r g u m e n t .  It h a s  the  fo rm  'M o r e  o f  the Same*, so 
c o n s e r v a t iv e s  w i l l  g iv e  it h ig h  m a rk s ,  b u t  s i n c e  its c o n c l u s i o n  is just to





















K a r l  P o p p e r

The Problem 
o f Induction

1 | The Problem of Induction

According to a widely accepted view . . the empirical sciences can be 
characterized by the fact that they use 'inductive methods', as they are 
called. According to this view, the logic of scientific discovery would be 
identical with inductive logic, i e. with the logical analysis of these induc­
tive methods.

It is usual to call an inference ‘inductive’ if it passes from singular 
statements (sometimes also called ‘particular’ statements), such as accounts 
of the results of observations or experiments, to universal statements, such 
as hypotheses or theories.

Now it is far from obvious, from a logical point of view, that we are 
justified in inferring universal statements from singular ones, no matter 
how numerous; for any conclusion drawn in this way may always turn out 
to be false: no matter how many instances of white swans we may have 
observed, this does not justify' the conclusion that all swans are white.

The question whether inductive inferences are justified, or under 
what conditions, is known as the problem o f  induction.

The problem of induction may also be formulated as tire question of 
how to establish the truth of universal statements which are based on 
experience, such as the hypotheses and theoretical systems of the empirical 
sciences. For many people believe that the truth of these universal state­
ments is ‘known by experience'; yet it is clear that an account of an 
experience—of an observation or the result of an experiment—can in the 
first place be only a singular statement and not a universal one. Accord­
ingly, people who say of a universal statement that we know its truth from 
experience usually mean that the truth of this universal statement can

From Karl Popper, The Logic o f  Scientific Discovery (New York: Basic Boob, 
1959), 27-54.
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somehow be reduced to the truth of singular ones, and that these singular 
ones are known by experience to be true, which amounts to saying that 
the universal statement is based on inductive inference Thus to ask 
whether there are natural law's known to be true appears to be only another 
wa\ of asking whether inductive inferences are logically justified.

Yet if we want to find a way of justifying inductive inferences, we 
must first of all try to establish a p rin c ip le  o f  in du ctio n . A principle of 
induction would be a statement with the help of which we could put 
inductive inferences into a logically acceptable form. In the eyes of the 
upholders of inductive logic, a principle of induction is of supreme im­
portance for scientific method: . this principle’, says Reichenbach,“
'determines the truth of scientific theories. To eliminate it from science 
would mean nothing less than to deprive science of the power to decide 
the truth or falsity' of its theories Without it, clearly, science would no 
longer have the right to distinguish its theories from the fanciful and ar­
bitrary creations of the poet’s nund.’1

Now this principle of induction cannot be a purely logical truth like 
a tautology or an analytic statement. Indeed, if there were such a thing as 
a purely logical principle of induction, there would be no problem of 
induction; for in this case, all inductive inferences would have to be re­
garded as purely logical or tautological transformations, just like inferences 
in deductive logic. Thus the principle of induction must be a sy nthetic 
statement, that is, a statement whose negation is not self-contradictory but 
logicalh possible. So the question arises why such a principle should be 
accepted at all, and how we can justify its acceptance on rational grounds

Some who believe in inductive logic are anxious to point out, with 
Reichenbach, that ‘the principle of induction is unreservedly accepted by 
the whole of science and that no man can seriously doubt this principle 
in everyday life either’.2 Yet even supposing this were the case—for after 
all, ‘the whole of science’ might err—I should still contend that a principle 
of induction is superfluous, and that it must lead to logical inconsistencies.

That inconsistencies may easily arise in connection with the principle 
of induction should have been clear from the work of Hume; also, that 
they can be avoided, if at all, only with difficulty. For the principle of 
induction must be a universal statement in its turn Thus if we try to regard 
its truth as known from experience, then the very same problems which 
occasioned its introduction will arise all over again. To justify it, we should

’ Hans Reichenbach (1891-1953) was a leading figure (along with Carl Hempel) 
in the Berlin school of philosophy of science in the 1920s and early 1930s Al­
though closely associated with the Vienna Circle, Reichenbach rejected the ver­
ifiability principle of meaning and adopted the phrase l o g i c a l  e m p i r i c i s m  to 
distinguish his views from those of the logical positivists. His works on space and 
time, quantum mechanics, probability, and induction have been an important 
influence on twentieth-century philosophy of science.



have to employ inductive inferences; and to justify these we should have 
to assume an inductive principle of . 1 higher order; and so on. 'Iluis the 
attempt to base the principle of induction on experience breaks down, 
since it must lead loan infinite regress.

Kant tried to force Ins way out of this difficulty by taking the principle 
of induction (which lie formulated as the 'principle of universal causation’) 
to be 'a priori valid’ Bn! I do not think that Ins ingenious attempt to 
provide an <r priori justification for synthetic statements was successful

My own view is that the various difficulties of inductive logic here 
sketched are insurmountable So also, I fear, are those inherent in the 
doctrine, so widely current today, that inductive inference, although not 
'strictly valid’, can attain some degree o f  ‘re lia b ility ’ or o f  ‘p ro b a b ility ’ Ac­
cording to this doctrine, inductive inferences are ‘probable inferences’ ’ 
'We have described’, says Reicheiibach, ‘the principle of induction as the 
means whereby science decides upon truth. To be more exact, we should 
say that it serves to decide upon probability For it is not given to science 
to reach either truth or falsity but scientific statements can only attain 
continuous degrees of probability whose unattainable upper and lower 
limits are truth and falsity’.■*

At this stage I can disregard the fact that the believers in inductive 
logic entertain an idea of probability. . . I can do so because the diffi­
culties mentioned are not even touched by an appeal to probability For 
if a certain degree of probability is to be assigned to statements based on 
inductive inference, then this will have to be justified by invoking a new 
principle of induction, appropriately modified. And this new principle in 
its turn will have to be justified, and so on. Nothing is gained, moreover, 
if the principle of induction, in its turn, is taken not as ‘true’ but only as 
‘probable’. In short, like every other form of inductive logic, the logic of 
probable inference, or 'probability logic’, leads either to an infinite regress, 
or to the doctrine of apriorism

The theory to be developed in the following pages stands directly 
opposed to all attempts to operate with the ideas of inductive logic, it 
might be described as the theory of the d ed u ctive  m eth od o f  testing, or as 
the view that a hypothesis can only be empirically tested—and only after 

it has been advanced.
Before 1 can elaborate this view (which might be called ‘deductivism’, 

in contrast to ‘inductivism’5) I must first make clear the distinction between 
the psych ology o f  know ledge which deals with empirical facts, and the logic 

o f  kno w ledge which is concerned only with logical relations. For the belief 
in inductive logic is largely due to a confusion of psychological problems 
with epistemological ones. It may be worth noticing, by the way, that this 
confusion spells trouble not only for the logic of knowledge but for its 
psychology as well.
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2 | Elimination of Psychologism

] said above that the work of the scientist consists in putting forward and 
testing theories

I'lie initial stage, the act of conceiving or inventing a theory, seems 
to me neither to call for logical analysis nor to be susceptible of it The 
question bow it happens that a new idea occurs to a man—whether it is 
a musical theme, a dramatic conflict, or a scientific theory—may be of 
great interest to empirical psychology; but it is irrelevant to the logical 
analysis of scientific knowledge This latter is concerned not with questions 
0 / fact (Kant’s quid facti?), but only with questions of justification or vu- 
hJifr (Kant’s quid juris?). Its questions are of the following kind. Can a 
statement be justified7 And if so, how7 Is it testable’ Is it logically de­
pendent on certain other statements’ Or does it perhaps contradict them? 
In order that a statement may be logically examined in this way, it must 
already have been presented to us. Someone must have formulated it, and 
submitted it to logical examination.

Accordingly I shall distinguish sharply between the process of con­
ceiving a new idea, and the methods and results of examining it logically. 
As to the task of the logic of knowledge—in contradistinction to the psy­
chology of knowledge—I shall proceed on the assumption that it consists 
solely in investigating the methods employed in those systematic tests to 
which every new idea must be subjected if it is to be seriously entertained.

Some might object that it would be more to the purpose to regard it 
as the business of epistemology to produce what has been called a ‘rational 
reconstruction of the steps that have led the scientist to a discovery—to 
the finding of some new truth. But the question is. what, precisely , do we 
want to reconstruct? If it is the processes involved in the stimulation and 
release of an inspiration which are to be reconstructed, then I should 
refuse to take it as the task of the logic of knowledge. Such processes are 
the concern of empirical psychology but hardly of logic. It is another 
matter if wre want to reconstruct rationally the subsequent tests whereby 
the inspiration may be discovered to be a discovery, or become known to 
be knowledge. In so far as the scientist critically judges, alters, or rejects 
his own inspiration we may, if w e like, regard the methodological analysis 
undertaken here as a kind of‘rational reconstruction’ of the corresponding 
thought-processes. But this reconstruction would not describe these proc­
esses as they actually happen: it can give only a logical skeleton of the 
procedure of testing. Still, this is perhaps all that is meant by those who 
speak of a ‘rational reconstruction’ of the ways in which we gain knowl­
edge

. . My view of the matter, for what it is worth, is that there is no 
such thing as a logical method of having new ideas, or a logical recon­
struction of this process. My view may be expressed by saying that every



discovery contains 'an irrational element’, or ‘a creative intuition’, in Berg­
son’s sense.' In a similar way Einstein speaks of the ‘search for those highly 
universal laws . . from which a picture of the world can he obtained by 
pure deduction. There is no logical path’, he says, ’leading to these . . 
laws. They can only be reached by intuition, based upon something like 
an intellectual love (‘Einfuhlung) of the objects of experience’.6
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3 I Deductive Testing of Theories

According to the view that will be put forward here, the method of criti­
cally testing theories, and selecting them according to the results of tests, 
always proceeds on the following lines. From a new idea, put up tenta­
tively, and not yet justified in any way—an anticipation, a hypothesis, a 
theoretical system, or what you will—conclusions are drawn by means of 
logical deduction These conclusions are then compared with one another 
and with other relevant statements, so as to find what logical relations 
(such as equivalence, derivability, compatibility, or incompatibility) exist 
between them.

We may if we like distinguish four different lines along which the 
testing of a theory could be carried out. First there is the logical compar­
ison of the conclusions among themselves, by which the internal c o n s is ­
tency of the system is tested Secondly, there is the investigation of the 
logical form of the theory, with the object of determining whether it has 
the character of an empirical or scientific theory, or whether it is, for 
example, tautological. Thirdly, there is the comparison with other theories, 
chiefly with the aim of determining whether the theory would constitute 
a scientific advance should it survive our various tests. And finally, there 
is the testing of the theory by way of empirical applications of the conclu­
sions which can be derived from it.

The purpose of this last kind of test is to find out how far the new 
consequences of the theory—whatever may be new in what it asserts— 
stand up to the demands of practice, whether raised by purely scientific 
experiments, or by practical technological applications. Here too the pro­
cedure of testing turns out to be deductive. With the help of other state­
ments, previously accepted, certain singular statements—which we may 
call ‘predictions’—are deduced from the theory; especially predictions that *

* The French philosopher Henri Bergson (1859-1941) attacked materialism and 
mechanism, rejected science as a complete account of reality, and advocated vi­
talism, a worldview based on creative forces and intuition. His writings on memory 
and our subjective experience of time were quite influential, especially on authors 
such as Marcel Proust, but his postulation of the élan vital, a spiritual force that 
drives biological evolution, discredited Bergson’s vitalism in the eyes of most sci­
entists and philosophers.
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jre easily testable or applicable. From among these statements, those are 
selected which are not derivable from the current theory, and more es­
pecially those which the current theory contradicts. Next we seek a deci­
sion as regards these (and other) derived statements by comparing them 
with the results of practical applications and experiments. If this decision 
is p o s i t iv e ,  that is, if the singular conclusions turn out to be acceptable, 
or verified, then the theory has, for the time being, passed its test: we have 
fo u n d  no reason to discard it. But if the decision is negative, or in other 
w o rd s , if the conclusions have been falsified, then their falsification also 
ta ls if ie s  the theory from which they were logically deduced.

It should be noticed that a positive decision can only temporarily 
support the theory, for subsequent negative decisions may always over­
throw it. So long as a theory withstands detaded and severe tests and is 
not superseded by another theory in the course of scientific progress, we 
may say that it has ‘proved its mettle’ or that it is ‘corroborated’.

Nothing resembling inductive logic appears in the procedure here 
outlined I never assume that we can argue from the truth of singular 
statements to the truth of theories. 1 never assume that by force of‘verified’ 
conclusions, theories can be established as ‘true’, or even as merely 'prob­
able'. . . .

■ I Notes

1 H. Reichenbach, Erkenntnis 1, 1930, p. 186 (cf. also p 64 f.).
2 Reichenbach ibid., p. 67.
3 Cf. }. M. Keynes, A Treatise on Probability (1921); O Külpe, Vorlesungen über 
Logic (ed. by Selz, 1923); Reichenbach (who uses the term ‘probability implica­
tions’), Axiomatik der Wahrscheinlichkeitrechnung, Mathem. Zeitschr 34 (1932); 
and in many other places.
4 Reichenbach, Erkenntnis 1, 1930, p 186.
5. Liebig (in Induktion und Deduktion, 1865) was probably the first to reject the 
inductive method from the standpoint of natural science; his attack is directed 
against Bacon. Duhem (in La Théorie physique, son objet et sa structure, 1906; 
English translation by P. P. Wiener: The Aim and Structure o f  Physical Theory, 
Princeton, 1954) held pronounced deductivist views. (But there are also inductivist 
views to be found in Duhem’s book, for example in the third chapter, Part One, 
where we are told that only experiment, induction, and generalization have pro­
duced Descartes’s law of refraction; cf. the English translation, p. 34.) See also 
V. Kraft, Die Grundformen der Wissenschaftlichen Methoden, 1925; and Carnap, 
Erkenntnis 2, 1932, p. 440.
6 Address on Max Planck’s 60th birthday. The passage quoted begins with the 
words, ‘The supreme task of the physicist is to search for those highly universal
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law's . . . etc. (quoted from A. Einstein, Mein Weltbild, 1934, p. 168; English 
translation by A. Harris: The World As I S ee It, 1935, p. 125). Similar ideas are 
found earlier in Liebig, op. cit.: cf. also Mach, Principien der Wärmelehre (1896), 
p. 443 ff. The German word 'Einfühlung' is difficult to translate- Harris translates: 
‘sympathetic understanding of experience’.
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Rational Prediction

A colleague, to whom I shall refer (quite accurately) as “the friendly phys­
icist,” recently recounted the following incident. While awaiting takeoff 
on an airplane, he noticed a young boy sitting across the aisle holding 
.«onto a string to which was attached a helium-filled balloon. He endeav­
ored to pique the child’s curiosity. “If you keejW\olding the string just as 
you are now,” he asked, “what do you think the balloon will do when the 
airplane accelerates before takeoff?” The question obviously had not 
crossed the youngster’s mind before that moment, but after giving it a little 
thought, he expressed the opinion that the balloon would move toward 
the back of the cabin. “I don’t think so,” said the friendly physicist, “I 
think it will move forward.” The child was now eager to see what would 
happen when the plane began to move. Several adults in the vicinity were, 
however, skeptical about the physicist’s prediction; in fact, a stewardess 
offered to wager a miniature bottle of Scotch that he was mistaken. The 
friendly physicist was not unwilling and the bet was made. In due course, 
the airplane began to accelerate, and the balloon moved toward the front 
of the cabin. The child’s curiosity was satisfied1; the theory—that all objects 
which are free to move will move toward the back of the cabin when the 
plane accelerates—was falsified; and the friendly physicist enjoyed a free 
drink.

I have related this anecdote to point out that there are at least three 
—probably more—legitimate reasons for making predictions. First, we are 
sometimes curious about future happenings, and we want to satisfy that 
curiosity without waiting for the events in question to transpire. To do so.

From  A. Griinbaum and W. C. Salmon, eds., The Limitations o f  D eductivism  
(Berkeley, Calif: University of California Press, 1988), 47—60. This article was 
originally published in the British Journal for th e Philosophy o f  S cien ce 32 (1981): 
115 — 125 and incorporates some minor revisions made by the author when the 
paper was reprinted.
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w e  m a y  m a k e  w ild  g u e s s e s , w e  m a y  e m p lo y  su p e rs t it io u s  m e th o d s  o f  p re ­
d ic t io n ,  w e  m a y  a p p e a l to  c o m m o n  s e n s e , o r  w e  m a y  u s e  m o re  so p h is t i­
c a t e d  s c ie n t i f ic  th e o r ie s . S e c o n d , w e  s o m e tim e s  m a k e  p re d ic t io n s  fo r  the 
s a k e  o f  t e s t in g  a  th e o ry . In  th e  e x a m p le  a t  h a n d , th e  p r e d ic t io n  r e g a r d in g  
th e  m o t io n  o f  t h e  b a llo o n  w a s  a  r a th e r  g o o d  test o f  th e  h y p o th e s is  th a t  a ll 
o b je c t s  f r e e  to  m o v e  in  th e  c a b in  w il l  te n d  to  m o ve  to w ard  th e  r e a r  w h e n  
t h e  a ir p la n e  a c c e le r a t e s . T h e  f a c t  th a t  o b je c ts  h e a v ie r  th a n  a i r  te n d  to  fa ll 
to w a rd  th e  e a r th  w h e n  th e y  a r e  u n s u p p o r te d , w h i le  o b je c ts  l ig h t e r  th an  
a i r  ( s u c h  a s  h e l iu m - f i l le d  b a llo o n s )  te n d  to  m o v e  in  th e  o p p o s ite  d ir e c t io n , 
s u g g e s ts  th a t  th e  b e h a v io u r  o f  a  h e l iu m - f i l le d  b a llo o n  h a s  a  r e a s o n a b le  
c h a n c e  o f  f a ls if y in g  th e  h y p o th e s is  a b o u t  th e  b e h a v io r  o f  a l l  m a te r ia l ob ­
je c t s  in  th e  a ir - f i l le d  c a b in  o f  th e  a c c e le r a t in g  a ir p la n e , i f  i t  is  in d e e d  fa lse . 
T h ir d ,  w e  s o m e tim e s  f in d  o u rs e lv e s  in  s itu a t io n s  in  w h ic h  so m e  p ra c t ic a l 
a c t io n  is  r e q u ir e d , a n d  th e  c h o ic e  o f  a n  o p t im a l d e c is io n  d e p e n d s  u p o n  
p r e d ic t in g  fu tu r e  o c c u r r e n c e s . A lth o u g h  w a g e r in g  is  b y  n o  m e an s  th e  o n ly  
s u c h  ty p e  o f  p r a c t ic a l d e c is io n -m a k in g , i t  is a  c le a r  a n d  c o m p re h e n s ib le  
e x a m p le .  W e  a l l  a g r e e , I ta k e  it , th a t  s c ie n t i f ic  th e o r ie s  o ften  p ro v id e  so u n d  
b a s e s  fo r  p r a c t ic a l p r é d ic t io n .

A  c e n t r a l f e a tu re  oí" S i r  K arl P o p p e r ’s p h ilo so p h y  is  h is  th e s is  co n ­
c e r n in g  th e  s ta tu s  o f  in d u c t io n . In d e e d , h e  b e g in s  h is  b o o k  Objective 
Knowledge  w ith  th e  s ta te m e n t : “ I th in k  th a t  I h a v e  so lv ed  a  m a jo r  p h ilo ­
s o p h ic a l  p ro b le m : th e  p ro b le m  o f  in d u c t io n .  . . . T h is  so lu t io n  h a s  b een  
e x t r e m e ly  f ru it fu l , a n d  it h a s  e n a b le d  m e  to  so lv e  a  g o o d  n u m b e r  o f  o th er 
p h i lo s o p h ic a l  p ro b le m s ” ( 1 9 7 2 ,  p . 1 ). H is  s o lu t io n , a s  is  w e ll  k n o w n , in ­
v o lv e s  a  c o m p le te  r e je c t io n  o f  in d u c t io n -  T h is  c la im  h a s  b e e n  a d v a n c e d  
in  m a n y  o f  h is  w r it in g s  s p a n n in g  s e v e r a l d e c a d e s , a n d  i t  is  r e it e r a te d  in  
h is  a u to b io g r a p h y  (1 9 7 4 a )  a n d  in  h is  ‘ 'R e p l ie s  to  M y  C r i t ic s ” (1 9 7 4 b ) .

F o r  so m e  t im e  it  h a s  s e e m e d  to  m e  th a t th e  c r u c ia l  test o f  a n  an ti-  
in d u c t iv is t  p h ilo so p h y  o f  s c ie n c e  w o u ld  b e  its  c a p a c it y  to  d e a l w ith  the 
p r e d ic t iv e  a sp e c ts  o f  s c ie n t i f ic  k n o w le d g e . In  a p a p e r  (S a lm o n  1 9 6 8 a )  p re ­
s e n te d  a t  th e  19 65  I n te rn a t io n a l C o l lo q u iu m  o n  P h ilo s o p h y  o f  S c ie n c e  a t 
B e d fo rd  C o l le g e ,  L o n d o n , I a t te m p te d  to  o ffe r a  s e v e re  c h a l le n g e  to  Pop­
p e r ’s v ie w s  c o n c e r n in g  in d u c t io n  b y  p o s in g  w h a t  I to o k  to  b e  a  se r io u s  
d i l e m m a :  O n  P o p p e r ’s a c c o u n t ,  e i t h e r  s c ie n c e  e m b o d ie s  e s se n tia l 
in d u c t iv e  a sp e c ts  o r e ls e  s c ie n c e  is  l a c k in g  in  p r e d ic t iv e  c o n te n t .2 In  the 
p u b l is h e d  p ro c e e d in g s  o f  th e  B e d fo rd  C o l le g e  C o l lo q u iu m  (L ak ato s  
1 9 6 8 ) , J ! W . N . W a tk in s  c o n t r ib u te d  a n  a n s w e r  to  m y  c r it iq u e . H e  d e n ie d  
th a t  s c ie n t i f ic  r e a s o n in g  is  in d u c t iv e ly  in fe c te d , a n d  h e  a r g u e d  th a t  it  c an , 
n e v e r th e le s s , p ro v id e  a  b a s is  fo r r a t io n a l p r e d ic t io n . In  P o p p e r ’s r e p l ie s  to 
h is  c r i t ic s  (1 9 7 4 b , p p . 1 0 2 8 - 1 0 3 0 ) ,  h e  a c k n o w le d g e s  th a t  I h a v e  u n d e r­
s to o d  h is  v iew s  “ fa ir ly  w e l l ,”  a n d  h e  e n d o rs e s  W a tk in s ’s  re sp o n se . I take 
th is  a s  e v id e n c e  th a t w e  h a v e  lo c a te d  a  g e n u in e  d is a g r e e m e n t—o n e  w h ic h  
is  r e a s o n a b ly  free  fro m  p u r e ly  v e rb a l d is p u te s  o r  o u t-a n d -o u t m is re p re ­
s e n ta t io n s —re g a r d in g  P o p p e r 's  a n t i- in d u c t iv is t  s ta n d . T h e  q u e s t io n  in ­
v o lv e s  w h a t  P o p p e r  c a lls  “ th e  p r a g m a t ic  p ro b le m  o f  in d u c t io n .” I t is  th is
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issue that I want to pursue in the present paper; it concerns the problem 
of rational prediction. Although the issue may appear to be rather narrow, 
it seems to me to have pivotal importance with regard to the assessment 
of Popper’s deductivism.

Let me attempt to formulate the basic difficulty as I see it. In its very 
simplest terms, Popper’s account of scientific knowledge involves gener­
alizations and their observationa! tests. If we find a b o n a  f id e  counter­
example to a generalization, we can say that it has been deductively 
refuted. To be sure, as Popper explicitly acknowledges, there may be dif­
ficulties in some cases in determining whether certain observations con­
stitute genuine counterexamples to a generalization, but that does not 
undermine the claim that a genuine counterexample yields a deductive 
refutation. According to Popper, negative instances provide rational 
grounds for rejecting generalizations. If, however, we make observations 
and perform tests, but no negative instance is found, all we can say de­
ductively is that the generalization in question has not been refuted. In 
particular, positive instances do not provide confirmation or inductive sup­
port for any such unrefuted generalization. At this stage, I claim, we have 
no basis for rational prediction. Taken in themselves, our observation re­
ports refer to past events, and consequently they have no predictive con­
tent. They say nothing about future events. If, however, we take a general 
statement as a premise, and conjoin to it some appropriate observation 
statements about past or present events, we may be able to deduce a con­
clusion which says something about future occurrences and that, thereby, 
has predictive content. Popper himself gives this account of th e  lo g ic  o f 
p re d ic tio n  (1947b , p. 1030).

The problem of rational prediction concerns the status of the general 
premise in such an argument. One may claim, as Popper does, that we 
ought not to use a generalization that has actually been refuted as a prem­
ise in a predictive argument of this sort, for we are justified in regarding 
it as false. We ought not to employ premises which are known to be false 
if we hope to deduce true predictions. The exclusion of refuted general­
izations does not, however, tell us what general premise should be em­
ployed. Typically there will be an infinite array of generalizations which 
are compatible with the available observational evidence, and that are 
therefore, as yet, unrefuted. If we were free to choose arbitrarily from 
among all the unrefuted alternatives, we could predict anything whatever. 
If there were no rational basis for choosing from among all of the unre­
futed alternatives, then, as I think Popper would agree, there would be no 
such thing as rational prediction. We are not in this unfortunate situation, 
Popper contends, for we do have grounds for preferring one unrefuted 
generalization to another: “My s o lu t io n  of the logical problem of induction 
was that we may have p re ferences for certain of the competing conjectures; 
that is, for those which are highly informative and which so far have stood 
up-to eliminative criticism” (1974fe, p. 1024). Popper’s concept of corrob-



oration is designed to measure the manner in which conjectures have 
stood up to severe criticism, including severe testing. This, I take it, is the 
crucial thesis — that there is a rational basis for preferring one unrelated 
generalization to another for use in a predictive argument. If that is correct, 
then Popper can legitimately claim to have solved the problem of rational 
prediction.

If we are going to talk about preference among generalizations, then 
we have to be quite explicit about the purpose for which the generalization 
is to be used. In this context, we are discussing prediction, so the prefer­
ence must be in relation to predictive capability. As Popper rightly insists, 
any generalization we choose will have predictive import m the sense that 
it will make statements about future events—more precisely, in a predictive 
argument as characterized above, it yields conclusions about future oc­
currences. But since all of the various unrefuted generalizations have pre­
dictive content in that sense, we must still ask on what basis the predictive 
content of one conjecture is rationally preferable to that of another con- 
lecture

At this stage ol the discussion, it is important to recall the point of 
the opening story, namely, that predictions are made for various purposes. 
Thus, even if we agree that we want to select a generalization for predictive 
purposes, we must still specif}' what type of prediction is involved. Popper 
explicitly acknowledges (19746, pp 1024-1025) that there are two types 
of preference, "the theoretician’s preference” and that of “the man of 
practical action.” As 1 understand Popper's view, the theoretician is inter­
ested in formulating bold conjectures which have high content and in 
subjecting them to severe tests Insofar as the theoretician is mainly inter­
ested in explanations of known phenomena, he may not be much involved 
in making any sorts of predictions I suppose we might distinguish the 
theoretician’s explanatory preference from the theoretician’s predictive 
preference, recognizing that there is bound to be a close connection be­
tween preferences of these two kinds. When the theoretician is actually 

1 involved qua theoretician in making predictions, the purpose is to devise 
(and, perhaps, to instruct the experimentalist on how to conduct) a severe 

I ■ test. The purpose of predictions made in this theoretical context is to gain 
information that is useful in the evaluation of scientific theories. If the 
chief value of the scientific theories is explanatory, then it is not at all 
clear that a primary desideratum of the predictive argument is to arrive at 
a true prediction. As Popper has emphasized, and as all of us know, a false 
prediction can be valuable, since the realization (on the basis of obser­
vation) that it is false can be highly informative.

Having briefly characterized theoretical preference, let us now focus 
attention upon the kind of preference which is pertinent to the practical 
context, with special attention to the kinds of predictions which play a 
role in practical decision making. As I have remarked above, Popper 
claims that for theoretical purposes we prefer theories which are highly
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corroborated to those that are less well corroborated. I do not think this 
claim is unproblematic, but I do not propose arguing the matter here Mv 
aim is to emphasize that, even if we are entirely justified in letting such 
considerations determine our theoretical preferences, it is by no means 
obvious that we are justified in using them as the basis for our preferences 
among generalizations which are to be used for prediction in the practical 
decision-making context. Popper and Watkins have maintained, however, 
that corroboration should play a crucial role in determining both theoret­
ical preference and practical preference.

Since scientific theories are used for both theoretical and practical 
purposes—including prediction—and since, according to Popper, theory 
preference is based upon corroboration, I had mistakenly inferred (prior 
to 1968) that the appraisal of a theory in terms of corroboration must imply 
some attempt at an appraisal of the theory with respect to its future per­
formance. If that were Popper’s thesis, I had argued, then corroboration 
must involve some element of induction (or nondemonstrative inference 
of some sort), for past performance of the theory is taken to constitute a 
basis for some sort of claim about future performance. However, 1 have 
since been informed by Watkins (1968) and Popper (1974a) that I had 
misconstrued Popper’s view. Statements about the corroboration of theo­
ries are no more than appraisals of their past performances, corroboration 
statements hold no predictions with respect to future performance. If they 
did, they would be inductive (as I had claimed); but they are not inductive, 
so they cannot be predictive.

This view of corroboration holds serious difficulties. Watkins and Pop­
per agree, I take it, that statements that report observations of past and 
present events do not, in and of themselves, have any predictive content. 
Moreover, they maintain, statements about the corroboration of conjec­
tures do not, in and of themselves, have any predictive content. Conjec­
tures, hypotheses, theories, generalizations—call them what you will—do 
have predictive content. The problem is that there are many such state­
ments, rich in predictive content, which make incompatible predictive 
claims when conjoined with true statements about past and present oc­
currences. The fact that a general statement has predictive content does 
not mean that what it says is true. In order to make a prediction, one must 
choose a conjecture that has predictive content to serve as a premise in a 
predictive argument. In order to make a rational prediction, it seems to 
me, one must make a rational choice of a premise for such an argument. 
But from our observational evidence and from the statements about the 
corroboration of a given conjecture, no predictive appraisal follows. Given 
two conjectures which, in a particular situation, will lead to incompatible 
predictions, and given the corroboration ratings of these two hypotheses, 
nothing follows about their comparative predictive capacities. Thus, it 
seems to me, corroboration—the ground for theoretical preference—fur­
nishes no rational basis for preference of one conjecture to another fo r
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pu rp oses o f  p ra ctica l p red iction . I am not complaining that we are not told 
f o r  su re that one will make a correct prediction and that the other will 
not. I am complaining that no rational basis whatever has been furnished 
for a preference of th is type.

In his reply to my Bedford College paper, Watkins acknowledges that 
there is an important distinction between theoretical and practical pref­
erences, and he further acknowledges that the two kinds of appraisal may 
have quite different bases:

Now our methods of hypothesis-selection in practical life should be well 
suited to our practical aims, just as our methods of hypothesis-selection in 
theoretical science should be well suited to our theoretical aims; and the two 
kinds of method may very well yield different answers in a particular case
(1968, p. 65).

He goes on to explain quite correctly how utility considerations may bear 
upon the practical situation. Then he considers the case in which utility 
does not play a decisive role:

Now suppose that, for a particular agent, the mutually incompatible hypoth­
eses and h2 are on a par utility-wise, and that in the situation in which he 
finds himself, he has go t to act since 'inaction’ would itself be one mode of 
action. Then if is the only alternative to h2 before him, he has to choose 
one of them. Then it would be rational for him to choose the better corrob­
orated one, the one which has withstood the more severe criticism, since he 
has nothing else to go on. (Pp. 65—66).

Watkins offers no further argument for supposing that corroboration pro­
vides a rational basis for p ra ct ica l preference. Moreover, the hint of an 
argument which he does supply appeals to a false premise. The agent does 
have other things “to go on.” He could decide between the two hypotheses 
by the flip of a coin. He could count the numbers of characters in each 
of the two hypotheses in the particular formulation given, and choose the 
one that has fewer. He could choose the hypothesis which comes first 
lexicographically in the given formulation. What Watkins is suggesting, it 
seems to me, is not that the agent has “nothing else to go on” but rather 
that he has no other ra tiona l basis for preference. But such an argument 
would be patently question begging. Even if all other bases for choice 
were irrational, it would not follow that the one cited by Watkins is ipso 
fa c to  rational. Indeed, if we take seriously Popper’s statement, “I regarded 
(and I still regard) the degree of corroboration of a theory merely as a 
critical report on the quality of past performance: it c o u ld  n o t b e u sed  to 
p red ic t  fu tu re p er form an ce” (1974a, p. 82), it is hard to see how corrobo­
ration can supply a rational basis for preference of a theory f o r  purposes 
o f  pra ctica l p red iction .
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Whether my criticism of Popper’s position is correct or incorrect, the 
issue I am raising has fundamental importance. For if it should turn out 
that Popper could not provide a tenable account of rational prediction, 
then—given his persistent emphasis upon objectivity and rationality—we 
could hardly credit his claim to have solved the problem of induction. 
Moreover, in his replies to his critics, Popper acknowledges the issue. With 
the comment, "Our corroboration statements have no predictive import, 
although they motivate and justify our p re fe rence  for some theory over 
another” (19745, pp. 1029—1030), he endorses the answer Watkins had 
furnished. Since 1 am not attempting to deal with the psychological prob­
lem of induction, I shall not dispute the claim that corroboration may 
m o tiv a te  the preference of one theory to another. What I want to see is 
how corroboration could ju s t i fy  such a preference. Unless we can find a 
satisfactory answer to that question, it appears to me that we have no viable 
theory of r a t io n a l prediction, and no adequate solution to the problem of 
induction.

In O b je c tiv e  K n o w le d g e , Popper offers an answer to the basic question 
which ..seems closely related to that of Watkins:

[A] p ragm a tic  b e lie f in  the results o f  science is not irrational, because there is 
nothing more ‘rational’ than the method of critical discussion, which is the 
method of science. And although it would be irrational to accept any of its 
results as certain, there is nothing ‘better’ when it comes to practical action: 
there is no alternative method which might be said to be more rational. (1972, 
p. 27).

This response appears to miss the point. The question is not whether other 
methods—for example, astrology or numerology—provide more rational 
approaches to prediction than does the scientific method. The question is 
whether the scientific approach provides a more rational basis for predic­
tion, for purposes of practical action, than do these other methods. The 
position of the Humean skeptic would be, I should think, that none of 
these methods can be shown either more or less rational than any of the 
others. But if every method is equally lacking in rational justification, then 
there is no method which can be said to furnish a rational basis for pre­
diction, for any prediction will be just as unfounded rationally as any other. 
If the Humean skeptic were right, we could offer the following parallel 
claim. A pragmatic belief in the predictions found in Chinese fortune 
cookies is not irrational, for there is nothing more rational. . . .

In his replies to his critics, Popper again addressed the problem, and 
he came more firmly to grips with it:

But every action presupposes a set of expectations, that is, of theories about 
the world. Which theory shall the man of action choose? Is there such a thing 
as a ra t io n a l choice?
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This leads us to the pragmatic problems o f  induction, which to start with, we 
might formulate thus:

(a) Upon which theoiy should we rely for practical action, from a rational 
point of view?

(b) Which theory should we prefer for practical action, from a rational point 
of view?
My answer to (a) is: from a rational point of view, we should not ‘rely’ on 
any theoiy, for no theory has been shown to be true, or can be shown to be 
true (or ‘reliable’).
My answer to (6) is: we should prefer the best tested theory as a basis for 
action.
In other words, there is no ‘absolute reliance’; but since we have to choose, 
it will be ‘rational’ to choose the best tested theory. This will be 'rational' in 
the most obvious sense of the word known to me: the best tested theory is 
the one which, in the light o£your critical discussion, appears to be tire best 
so far; and I do not know of anyîbing more ‘rational’ than a well-conducted 
critical discussion (19746, p. 1025)

Let us not be seduced by honeyed words. If we wish to claim that a theory 
"appears to be the best so far/' we must ask, “Best for what purpose- 
theoretical explanation or practical prediction?” Since it is “the best tested 
theory” and it has been subjected to “critical discussion,” then, in the 
light of the many statements by Popper and others about the lack of pre­
dictive import of corroboration, we must conclude, I believe, that the 
answer is, “Best for theoretical explanation.” Perhaps I am being unduly 
obtuse, but I cannot see that any reason has been provided for supposing 
that such a theory is best f o r  p ra ctica l p red iction .

I must confess to the feeling that we have been given the runaround. 
W e begin by asking how science can possibly do without induction. We 
are told that the aim of science is to arrive at the best/explanatory theories 
we can find. When we ask how to tell whether one theory is better than 
another, we are told that it depends upon their comparative ability to stand 
up to severe testing and critical discussion. When we ask whether this 
mode of evaluation does not contain some inductive aspect, we are assured 
that the evaluation is made wholly in terms of their comparative success 
up to now; but since this evaluation is made entirely in terms of past 
performance, it escapes inductive contamination because it lacks predic­
tive import. When we then ask how to select theories for purposes of 
rational prediction, we are told that we should prefer the theory which is 
“best tested” and that “in the light of our cr it ica l d iscu ssion , appears to be 
the best so far,” even though we have been explicitly assured that testing 
and critical discussion have no predictive import. Popper tells us, “I do
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not know of anything more ‘rational’ than a well-conducted critical dis­
cussion.” I fail to see how it could be rational to judge theories f o r  p u rp o s e s  
o f  p red iction  in terms of a criterion which is emphatically claimed to be 
lacking in predictive import.3

Fearing that the point of his initial argument may have been missed, 
Popper attempts another formulation:

Let us forget momentarily about what theories we ‘use’ or ‘choose’ or ‘base 
our practical actions on’, and consider only the resulting proposal or decision  
(to do X; not to do X; to do nothing; or so on). Such a proposal can, we 
hope, be rationally criticized; and if we are rational agents we will want it to 
survive, if possible, the most testing criticism we can muster. But such criticism  
will freely make use o f  the best tested scien tific theories in our possession. Con­
sequently any proposal that ignores these theories (where they are relevant, I 
need hardly add) will collapse under criticism. Should any proposal remain, 
it will be rational to adopt it.
This seems to me all far from tautological. Indeed, it might well be chal­
lenged by challenging the italicized sentence in the last paragraph. Why, it 
might be asked, does rational criticism make use of the best tested although 
highly unreliable theories? The answer, however, is exactly the same as before. 
Deciding to criticize a practical proposal from the standpoint of modern med­
icine (rather than, say, in phrenological terms) is itself a kind of ‘practical’ 
decision (anyway it may have practical consequences). Thus the rational de­
cision is always: adopt critical methods which have themselves withstood se­
vere criticism. (1974b, pp. 1025-1026).

I have quoted Popper in ex ten so  to try to be quite sure not to misunder­
stand his answer. The italicised sentence in the first paragraph raises pre­
cisely the question which seems to me crucial. In the second paragraph, 
Popper admits the legitimacy of the question, and he offers an answer. 
When he says, “The answer . . .  is exactly the same as before. . . . [T]he 
rational decision is always: adopt critical methods which have themselves 
withstood severe criticism,” he seems to be saying that we should adopt 
his methodological recommendations, because they have “withstood se­
vere criticism.” But his answer is inappropriate in this context because our 
aim is precisely to subject his philosophical views, in the best Popperian 
spirit, to severe criticism.

In my reply to Watkins, I said, “Watkins acknowledges . . . that cor­
roboration does have predictive import in practical decision making” 
(1968b, p. 97). Popper has objected to this way of putting the matter: 
“[OJur th eo r ie s  d o  h a v e  p r ed ic t iv e  im port. Our corroboration statements 
have no predictive import, although they motivate and justify our p r e fer ­
en ce  for some theory or other" (1974b, pp. 1029—1030). Let u$ grant that 
corroboration statements have no predictive c o n t en t—indeed, that they are



analytic, as Watkins remarks (1968, p. 63)—and that theories are the kinds 
of statements that do have predictive co n ten t . It does not follow, as Popper 
has claimed, that corroboration has no predictive im port. The distinction 
between predictive content and predictive import is no mere verbal quib­
ble; a fundamental substantive point is at issue. Statements whose conse­
quences refer to future occurrences may be said to have predictive content; 
rules, imperatives, and directives are totally lacking in predictive content 
because they do not entail any statements at all. Nevertheless, an 
imperative—such as “No smoking, please”—may have considerable pre­
dictive import, for it may effectively achieve the goal of preventing the 
occurrence of smoking in a particular room in the immediate future.

Since corroboration, in some cases at least, provides the basis for de­
ciding which theory (with its predictive content) is to be used for the 
purpose of making practical predictions, it seems to me that corroboration, 
even if it is lacking in predictive content, does have enormous predictive 
import. Perhaps this point can be put more clearly in the following way. 
S ta tem en ts  assessing the corroboration of theories have no predictive co n ­
ten t, as Popper, Watkins, and others maintain. The d ir e c t iv e—to choose 
more highly'corroborated theories in preference to theorie^that are less 
well corroborated for purposes of practical prediction—has considerable 
predictive im port. The problem, which it seems to me the anti-inductivists 
have failed to solve, is how to vindicate this directive for making predic­
tions.4 Without some sort of vindication for this directive, the problem of
rational prediction remains unresolved. - .... ................ ..........................

I have wondered why it would seem evident to Popper that corrobo­
ration, as he construes it, should provide a guide to rational prediction. In 
his autobiography, he gives what appear to be indications of an answer.

I regarded (and I still regard) the degree of corroboration of a theory merely 
as a critical report on the quality of past performance: it cou ld  not be used to 
predict future performance. . . . When faced with the need  to act, on one 
theory or another, the rational choice was to act on that theory—if there was 
one—which so far had stood up to criticism better than its competitors had: 
there is no better idea of rationality than that of a readiness to accept criticism. 
Accordingly, the degree of corroboration of a theory was a rational guide to 
practice. (1974a, p. 82)

A further elaboration of the theme informs us that

when we think we have found an approximation to the truth in the form of 
a scientific theory which has stood up to criticism and to tests better than its 
competitors, we shall, as realists, accept it as a basis for practical action, simply 
because we have nothing better (or nearer to the truth), (ibid., pp. 120—121)
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Realism is a position to which Popper has adhered since the time of his 
earliest philosophical activity; near the beginning of his autobiography he 
tells us that “a realist who believes in an ‘external world’ necessarily be­
lieves in the existence of a cosmos rather than a chaos; that is, in regu­
larities” (ibid., p. 14). Thus, I am led to conjecture, it may be that Popper’s 
adherence to the thesis that corroboration can provide a basis for rational 
prediction rests ultimately upon his realism, which embodies a version of 
a principle of uniformity of nature. If this suggestion is correct, we can 
still legitimately wonder whether Popper’s epistemology is as far from tra­
ditional inductivism as he would have us believe.

To conclude this discussion, I should like to recall the point of my 
opening anecdote. It seems to me incorrect to suppose that the only con­
cern of th e o re t ic a l science is to make bold explanatory conjectures that 
can be tested and criticized. It is a mistake, I believe, to suppose that all 
prediction, aside from that involved in the testing of theories, is confined 
to contexts in which practical action is at stake. Theoretical science fur­
nishes both explanations and predictions. Some of these predictions have 
practical consequences and others do not When, for example, scientists 
assembled the first man-made atomic pile under the West Stands at the 
University of Chicago, they had to make a prediction as to whether the 
nuclear chain reaction they initiated could be controlled, or whether it 
would spread to surrounding materials and engulf the entire city—and 
perhaps the whole earth—in a nuclear holocaust. Their predictions had 
both theoretical and practical interest. Contemporary cosmologists, for an­
other example, would like to e x p la in  certain features of our universe in 
terms of its origin in a “big bang”; many of them are trying to p re d ic t  
whether it will end in a “big crunch.” In this case, the predictive question 
seems motivated by pure intellectual curiosity, quite unattached to con­
cerns regarding practical decision making. Whether a helium-filled bal­
loon will move forward in the cabin of an airplane when the airplane 
accelerates, whether a nuclear chain reaction—once initiated—will run 
out of control, and whether the universe will eventually return to a state 
of high density are all matters of legitimate scientific concern.

In this paper, I have attempted to argue that pure deductivism could 
not do justice to the problem of rational prediction in contexts of practical 
decision making. If we ask whether Popperian deductivism can adequately 
account for scientific predictions of the more theoretical varieties, then I 
suspect that we would have to go through all of the preceding arguments 
once more. The net result would be, I think, that science is inevitably 
inductive in matters of intellectual curiosity as well as practical prediction. 
It m a y  be possible to excise all inductive ingredients from science, but if 
the operation were successful, the patient (science), deprived of all pre­
dictive import, would die.5
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■ | Notes
1. His curiosity regarding what would happen was satisfied, though not his curi­
osity as to why.
2 . Similar themes were developed in Salmon 1967, chap. 2, sec. 3.
3 . The argument advanced in this paragraph bears a strong resemblance, I think, 
to one developed in Griinbaum 1976; see esp. p. 246.
4. This felicitous reformulation was suggested by Abner Shimony (if I did not 
misunderstand him) in the discussion following my presentation at the Popper
Symposium.
5. A version of this paper was presented orally at the Symposium on the Philos­
ophy of Sir Karl Popper, London School of Economics, July 14-16, 1980. This 
material is based upon work supported by the National Science Foundation 
(USA.) under Grant No. SES-7809146.
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C a r l  G .  H e m p e l

Criteria o f Confirmation 
and Acceptability

. . .  A favorable outcome of even very extensive and exacting tests cannot 
provide conclusive proof for a hypothesis, but only more or less strong 
evidential support, or confirmation. How strongly a hypothesis is supported 
by a given body of evidence depends on various Characteristics of the 
evidence, which we will consider presently. In appraising what might be 
called the scientific acceptability or credibility of a hypothesis, one of the 
most important factors to consider is, of course, the extent and the char­
acter of the relevant evidence available and the resulting strength of the 
support it gives to the hypothesis. But several other factors have to be taken 
into account as well; these, too, will be surveyed in this chapter. W e shall 
at first speak in a somewhat intuitive manner of more or less strong sup­
port, of small or large increments in confirmation, of factors that increase 
or decrease the credibility of a hypothesis, and the like. At the end of the 
chapter, we will briefly consider whether the concepts here referred to 
admit of a precise quantitative construal.

I j Q uantity, Variety, and Precision 
of Supporting Evidence

In the absence of unfavorable evidence, the confirmation of a hypothesis 
will normally be regarded as increasing with the number of favorable test 
findings. For example, each new Cepheid variable whose period and lu­
minosity are found to conform to the Leavitt-Shapley law will be consid-

From Carl G. Hempel, Philosophy o f  Natural S cien ce  (Englewood Cliffs, N.J.: 
Prentice-Hall, 1966), 53—46.
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cred as adding to the evidential support of the law.' But broadly speaking, 
the increase in confirmation effected by one new favorable instance will 
generally become smaller as the number of previously established favora­
ble instances grows. If thousands of confirmatory cases are already availa­
ble, the addition of one more favorable finding will raise the confirmation 
but little.

T his remark must be qualified, however. If the earlier cases have all 
been obtained by tests of the same kind, but the new finding is the result 
of a different kind of test, the confirmation of the hypothesis may be 
significantly enhanced For the confirmation of a hypothesis depends not 
only on the quantity of the favorable evidence available, but also on its 
variety: the greater the variety, the stronger the resulting support.

Suppose, for example, that the hypothesis under consideration is 
Snell’s law, which states that a ray of light traveling obliquely from one 
optical medium into another is refracted at the separating surface in such 
a way that the ratio, sin a/sin p, of the sines of the angles of incidence 
and of refraction is a constant for any pair of media. Compare now three 
sets of 100 tests each. In the first set, the media and the angle of incidence 
are kept constant: in each experiment, the ray passes from air into water 
at an angle of incidence of 30°; the angle of refraction is measured. Sup­
pose that in all cases, sin a/sin 3 does have the same value In the second 
set, the media are kept constant, but the angle a is varied: light passes 
from air into water at varying angles, P is measured. Again, suppose that 
sin a/sin 3 lias the same value in all cases. In the third set, both the media 
and the angle a are varied: 25 different pairs of media are examined: for 
each pair, four different angles a are used. Suppose that for each pair of 
media, the four associated values of the ratio sin a/sin 3 are equal, while 
the ratios associated with different pairs have different values.

Each test set then presents a class of favorable outcomes, since the 
ratios associated with any particular pair of media are found to be equal, 
as implied by Snell’s law. But the third set, which offers the greatest variety 
of positive instances, will surely be regarded as supporting the law much 
more strongly than the second, which provides supporting instances of 
much more limited variety, and the first set, it will be agreed, lends even

' Cepheid variables are stars that fluctuate in brightness with a constant period of 
one to fifty days. (They are called Cepheids after the prototype Delta Cephei, a 
variable star discovered in 1784.) The Leavitt-Shapley law is named in honor of 
the Americans astronomers Henrietta Swan Leavitt and Harlow Shapley, who dis­
covered that tire period of Cepheids is proportional to their intrinsic luminosity. 
Because the apparent brightness of any object falls off as the inverse square of its 
distance from the observer, the law can be used to calculate the distance to remote 
galaxies by observing the period and apparent brightness of the Cepheids they 
contain To confirm the Leavitt-Shapley law by observing Cepheids requires an 
independent way of measuring distance to those stars. For stars that are not too 
far from the earth, this can be done by parallax measurements.
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less strong support to the general law. In fact, it might seem that in the 
first set, the same experiment is performed over and over again, and that 
the positive outcome in all 100 cases can support the hypothesis no more 
strongly than do the first two tests in the set, which bear out the constancy 
of the ratio But this idea is mistaken. What is repeated here 100 times is 
not literally the same experiment, for the successive performances differ 
in many respects, such as the distance of the apparatus from the moon, 
perhaps the temperature of the light source, the atmospheric pressure, and 
so on. What is “kept the same" is simply a certain set of conditions, in­
cluding a fixed angle of incidence and one particular pair of media. And 
even if the first two or more measurements under these circumstances 
yield the same value for sin a/sin 3, it is logically quite possible that 
subsequent tests under the specified circumstances should y ield different 
values for the ratio. Thus even here, repeated tests with favorable outcome 
add to the confirmation of the hypothesis—though much less so than do 
tests that cover a wider variety of instances.

. . . Scientific theories are often supported by empirical findings of 
amazing variety. Newton's theory' of gravitation and of motion implies, for 
example, the laws for free fall, for the simple pendulum, for the motion 
of the moon about the earth and of the planets about the sun, for the 
orbits of comets and of man-made satellites, for the motion of double stars 
about each other, for tidal phenomena, and many more. .And all the di­
verse experimental and observational findings that bear out those laws lend 
support to Newton’s theory.

The reason why diversity of evidence is so important a factor in the 
confirmation of a hypothesis might be suggested by the following consid­
eration, which refers to our example of various tests for Snell's law. The 
hypothesis under test—let us call it S for short—refers to all pairs of optical 
media and asserts that for any pair, the ratio sin a/sin 3 has the same 
value for all associated angles of incidence and of refraction Now, the 
more widely a set of experiments ranges over the diverse possibilities here 
covered, the greater will be the chances of finding an unfavorable instance 
if S should be false. Thus, the first set of experiments may be said to test 
more specifically a hypothesis S, that expresses only a small part of Snell’s 
law—namely, that sin a/sin p has the same value whenever the optical 
media are air and water and a is 30*. Hence, if S, should be true, but S 
false, the first kind of test will never disclose this. Similarly, the second 
set of experiments tests a hypothesis S2, which asserts distinctly more than 
S, but still not nearly as much as S—namely, that sin a/sin p has the 
same value for all angles a and the associated angles P if the media in­
volved are air and water. Hence, if S, should be true, but S false, a test 
set of the second kind would never disclose this. Thus, the third set of 
experiments might be said to test Snell’s law more thoroughly than the 
other two; an entirely favorable outcome accordingly lends stronger sup­
port to it.
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As an additional illustration of the power of diversified evidence, we 
might note that if the diversity of the evidence is still further increased by 
varying the temperature of the optical media or by using monochromatic 
light of different wavelengths, then Snell's law in the classical form cited 
above is in fact found to be false.

But have we not overstated the case for diversified evidence? After all, 
some ways of increasing variety would be regarded as pointless, as inca­
pable of raising the confirmation of a hypothesis. This verdict would apply, 
for example, if in our first test set for Snell’s law the variety were increased 
by having the experiment performed at different places, during different 
phases of the moon, or by experimenters with different eye color. But to 
try such variations would not be unreasonable if as yet we had no knowl­
edge, or only extremely limited knowledge, of what factors are likely to 
affect optical phenomena. At the time of the Puy-de-Dôme experiment, 
for example, the experimenters had no very definite ideas of what factors 
other than altitude might affect the length of the mercury column in the 
barometer, and when Pascal’s brother-in-law and his associates performed 
the Torricelli experiment on the mountaintop and found the mercury 
column over three inches shorter than it had been at the foot of the 
mountain, they decided to repeat the experiment then and there, changing 
the circumstances in various ways.* As Périer says in his report: “I therefore 
tried the same thing five times more, with great accuracy, at different 
places on the top of the mountain, once under cover in the little chapel 
which is there, once exposed, once in a shelter, once in the wind, once 
in good weather, and once during the rain and the mists which came over 
us sometimes, having taken care to get rid of the air in the tube every

* T h e  P u y - d e - D ô in e  e x p e r im e n t  w a s  p e r f o r m e d  a t  t h e  in s t i g a t io n  o f  B la is e  Pascal 
( 1 6 2 3 - 6 2 )  in  1 6 4 8 . T h e  f irs t m e r c u r y  b a r o m e t e r  h a d  b e e n  c o n s t r u c t e d  b v  G a lileo 's  
p u p i l ,  T o r r i c e l l i ,  i n  1 6 4 4 . T o r r i c e l l i ,  l i k e  C a l i l e o ,  b e l i e v e d  t h a t  t h e  b a ro m e te r  acts 
a s  a  s im p l e  m e c h a n i c a l  b a l a n c e ,  t h e  t w e n t y - n in e - in c h  c o lu m n  o f  m e r c u ry  and a 
v a c u u m  o n  o n e  s id e  b e in g  s u p p o r t e d  b y  th e  p r e s s u r e  o f  t h e  a tm o s p h e r e  on the 
o t h e r .  A r i s t o t e l ia n s  in s is t e d  t h a t  t h e  e n t i r e  e f f e c t  is n o n m e c h a n i c a l  a n d  d u e  to 
n a t u r e ’s a b h o r r e n c e  o f  a  v a c u u m  (horror vacui). P r io r  to  t h e  in v e n t io n  o f  the air 
p u m p  ( i n  t h e  1 6 5 0 s ) ,  it w a s  h a r d  to  r u l e  o u t  t h e  A r i s to t e l ia n  t h e o r y ,  s in c e  a con­
c l u s i v e  r e f u t a t io n  w o u ld  r e q u i r e  p l a c in g  th e  e n t i r e  a p p a r a t u s  in  a  s e a le d  ch am b er, 
r e d u c i n g  t h e  p r e s s u r e  ( b y  p u m p in g  o u t  t h e  a i r ) ,  a n d  t h e n  o b s e r v in g  a  s te ad y  de­
c r e a s e  in  t h e  h e ig h t  o f  t h e  m e r c u r y  c o lu m n  B u t  P a s c a l  r e a l i z e d  th a t ,  e v e n  w ithout 
a n  a i r  p u m p ,  a  c r u c i a l  t e s t  o f  t h e  r iv a l  t h e o r ie s  w a s  p o s s ib le  b e c a u s e  a tm o sp h er ic  
p r e s s u r e  d e c r e a s e s  a s  o n e  a s c e n d s  a  m o u n t a in .  T h u s ,  h e  p e r s u a d e d  h is  b ro ther-in - 
l a w  P é r i e r ,  w h o  l i v e d  n e a r  t h e  P u y - d e - D ô m e  m o u n t a in  in  c e n t r a l  F r a n c e ,  Id per­
f o r m  t h e  f a m o u s  e x p e r im e n t  a l l u d e d  to  b y  H e m p e l  F o r  a n  e y e w i tn e s s  report of 
t h e  e x p e r im e n t ,  s e e  W  F . M a g i e ,  A  Source Book in Physics ( C a m b r id g e ,  M ass 
H a r v a r d  U n iv e r s i t y  P r e s s ,  1 9 6 3 ) ,  7 0 - 7 5 .  T h e r e  is  a  g o o d  a c c o u n t  o f  th is  a n d  Pas­
c a l ’s o t h e r  b r i l l i a n t  e x p e r im e n t — th e  " v a c u u m  in  a  v a c u u m ” — in  R ic h a r d  S. W est- 
f a l l ,  The Construction o f  M odem Science: M echanisms and M echanics  (N e w Y o ik : 
J o h n  W i l e y  a n d  S o n s ,  1 9 7 1 ) ,  4 3 - 4 9 .



He m p l l  ■  C r i t e r i a  ok C o n f ir m a t io n  and A c c e p t a b i l i t y  | 449

lime; and in all these trials there was found the same height of the quick­
silver . . ; this result fully satisfied us,”1

Thus, the qualification of certain ways of varying the evidence as 
important and of other ways as pointless is based on the background as­
sumptions we entertain—perhaps as a result of previous research—con­
cerning the probable influence of the factors to be varied upon the 
phenomenon with which the hypothesis is concerned.

And sometimes when such background assumptions are questioned 
and experimental variations are accordingly introduced which, on the gen­
erally accepted view, are pointless, a revolutionary discovery may be the 
outcome. This is illustrated by the recent overthrow of one of the basic 
background assumptions of physics, the principle of parity-. According to 
this principle, the laws of nature are impartial between right and left; if a 
certain kind of physical process is possible (i e , if its occurrence is not 
precluded by the laws of nature), then so is its mirror image (the process 
as seen in a reflecting mirror), where right and left are interchanged. In 
1956, Yang and Lee, who were trying to account for some puzzling ex­
perimental findings concerning elementary particles, suggested that the 
principle of parity is violated in certain cases, and their bold hypothesis 
soon received clear experimental confirmation *

Sometimes, a test can be made more stringent, and its result the more 
weighty, by increasing the precision of the procedures of observation and 
measurement it involves. Thus, the hypothesis of the identity of inertial 
and gravitational mass—supported, for example, by the equality of the 
accelerations shown in free fall by bodies of different chemical 
constitution—has recently been re-examined with extremely precise meth­
ods; and the results, which have so far borne out the hypothesis, have 
greatly strengthened its confirmation.t

” The first experiment to confirm the Lee-Yang conjecture that parity is not con- 
sened in weak interactions was performed in 1956-57 by a team led by Chien- 
Shiung Wu, professor of physics at Columbia University. For a clear account of 
tlie essential details of her experiment, see Martin Gardner, The New Ambidextrous 
Universe, 3d rev. ed. (New York: W H. Freeman and Company, 1990), ch. 22. 
t Hempel is referring to the experiments begun in 1959 by Robert H. Dicke and 
his colleagues at Princeton University, who verified to an accuracy of about l part 
in 10" that gravity produces the same acceleration in all bodies regardless of their 
chemical composition. See Robert H. Dicke, “The Eotvos Experiment,” Scientific 
American 205 (1961): 84-94 The hypothesis that inertial mass and gravitational 
mass are identical is usually referred to as the principle o f equivalence and is one 
of tlie central axioms of Einstein's general theory of relativity-.
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2 | Confirmation by “New" Test Implications

When a hypothesis is designed to explain certain observed phenomena, it 
will of course be so constructed that it implies their occurrence; hence, 
the fact to be explained will then constitute confirmatory evidence for it 
But it is highly desirable for a scientific hypothesis to be confirmed also 
by "new” evidence—by facts that were not known or not taken into ac­
count when the hypothesis was formulated. Many hypotheses and the­
ories in natural science have indeed received support from such "new" 
phenomena, with the result that their confirmation was considerably 
strengthened.

The point is well illustrated by an example that dates back to the last 
quarter of the nineteenth century, when physicists were searching for in­
herent regularities in the profusion of lines that had been found in the 
emission and absorption spectra of gases. In 1885, a Swiss school teacher,
J. J. Baliner, proposed a formula that he thought expressed such a regu­
larity for the wavelengths of a series of lines in the emission spectrum of 
hydrogen. On the basis of measurements that Angstrom had made of four 
lines in that spectrum, Balmer constructed the following general formula

Here, b is a constant, whose value Balmer determined empirically as
3645.6 A, and n is an integer greater than 2. For n = 3, 4, 5, and 6, this 
formula yields values that agree very closely with those measured by Ang­
strom; but Balmer was confident that the other values, too, would repre­
sent wavelengths of lines yet to be measured—or even yet to be found- 
in the hydrogen spectrum. He was unaware that some further lines had 
already been noted and measured. Bv now, 35 consecutive lines in the 
so-called Balmer series for hydrogen have been ascertained, and all of 
these have wavelengths that agree well with the values predicted by Bal- 
mer’s formula.2

It is hardly surprising that such striking confirmation by correctly pre­
dicted “new” facts greatly enhances the credence we will be prepared to 
give to a hypothesis. A puzzling question arises in this context. Suppose 
for a moment that Balmer’s formula had been constructed only after all 
the 35 lines now recorded in the series had been carefully measured. In 
this fictitious case, then, exactly the same experimental findings would be 
available that have in feet been obtained by measurements made in part 
before, and in much larger part after, the constructions of the formula. 
Should that formula be considered as less well confirmed in the fictitious 
case than in the actual one? It might seem reasonable to answer in the
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affirmative, on these grounds: for any given set of quantitative data, it is 
possible to construct a hypothesis that covers them, just as for any finite 
set of points, it is possible to draw a smooth curve that contains them all. 
Thus, there would be nothing very surprising about the construction of 
Baliner’s formula in our fictitious case. What is remarkable, and does lend 
weight to a hypothesis, is its fitting “new” cases: and Balmer's hypothesis 
has this accomplishment to its credit in the actual case, but not in the 
fictitious one. But this argument could be met with the reply that even in 
the fictitious case, Balmer’s formula is not just some otherwise arbitrary' 
hypothesis that is rigged to fit the 35 measured wavelengths it is, rather, 
a hypothesis of striking formal simplicity; and the very fact that it subsumes 
those 35 wavelengths under a mathematically simple formula should lend 
it much higher credibility than could be accorded to a very complex for­
mula fitting the same data. To state the idea in geometrical terms: if a set 
of points representing the results of measurements can be connected by a 
simple curve, we have much greater confidence in having discovered an 
underlying general law than if the curve is complicated and shows no 
perceptible regularity. (This notion of simplicity will be further considered, 
later on in this chapter.) Besides, from a logical point of view, the strength 
of the support that a hypothesis receives from a given body of data should 
depend only on what the hypothesis asserts and what the data are. the 
question of whether the hypothesis or the data were presented first, being 
a purely historical matter, should not count as affecting the confirmation 
of the hypothesis. This latter conception is certainly implicit in recently 
developed statistical theories of testing and also in some contemporary 
logical analyses of confirmation and induction, to which brief reference 
will be made at the end of this chapter.

3 | Theoretical Support

The support that may be claimed for a hypothesis need not all be of the 
inductive-evidential kind that we have considered so far. it need not consist 
entirely—or even partly—of data that bear out test implications derived 
from it. Support may also come “from above”; that is, from more inclusive 
hypotheses or theories that imply the given one and have independent 
evidential support. To illustrate: [consider the] hypothetical law for free 
fall on the moon, s = 2.7 i2. Although none of its test implications have 
ever been checked by experiments on the moon, it has strong theoretica l 
support, for it follows deductively from Newton’s theory of gravitation and 
of motion (strongly supported by a highly diversified body of evidence) 
in conjunction with the information that the radius and the mass of the 
moon are .272 and .0123 of those of the earth and that the gravitational
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acceleration near the surface of the earth is 32.2 feet per second per 
second.'

Similarly, the confirmation of a hypothesis that does have inductive- 
evidential support will be further strengthened if, in addition, it acquires 
deductive support from above. This happened, for example, to Balmer’s 
formula. Balmer had anticipated the possibility that the hydrogen spec­
trum might contain further series of lines, and that the wavelengths of all 
the lines might conform to a generalization of his formula; namely,

nz — m2

Here, m is a positive integer, and n is any integer greater than m. For 
m = 2, this generalization yields Balmer’s formula; whereas m = 1, 3, 4,
. . .  determine new series of lines. And indeed, the existence of the series cor­
responding to m = 1,3,4, and 5 was later established by experimental explo­
ration of the invisible infrared and ultraviolet parts of the hydrogen spectrum 
Thus, there was strong evidential support for a more general hypothesis that 
implied Balmer’s original formula as a special case, thus providingdeductive 
support for it. And deductive support by a theory came in 1913, when the gen­
eralized formula—hence Balmer’s original one, also—were shown by Bohr to 
be derivable from his theory' of the hydrogen atom. This derivation greatly 
strengthened the support of Balmer’s formula by fitting it into the context of 
quantum-theoretical conceptions developed by Planck, Einstein, and Bohr, 
which were supported by diverse evidence other than the spectroscopic 
measurements that lent inductive support to Balmer’s formula.’

Correlatively, the credibility of a hypothesis will be adversely affected 
if it conflicts with hypotheses or theories that are accepted at the time as 
well-confirmed. In the New York M edical Record for 1877, a Dr. Caldwell 
of Iowa, reporting on an exhumation he claims to have witnessed, asserts 
that the hair and the beard of a man who had been buried clean-shaven, 
had burst the coffin and grown through the cracks.4 Although presented 
by a presumptive eyewitness, this statement will be rejected without much 
hesitation because it conflicts with well-established findings about the ex­
tent to which human hair continues to grow after death. . . .

The principle here referred to [that conflict with a broadly supported 
theory militates against a hypothesis] must be applied with discretion and *

* Hempel wrote this in 1966, three years before the first moon landing by Apollo 
11 astronauts Neil Armstrong and Edwin (“Buzz") Aldrin. Newton's theory entails 
that a, the acceleration due to gravity at the surface of any planet, is directly 
proportional to the planet’s mass and inversely proportional to the square of its 
radius. For any planet of reasonable size, a will be nearly constant close to the 
planet's surface, and simple algebra yields the distance formula s=Viafl for a felling 
body dropped from rest.
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restraint, however. Otherwise, it could be used to protect any accepted 
theory against overthrow: adverse findings could always be dismissed as 
conflicting with a well-established theory. Science does not, of course, 
follow this procedure; it is not interested in defending certain pet con­
ceptions against all possible adverse evidence It aims, rather, at a com­
prehensive body of sound empirical knowledge, represented by a 
well-confirmed system of empirical statements, and it is accordingly pre­
pared to give up or to modify whatever hypotheses it may have previously 
accepted But findings that are to dislodge a well-established theory have 
to be weighty; and adverse experimental results, in particular, have to be 
repeatable. Even when a strong and useful theory has been found to con­
flict with an experimentally reproducible “effect”, it may still continue to 
be used in contexts where it is not expected to lead into difficulties. For 
example, when Einstein propounded the theory of light quanta to account 
for such phenomena as the photoelectric effect, he noted that in dealing 
with the reflection, refraction, and polarization of light, the electromag­
netic wave theory would probably never be replaced; and it is indeed still 
used in this context. A large-scale theory that has been successful in many 
areas will normally be abandoned only w hen a more satisfactory alternative 
theory is available—and good theories are difficult to come by.5

4 | Simplicity

Another aspect that affects the acceptability of a hypothesis is its simplicity, 
compared with that of alternative hypotheses that would account for the 
same phenomena.

Consider a schematic illustration. Suppose that investigation of phys­
ical systems of a certain type (Cepheids, elastic metal springs, viscous liq­
uids, or whatever) suggests to 1 1s that a certain quantitative characteristic, 
v, of such systems, might be a function of, and thus uniquely determined 
by, another such characteristic, u (in the way in which the period of a 
pendulum is a function of its length). We therefore try to construct a 
hypothesis stating the exact mathematical form of the function. We have 
been able to check many instances in which u had one of the values 0, 
1, 2, or 3; the associated values of v were regularly found to be 2, 3, 4, 
and 5, respectively. Suppose further that concerning these systems, we 
have no background knowledge that might bear on the likely form of the 
functional connection, and that the following three hypotheses have been 
proposed on the basis of our data:

H,: v = u4 -  6u! + llu2 -  5ti + 2 
H2: v = u5 — 4u'* — u5 + I61F — 1 lu + 2 
H,: v = u + 2
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Eacli of these fits the ciuta: to each of the four u-values examined, it 
assigns exactly the v-value that has been found associated with it. In geo­
metrical terms: if the three hypotheses are graphed in a plane coordinate 
system, then each of the resulting curves contains the four data-points 
(0,2), (1,3), (2,4), and (3,5).

Yet if, as has been assumed, we have no relevant background infor­
mation that might indicate a different choice, we would no doubt favor 
H, over H, and II, on the ground that it is a simpler hypothesis than its 
rivals This consideration suggests that if two hypotheses accord with the 
same data and do not differ in other respects relevant to their confirmation, 
the simpler one will count as more acceptable.

The relevance of the same basic idea to entire theories is often illus­
trated by reference to the Copernican heliocentric conception of the solar 
system, which was considerably simpler than the geocentric one it came 
to supersede, namely, Ptolemy’s ingenious and accurate, but “gorgeously 
complicated system of main circles and sub-circles, with different radii, 
speeds, tilts, and different amounts and directions of eccentricity.”6

Though, undeniably, simplicity is highly prized in science, it is not 
easy to state clear criteria of simplicity in the relevant sense and to justify 
the preference given to simpler hypotheses and theories.

Any criteria of simplicity would have to be objective, of course; they 
could not just refer to intuitive appeal or to the ease with which a hy­
pothesis or theory can be understood or remembered, etc., for these factors 
vary from person to person. In the case of quantitative hypotheses like Hh 
H2, H,, one might think of judging simplicity by reference to the corre­
sponding graphs In rectangular coordinates, the graph of H, is a straight 
line, whereas graphs of H, and H2 are much more complicated curves 
through the four data-points. But this criterion seems arbitrary. For if the 
hypotheses are represented in polar coordinates, with u as the direction 
angle and v as the radius vector, then H, determines a spiral, whereas a 
function determining a “simple” straight line would be quite complicated.

When, as in our example, all the functions are expressed by polyno­
mials, the order of the polynomial might serve as an index of complexity; 
thus H2 would be more complex than Hu which in turn would be more 
complex than H,. But further criteria are needed when trigonometric and 
other functions are to be considered as well.

In the case of theories, the number of independent basic assumptions 
is sometimes suggested as an indicator of complexity. But assumptions can 
be combined and split up in many ways: there is no unambiguous way of 
counting them. For example, the statement that for any two points there 
is exactly one straight line containing them might be counted as expressing 
two assumptions rather than one: that there is at least one such line, and 
that there is at most one. And even if we could agree on the count, dif­
ferent basic assumptions might in turn differ in complexity and would 
then have to be weighed rather than counted. Similar remarks apply to
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the suggestion that the number of basic concepts used in a theory might 
serve as an index of its complexity. The question of criteria of simplicity 
has in recent years received a good deal of attention from logicians and 
philosophers, and some interesting results have been obtained, but no 
satisfactory general characterization of simplicity is available. As our ex­
amples suggest, however, there certainly are cases in which, even in the 
absence of explicit criteria, investigators would be in substantial agreement 
about which of two competing hypotheses or theories is the simpler.

Another intriguing problem concerning simplicity is that of justifica­
tion: what reasons are there for following the p rin cip le  o f  sim p licity , as we 
might call it, that is, the maxim that the simpler of two otherwise equally 
confirmed rival hypotheses or theories is to be preferred, is to count as 
more acceptable?

Many great scientists have expressed the conviction that the basic laws 
of nature are simple If this were known, there would indeed be a pre­
sumption that the simpler of two rival hypotheses is more likely to be true 
But the assumption that the basic laws of nature are simple is of course 
at least as problematic as the soundness of the principle of simplicity and 
thus cannot provide a justification for it.

Some scientists and philosophers—among them Mach, Avenanus, 
Oshvald, and Pearson—have held that science seeks to give an economic 
or parsimonious description of the world, and that general hypotheses pur­
porting to express laws of nature are economic expedients for thought, 
serving to compress an indefinite number of particular cases (e g., many 
cases of free fall) into one simple formula (e g., Galileo’s law); and from 
this point of view, it seems entirely reasonable to adopt the simplest among 
several competing hypotheses. This argument would be convincing if we 
had to choose between different descriptions o f  one a n d  th e sam e set o f  
facts; but in adopting one among several competing hypotheses, such as 
H[, H ,, H , above, we also adopt the predictions it implies concerning as 
yet untested cases; and in this respect, the hypotheses differ widely. Thus, 
foru = 4, H,, H2, and H, predict the v-values 150, 30, and 6, respectively. 
Now, H, may be mathematically simpler than its rivals, but what grounds 
are there for considering it more likely to be true, for basing our expec­
tations concerning the as yet unexamined case u =  4 on H, rather than 
on one of the competing hypotheses, which fit the given data with the 
same precision?

One interesting answer has been suggested by Reichenbach.7 Briefly, 
he argues as follows: suppose that in our example v is indeed a function 
of u, v = f(u ). Let g be its graph in some system of coordinates; the choice 
is inessential. The true function f  and its graph are, of course, unknown 
to the scientist who measures associated values of the two variables. As­
suming, for the sake of the argument, that his measurements are exact, he 
will thus find a number of data-points that lie on the “true” curve g. 
Suppose now that in accordance with the principle of simplicity, the sci-



enlist draw1! 11 if simplest, i c , the intuitively smoothest, curve through 
those points, Then his graph, say g,, may deviate considerably from the 
true curve, though it does share at least the measured data-points with the 
latter. But as the scientist determines more and more data-points and plot* 
further simplest graphs, g„  g,, g„ . . , these will coincide more and more 
nearly with the true curve g, and the associated functions of f t, (,, (>, . . 
will approximate more and more closely the true functional connection/. 
Thus, observance of the principle of simplicity cannot he guaranteed to 
yield the function f  in one step or even in many; hut if there is a functional 
connection between u and v, the procedure will gradually lead to a func­
tion that approximates the true one to any desired degree.

Reichenbach’s argument, which has here been stated in a somewhat 
simplified form, is ingenious, but its force is limited. for no matter how 
far the construction of successive graphs and functions may have gone, 
the procedure affords no indication at all of how close an approximation 
to the true function has been attained—if indeed there is a true function 
at all (As we noted earlier, for example, the volume of a body of gas may 
seem to be, but is not in fact, a function of its temperature alone.) More­
over, the argument on grounds of convergence towards the true curve 
could be used also to justify certain other, intuitively complex and unrea­
sonable methods of plotting graphs. For example, it is readily seen that if 
we were always to connect any two adjacent data-points by a semicircle 
whose diameter is the distance between the points, the resulting curves 
would eventually converge toward the true curve if there is one. Yet de­
spite tins “justification”, this procedure would not be regarded as a sound 
way of forming quantitative hypotheses. Certain other nonsimple proce­
dures, however—such as connecting adjacent data-points by hairpin loops 
whose length always exceeds a specified minimum value—are not justifi­
able in this fashion and can indeed be shown by Reichenbach’s argument 
to be self-defeating. His idea is thus of distinct interest.

A very different view has been advanced by Popper He construes the 
simpler of two hypotheses as the one that lias greater empirical content, 
and he argues that the simpler hypothesis can therefore more readily be 
falsified (found out to be false), if indeed it should be false; and that this 
is of great importance to science, which seeks to expose its conjectures to 
the most thorough test and possible falsification. He summarizes his ar­
gument as follows: "Simple statements, if knowledge is our object, are to 
be prized more highly than less simple ones because they tell us more, 
because tlieir empirical content is greater; and because they are better test­
a b l e . Popper makes his notion of degree of simplicity as degree of faJ- 
sifiability more explicit by means of two different criteria. According to 
one of them, the hypothesis that the orbit of a given planet is a circle is 
simpler than the hypothesis that it is an ellipse, because the former could 
be falsified by the determination of four positions that are found not to 
lie on a circle (three positions can always be connected by a circle),
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whereas the falsification of the second hypothesis would require the de­
termination of at least six positions of the planet. In this sense, the simpler 
hypothesis is here the more readily falsifiable one, and it is also stronger 
because it logically implies the less simple hypothesis. This criterion surely 
contributes to clarifying the kind of simplicity that is of concern to science.

But Popper alternatively calls one hypothesis more falsifiable, and 
hence simpler, than another if the first implies the second and thus has 
greater content in a strictly deductive sense. However, greater content is 
surely not always linked to greater simplicity To be sure, sometimes a 
strong theory, such as Newton’s theory of gravitation and motion, will be 
regarded as simpler than a vast array of unrelated laws of more limited 
scope that are implied by it. But the desirable kind of simplification thus 
achieved by a theory is not just a matter of increased content; for if two 
unrelated hypotheses (e.g., Hooke’s and Snell’s laws) are conjoined, the 
resulting conjunction tells us more, yet is not simpler, than either com­
ponent. Also, of the three hypotheses H,, H:, H, considered above, none 
tells us more than any of the others; yet they do not count as equally 
simple. Nor do those three hypotheses differ in point of falsifiability. If 
false, any one of them can be shown to be false with the same ease— 
namely, by means of one counter-instance; for example, the data-pair (4, 
10) would falsify them all.

Thus, while all the different ideas here briefly surveyed shed some 
light on the rationale of the principle of simplicity', the problems of finding 
a precise formulation and a unified justification for it are not as yet sat­
isfactorily solved.9

5 | The Probability of Hypotheses

Our survey of factors determining the credibility of scientific hypotheses 
shows that the credibility of a hypothesis H at a given time depends, strictly 
speaking, on the relevant parts of the total scientific knowledge at that 
time, including all the evidence relevant to the hypothesis and all the 
hypotheses and theories then accepted that have any bearing upon it; for 
as we have seen, it is by reference to these that the credibility of H has to 
be assessed. Strictly, therefore, we should speak of the credibility o f  a hy­
pothesis relative to a given body o f  knowledge; the latter might be repre­
sented by a large set K of statements—all the statements accepted by 
science at the time.

The question naturally suggests itself whether it is possible to express 
this credibility in precise quantitative terms, by formulating a definition 
which, for any hypothesis H and any set K of statements, determines a 
number c(H, K) expressing the degree of credibility that H possesses rel­
ative to K. And since we often speak of hypotheses as more or less probable,
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we might wonder further whether this quantitative concept could not be 
so defined as to satisfy all the basic principles of probability theory, in this 
case, the credibility of a hypothesis relative to any set K would be a real 
number no less than 0 and no greater than 1, a hypothesis that is true on 
purely logical grounds (such as 'Tomorrow it will rain in Central Park or 
it won’t’) would always have the credibility 1, and finally, for any two 
logically incompatible statements H, and H2, the credibility of the hy­
pothesis that one or the other of them is true would equal the sum of 
their credibilities c(H, or H;, K) = c(ll„ K) + c(H2, K).

Various theories for such probabilities have indeed been proposed 1IJ 
They proceed from certain axioms like those just mentioned to a variety 
of more or less complex theorems that make it possible to determine cer­
tain probabilities provided that others are already known; but they offer no 
general definition of the probability of a hypothesis relative to given 
information.

And if the definition of the concept c(H, K) is to take account of all 
the different factors we have surveyed, then the task is very- difficult, to say 
the least; for as we saw, it is not even clear how such factors as the sim­
plicity of a hypothesis, or the variety of its supporting evidence, are to be 
precisely characterized, let alone expressed in numerical terms.

However, certain illuminating and quite far-reaching results have re­
cently been obtained by Carnap, who has studied the problem by refer­
ence to rigorously formalized model languages whose logical structure is 
considerably simpler than that required for the purpose of science. Camap 
has developed a general method of defining what he calls the degree of 
confirmation for any hypothesis expressed in such a language with respect 
to any body of information expressed in the same language. The concept 
thus defined does satisfy all the principles of probability theory, and Car­
nap accordingly refers to it as the logical or inductive probability of the 
hypothesis relative to the given information."
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1. W. F Magie, ed., A Source Book in Physics, p 74.
2. A full and lucid account, on which this brief survey is based, will be found in 
Chap. 33 of G. Holton and D H. D. Roller, Foundations o f Modem Physical 
Science (Reading, Mass: Addison-Wesley Publishing Co., 1958).
3. For details, see Holton and Roller, Foundations o f  Modem Physical Science, 
Chap. 34 (especially section 7).
4. B Evans, The Natural History o f  Nonsense (New York: Alfred A. Knopf, 1946), 
p. 133.
5. This point is suggestively presented and illustrated by reference to the phlogis­
ton theory of combustion in Chap. 7 of J B. Conant, Science and Common Seme.
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A provocative general conception of the rise and fall of scientific theories is de­
veloped in T S. Kuhn’s book The Structure o f Scientific Revolutions (Chicago: 
The University of Chicago Press, 1962)
6 E Rogers, Physics for the Inquiring Mind (Princeton Princeton University' 
Press, 1960), p. 240, Chapters 14 and 16 of this work offer a splendid description 
ami appraisal of the two systems; they give more substance to the claim of greater 
simplicity for Copernicus' scheme, but show also that it was able to account for 
various facts, known at Copernicus' time, that the Ptolemaic system could not 
explain
7 11 Reichenbach, Experience and Prediction (Chicago The University of Chi­
cago Press, 1938), section 42
8 K. R. Popper, The L/rgic o f Scientific Discovery (London: Hutchinson. 1939), 
p 142 (italics are quoted) Chapters VI and VII of this book, which offer many 
illuminating observations on the role of simplicity in science, contain the pre­
sentation of tire ideas here referred to
9 The reader who wishes to pursue these issues further will find the following 
discussions helpful- S Barker, Induction and Hypothesis (Ithaca: Cornell University 
Press, 1957); "A Panel Discussion of Simplicity of Scientific Theories," Philosophy 
of Science, Vol 28 (1961), 109-71; W.V.O. Quine, 'On Simple Theories of a 
Complex World,” Synthese, Vol. 15 (1963), 103—6.
10 One of them by the economist John Maynard Keynes, in his book, A Treatise 
on Probability (London. Macmillan & Company, Ltd., 1921).
11 Carnap has given a brief and elementary account of the basic ideas in his 
article “Statistical and Inductive Probability,” reprinted in E. H Madden, ed., The 
Structure o f Scientific Thought (Boston Houghton Mifflin Company, 1960), pp. 
269-79. A more recent, very illuminating statement is given in Carnap's article, 
'The Aim of Inductive Logic” in E, Nagel, P. Suppes, and A. Tarski, eds.. Logic, 
Methodology and Philosophy o f Science Proceedings of the 1960 International 
Congress (Stanford: Stanford University Press, 1962), pp, 303-18.
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Is Evidence Historical?

Suppose that some startling new phenomenon is observed. It is unlike 
anything which has been observed before, and for quite some time the 
scientific community cannot explain it. Then a new theory is proposed 
which is able to explain the phenomenon. Should we thereby consider 
this theory to have evidence in its favor? That is, should we count the fact 
that the theory provides an explanation for this phenomenon as evidence 
that the theory is true?

Many philosophers of science would say no. A common view is that 
explanations do not count as evidence for a theory’s truth, only successful 
predictions of new phenomena do. If the new theory had predicted the 
occurrence of this startling phenomenon b e fo r e  it occurred, then (once it 
did occur) the theory would have evidence in its favor. Recently, however, 
this position requiring predictions for evidence has been challenged by a 
historian of science who claims that only explanations of previously known 
facts—and not predictions—can count as evidence for a theory.

Both sides in the dispute seem supported by some common intuitions. 
Predictions of new- phenomena are extremely impressive, and seem to 
endow scientists with a kind of mystical power to foretell the future. At 
the same time, the view requiring that a theory explain some known fact 
which other theories have been unable to explain is also intuitively ap­
pealing; we may feel that a theory’s success where others have failed must 
indicate something about its truth. In this paper I will put these intuitions 
to the test.

Before examining these opposing positions, I must clarify the terms 
being used by them. “Prediction” does not necessarily refer to a future 
event, as it does in our ordinary usage of the term, but to a correct state-

F rom Peter Achinstein and Laura J. Snyder, eds., Scientific Methods: Conceptual 
and Historical Problems (Malabar, Fla.: Krieger Publishing Company, 1994), 95- 
117.
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ment about some presently unknown phenomenon, whether it is a past, 
present, or future event. Examples include predicting that the extinction 
of the dinosaurs was caused by a collision on earth of an enormous meteor; 
that there are six quarks; that the ozone layer will be dangerously depleted 
in 100 years. Each of these facts is not yet known to be true; once dis­
covered to be true, the prediction would be considered successful. On the 
other hand, “explanation” as the term is used here has to do with facts 
already known to be true. In this dispute, a theory is said to offer an 
explanation when it can account for a known fact. For example, Newton’s 
theory of universal gravitation offered an explanation for the previously 
known fact that the tides ebb and flow.

So the dispute over whether evidence must consist in explanations or 
in predictions is actually concerned with the issue of when the evidence 
is known to be true relative to the time that the theory is proposed. If 
information e is known when theory T  is proposed, and T  explains e, then 
e is “old evidence.” If T  entails e, but e is not known when T  is proposed, 
then e is “new evidence.” In this paper I examine both the claim that 
evidence must always consist in new evidence, and the contrasting claim  
that evidence must always consist in old evidence. I argue that both po­
sitions are untenable, because the time at which e is known to be true 
relative to the theory’s invention is not relevant to its status as evidence. 
Hence, I reject what has been called the “historical thesis” of evidence, 
which holds that the time at which e is known is relevant. Evidence can 
consist in explanations as well as in predictions. This claim  is clarified by 
an examination of the concept of evidence, and the introduction of a new 
theory of scientific evidence.

■ | The Preference for Prediction

In this section I will briefly outline three types of arguments for the view 
that only successful predictions can count as evidence for a theory.

T h e  “ N o  C o i n c i d e n c e ”  A r g u m e n t

In 1846, the planet Neptune was discovered after its existence and 
position had been predicted independently by two men, U. J. J. Le Verrier 
and John Couch Adams. Perturbations in the orbit of Uranus expected on 
Newtonian theory had led these men to conclude that there must be an 
unobserved body external to Uranus’ orbit exerting an additional gravita­
tional force on the planet. Using Newtonian theory, they were able to 
calculate mathematically the mass and orbit of this unseen planet. Acting 
upon LeVerrier’s calculations, astronomers at the Berlin Observatory 
found the planet less than one degree from its expected location. From
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Newton's theory, it was possible to predict successfully the existence, po­
sition, and mass of a previously unexpected planet This success was con­
sidered further evidence for Newton’s theory of universal gravitation.

W illiam  Whewell, like other nineteenth-century intellectuals, praised 
the discovery of Neptune as a triumph of astronomy, which he termed 
the “Queen of the Sciences.” Astronomy deserved this royal title because 
of its success at predicting phenomena: not only new instances of known 
phenomena, such as eclipses, but also novel and previously unexpected 
phenomena such as an eighth planet. Whewell argued—most notably in 
a published interchange with John Stuart M ill—that “to predict unknown 
facts found afterwards to be true is . . .  a confirmation of a theory which 
in impressiveness and value goes beyond any explanation of known facts” 
(1857, 557).

W hewell’s position (unlike the others I will discuss in this section) is 
that while explanations can count as some evidence for a theory', predic­
tions are much stronger evidence. I will concentrate here on the argument 
for the evidential value of predictions, because Whewell’s type of argument 
can be used to deny any evidential value to explanations at all. The rea­
soning behind this position is as follows. Whewell claims that the agree­
ment of the prediction with what occurs (that is, the feet that the 
prediction turns out to be correct) is “nothing strange, if the theory be 
true, but quite unaccountable, if it be not” (1860, 273—4). For example, 
if Newtonian theory were not true, Whewell would argue, the fact that 
from the theory we could correctly predict the existence, location, and 
mass of Neptune would be bewildering, and indeed miraculous. He is 
using what Gilbert Harman (1965) calls the “inference to the best expla­
nation” argument That is, Whewell is claim ing that the best explanation 
for the success of the prediction is that the theory which made the pre­
diction is true. Further, he is claiming that because it is the “best” expla­
nation, it is the “correct” one. Whewell is not claiming that there is no 
other logically possible explanation for the agreement between prediction 
and event; he admits that this agreement might be due to “mere chance" 
or “coincidence.” But Whewell rejects this possible explanation as clearly 
inferior to the explanation that the theory is true.1

On the other hand, the mere fact that a theory' can explain already 
known phenomena does not count as (such strong) evidence for a theory's 
truth. If a theory is invented for the express purpose of explaining some 
phenomenon, the fact that it does explain it is certainly no coincidence. 
The reasoning seems to be that, when a theory can explain some known 
phenomenon, the possible reasons for the theory’s explanatory success are 
not merely either “coincidence” or “truth”: another possibility is added— 
the “ingenuity” of the theory’s inventor. Since the theorist knew what was 
needed to make the theory “successful” (that is, it needed to explain a 
certain known fact), it is not surprising that the theory should be able to 
do so. So the “best explanation” for the theory’s success is no longer that
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the theory is true; rather, it is that the theory’s inventor exercised much 
ingenuity in engineering a theory in order to explain the phenomenon. 
Whewell shares the suspicion with many contemporary writers that a the­
orist who knows the facts that need explaining is somehow inappropriately 
influenced by knowing what the theory has to do. Those who require 
predictions to rule out such "ingenuity” are suggesting that predictive 
successes—unlike successful explanations—are (as W hewell puts it) "be­
yond the stamp of ingenuity to counterfeit.”2

T h e  F a l s i f i c a t i o n  A r g u m e n t

In distinguishing science from "pseudosciences” such as astrology, 
people often point to predictive capability. The power to make predictions, 
which are then confirmed, is considered by many to be the hallmark of 
scientific activity. This view, and the fact that it is so widespread among 
the general public, are due in great measure to the writings of the philos­
opher Karl f ’&pper. According to Popper, science aims at *T>old conjec­
tures” about the world. Proper scientific method consists in inventing such 
conjectures, or theories, and then attempting to find evidence which 
proves them to be false. No evidence can ever prove a theory to be true, 
or evei? probably true; but a theory which has withstood the sincere at­
tempt at being proven false (that is, which has not been "falsified”) is 
considered to be "highly corroborated.” The best that any evidence can 
do, then, is to corroborate a theory.

On this view, only predictions can count as evidence, because only 
predictions are "potential falsifiers” of a theory. If a theory explains a 
known fact, this information cannot potentially falsify the theory because 
it is already known that the fact explained is true. But if a theory predicts 
an unknown fact (and if this prediction is verifiable observationally) then 
it can function as a potential falsifier: we can attempt to observe whether 
this phenomenon does, in fact, occur. If it does not, then we have falsified 
the theory which predicted it. If the predicted phenomenon d o e s  occur, 
then the theory is corroborated—that is, tested and not yet falsified.3

For example, according to this view, the fact that Kepler’s elliptical 
theory of Mars’ orbit could explain Tycho Brahe’s data is not evidence for 
the theory. Because Brahe's data were known, the fact that Kepler could 
explain them was not potentially falsifying for his theory. That is, the data 
did not provide a means for testing and possibly rejecting the theory. How­
ever, Kepler's general theory that the orbits of all the planets describe 
ellipses could be falsified. This theory entails predictions—for example, 
about as yet unobserved planetsr-that could be tested in order to falsify 
the theory. When Uranus was discovered in 1781, and Neptune in 1846, 
their orbits were found to describe ellipses; in this way, Kepler’s theory 
received corroboration.



4 6 4  ( C h . 4  In d u c t i o n , P r e d i c t i o n , a n d  E v i d e n c e

T h e  P o s i t i v e - R e l e v a n c e  A r g u m e n t

Many recent accounts of evidence are quantitative, and use proba­
bility theory in order to explicate the concept. One type of quantita­
tive account claims that for some piece of information to be evidence 
for a hypothesis, the information must raise the probability that the hy­
pothesis is true. Some, following Rudolf Camap, call this the “positive 
relevance” view of evidence; it is also referred to as the “increase in prob­
ability” view.

On this view, if h is the hypothesis and e is the putative evidence,

e is evidence for h if and only if 
p(h/e) > p(h).

That is, e is evidence for h if and only if the probability of h given e is 
greater than the probability of h alone. The increase in probability view 
is generally taken to entail that only predictions can be evidence for a 
hypothesis. This can be demonstrated using Bayes’ theorem, which follows 
from the probability calculus.

B a yes ’ th eorem : p(h/e) *
p(h) x  p(e/h) 

P(e)

It is claimed that, by definition, a known fact has a probability equal to 
one (it is “certain”). That is, p(e) = 1. Now if p(e) *  I, then, because h 
is consistent with e (because h explains e), p(e/h) = 1. Hence, using Bayes' 
theorem,

p(h/e) ■ p(h).

That is, e does not increase the probability that h is true when e is a 
known fact that h explains. On this positive relevance view of evidence, 
then, the explanation of a known fact cannot be considered evidence for
a theory.

To illustrate this view, let e be Brahe’s observations and h be the 
hypothesis that the orbit of Mars describes an ellipse. Since Brahe’s ob­
servations are a  known fact, p(e) = 1; and since h is consistent with e, 
p(e/h) = 1. Using Bayes’ theorem, we get the result that the probability 
that h is true given e is equal to the probability that h is true without e. 
Hence, e does not raise h’s probability, and so it is not evidence for h.

A successful prediction, on the other hand, always counts as evidence 
according to this view. Because a prediction is not yet known to be true 
(it is not certain), p(e) < 1 when e is a prediction. And since h entails e 
(that is, h leads to the prediction that e), p(e/h) = 1. Again using Bayes’



theorem, we get 

p(h/e) > p(h).
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Kepler’s hypothesis that the orbit of Mars describes an ellipse entails 
the prediction e1 that tomorrow, Mars will be in a certain position. Since 
it is at present uncertain that e' is true (since it has not yet occurred), 
p(e') < 1. However, since h entails e', p(eVh) = 1. Therefore when e' 
is found to be true, it will raise the probability that h is true, since 
p(h/e') > p(h)/*

■ I The Case for Explanation

In a recent series of articles the historian of science Stephen Brush has 
argued against all views requiring that evidence be “new.”5 His claim is 
that a prediction cannot be "reliable” evidence for a theory; only expla­
nations of known faqts can count as evidence for scientific theories.6 Brush 
illustrates his claim with.several examples, including one drawn from gen­
eral relativity theory. I will briefly examine this example, in order to ex­
plicate his position.

After Einstein devised his theory of general relativity, he found that it 
could offer an explanation of a previously known fact; it could account 
for the advance of Mercury's perihelion. This phenomenon (referred to 
as "Mercury’s orbit”) is the fact that Mercury is closest to the sun at dif­
ferent points of its orbit during successive revolutions around the sun. The 
presence of other planets causes the orbit of a planet to be perturbed— 
that is, the axis of the orbit’s ellipse rotates slowly relative to the fixed stars. 
In the case of Mercury, the observed perturbation is larger than that which 
is calculated by Newtonian theory. Einstein was able to construct an elab­
orate derivation showing that general relativity theory entailed this dis­
crepancy of 43" of arc per century between the theoretical (Newtonian) 
value and the observed position. Einstein showed that if the initial orbit 
of Mercury is calculated using general relativity theory, and the value thus 
obtained is added to the Newtonian value of perturbation caused by other 
planets, this total exactly conforms to the observed result. Hence his new 
theory was able to explain a known fact previously considered inexplicable.

Einstein’s theory also entailed two predictions of novel phenomena. 
One of these was the gravitational redshift of spectral lines (that is, the 
prediction that the frequencies of celestial spectral lines should be shifted 
to measurably lower frequencies compared to those of terrestrial spectral 
lines). This prediction was not accurately confirmed experimentally until 
1960. The other, which was confirmed during Einstein’s lifetime, was the 
phenomenon of light-bending. Einstein’s theory entailed the prediction 
that light passing a massive body such as the sun on its way to Earth would



4 6 6  | C h . 4 In d u c t i o n , P r e d i c t i o n , a n d  E v i d e n c e

be attracted by the body’s gravitational force. As a result, light from a 
distant star should be deflected as it passes the sun on its way to the Earth. 
In 1915 Einstein made his final calculation of the degree of deflection 
which should occur. This result could be observed by comparing the rel­
ative positions of a star when the sun is near the path of its light and when 
the sun is not. The first position would be visible only during a solar 
eclipse, when the sun’s own light would not be blocking the light from 
the nearby star. Einstein’s prediction was confirmed during the solar 
eclipse of May 1919.

ns that, contrary to what proponents of the predictivist view 
iis prediction of a quite unexpected phenomenon was not 
than the explanation of Mercury’s orbit; rather, the expla­

nation was better evidence for the truth of general relativity theory. His 
reasoning is that

a successful explanation of a fact that other theories have already failed to 
explain satisfactorily (for example, the Mercury' perihelion) is more convinc­
ing than the prediction of a new fret, at leaS&jintil competing theories have 
had a chance (and failed) to explain it. (1989, 1127, my emphasis)

By the time Einstein gave his explanation for Mercury’s orbit, other the­
ories had tried and failed to explain it. However, since light-bending was 
a newly discovered phenomenon, other competing theories had not yet 
had the opportunity to explain it. Besides claiming that the explanation 
was "more convincing,” Brush makes the stronger, noncomparative claim 
that a successful prediction cannot become good or "reliable” evidence 
for a theory until other theories have had their shot at explaining the new 
phenomenon. (I call this the “equal opportunity” requirement of Brush's 
view.) He asserts that “light-bending could not become reliable evidence 
for Einstein’s theory until those alternatives failed” (1989, 1127). Hence, 
Brush claims “it was only ten years after the initial report of light-bending” 
that it could be “plausibly asserted” that the phenomenon was evidence 
for Einstein's theory (1989, 1126).7

Bru^h clain 
would ajrgue, tk 
better evidence

■ I The Concept of Evidence

All of the views which claim either that evidence must consist in predic­
tions of unknown phenomena or that ¡it must consist in explanations of 
known facts agree with what has been Called the “historical thesis.”8 This 
thesis holds that, on any plausible theory of evidence, the time at which 
e is known relative to the invention of; h is relevant to whether e is evi­
dence for h. In the case of the predictivist positions examined, e is evi­
dence for h only if e was not known to be true at the time that h was 
proposed, but was discovered to obtain sometime thereafter. Brush’s view



Snyder ■ Is Evidence Historical? I 467

also entails the historical thesis, by claiming that for e 10 be evidence for 
h, e must have been known to be true before h was proposed. Other views 
which conform to the general historical thesis are those which claim that 
the time at which e is known to be tTue is relevant to how strongly e 
confirms h: for example, Whewell’s view that predictions are stronger ev­
idence than explanations. In the remainder of this paper I will argue that 
the historical thesis is incompatible with any theory of evidence that cap­
tures how the concept is used in science. Hence both positions in the 
explanation versus prediction dispute are untenable.

What is evidence? That is, what is it to claim that some information 
e is evidence for, or confirms, a hypothesis h? Roughly' speaking, it is to 
claim that e gives a reason for believing in the truth of h.9 When we say 
that the spots on John’s face are evidence that he has the measles, w»e 
mean that the presence of the spots gives a reason to believe that John 
has the measles. Note that evidence need not be conclusive.10 There can 
be a reason to believe that John has the measles without it being true that 
he is so afflicted.

Reasons for belief can be either personal or impersonal. Personal rea­
sons for belief are relativized to a particular person; that is, some infor­
mation e might be person P’s reason for believing a hypothesis. There are 
two ways in which a reason for belief can be personal. The first is factual: 
e is person P’s factual reason for believing h only if P in fact believes h 
for the reason that e. There is also a normative way in which a reason for 
belief can be personal: e is person P’s normative reason for believing h 
only if, given P’s knowledge and beliefs, e gives a reason for P to believe 
h, whether or not P does believe h for the reason that e. Another way of 
expressing this normative relativization is that person P should believe h 
for the reason that e, even if, in fact, P does not believe h at all or believes 
h for another reason.

A reason for belief that is impersonal is one which is not relativized 
to any particular person. That is, if e is an impersonal reason to believe h, 
then it provides a reason for anyone to believe h, whether or not any 
particular person does, in fact, believe h for the reason that e, or whether 
any person should, given his other beliefs and knowledge, believe h for 
the reason that e. For example, the fact that the water in the puddle 
outside is frozen solid (e) is an impersonal reason for anyone to believe 
that the outside temperature is zero degrees Celsius or below (h), even if 
a particular person does not (and should not, given his lack of knowledge 
of the Celsius scale) believe h because of e.

In science, evidence is used in the impersonal sense. When a scientist 
publishes experimental results, claiming that these constitute evidence for 
a certain theory, she is not claiming merely that these results constitute 
her personal (factual or normative) reason for believing the theory. Rather, 
the scientist is claiming that the results constitute a reason—a reason for 
anyone—to believe the theory'. Of course, others may disagree with this
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assessment; but in such cases the disagreement is over whether some in­
formation truly is a reason for everyone to believe h, or whether it is reason 
enough.

This impersonal use of evidence is seen in several professional activ­
ities performed by scientists. First, scientists engage in public debate over 
theory-choice. That is, they argue amongst themselves over which theory 
of a group of competitors is the most reasonable theory to believe. For 
example, some medical researchers are currently arguing over whether 
there is more reason to believe that HIV infection causes AIDS, or that it 
is not a cause but merely a coexisting condition." Scientists generally 
invoke evidence in these debates (for example, the evidence that a small 
number of patients with AIDS do not seem to be infected with HIV). The 
use of evidence in debating over theory-choice demonstrates that scientists 
do not consider evidence to be a personal concept. If scientific evidence 
were personal in the factual sense, then there would be no basis for debate 
at all; scientists S i and S2 could merely report the hypotheses they each 
believe and the reasons for which they believe them.

It might be argued^ against my claim, that argument over theory- 
choice takes place at the"level of normative personal reasons for belfefi, 
that is, that when a scientist argues that e is a reason to believe h he means 
that other scientists who share his beliefs and knowledge should believe h 
because of e. While scientists may make this kind of argument, by so 
arguing they are not utilizing the normative personal concept of evidence. 
In such argument an appeal is made to beliefs and knowledge assumed 
to be shared by a group, not to the specific beliefs and knowledge of a 
particular individual. Moreover, a scientist invoking evidence in theory- 
choice debate is claiming more than just “those scientists who share my 
knowledge and beliefs ought to believe h because of e.” The scientist is 
claiming, rather, that e is a reason for anyone to believe h, even those who 
lack his knowledge and beliefs. Thus, for example, the medical researchers 
arguing for the hypothesis that HIV is not the cause of AIDS are claiming 
that their evidence is a reason for anyone—other medical researchers, doc­
tors, politicians, the general public—to believe h, no matter what other 
beliefs they might have. This is clearly a use of evidence as an impersonal 
concept. Of course, there is not always enough evidence known to choose 
between theories on the basis of the evidence; but my claim is that on 
any plausible theory of evidence, it must be possible in principle for such 
a choice to be made.12

Another professional activity performed by scientists is to evaluate, and 
occasionally to reject, the evidential claims of other scientists. This activity 
also exemplifies the impersonal character of evidence in science. For ex­
ample, in recent years the scientific community has judged that the ex­
periment which was claimed to provide evidence for cold fusion does not 
provide evidence that cold fusion occurred. Note that this judgment is not 
about whether the experimenters Fleischmann and Pons had a personal
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reason (either factual or normative) to believe in cold fusion because of 
their experiment. Rather, scientists have concluded that the reported ex­
perimental data are not, in fact, reason for anyone to believe that cold 
fusion occurred. Fleischmann and Pons are therefore judged to have been 
incorrect in their claim that there is an impersonal reason to believe in 
cold fusion.*

Any plausible theory o f evidence (that is, one which captures how the 
concept is used in science) must account for this impersonal use of evi­
dence in science. Various philosophical explications o f the concept of 
evidence have been proposed. These are either objective or nonobjective. 
A general condition for objective concepts of evidence is as follows:

O b je c t iv e  C o n c e p t  o f  E v id en c e :  whether e is evidence for h does not 
depend upon anyone’s beliefs or knowledge about e, h, or anything 
else. Hence if some e is evidence for h, it is so regardless o f what any 
person knows or believes.

Particular objective theories o f evidence are given by Carnap, Hempel, 
Glymour, and Achinstein, among others.13 All satisfy this general objective 
condition. For example, Hempel’s inductive account o f evidence claims 
that a universal hypothesis is confirmed by its positive instances; hence 
the laSv “all crows are black” is confirmed by the existence o f a black crow. 
This is so whether any person knows or believes that the crow exists, and 
even if no person knows or believes that a black crow is evidence for the 
hypothesis “all crows are black.” Glymour’s “bootstrapping” model o f con­
firmation builds upon this positive-instance account, bringing in the idea 
that parts of a theory can be used to confirm other parts. In Glymour’s

• The cold fusion fiasco began in March 1989, when Stanley Pons and Martin 
Fleischmann. two chemists working at the University of Utah, announced to the 
world's press that they had obtained controlled nuclear fusion at room temperature 
in a specially designed electrolytic cell containing heavy water. This announce­
ment came before their w'ork had been published in a refereed journal and while 
the details of their apparatus remained sketchy. Most physicists were skeptical 
because what Pons and Fleischmann described would violate widely accepted 
principles of nuciear physics. After some reports of confirmation by other groups 
(which were later retracted), repeated failures to duplicate the results of Pons and 
Fleischmann led everyone to the conclusion that there is no such thing as cold 
fusion. What Pons and Fleischmann had taken to be evidence for it—very small 
increases in temperature and the apparent production of neutrons—were artifacts 
of their equipment and measuring techniques. When rigorous controls were in­
stituted, the effects disappeared. The case was controversial because, by going 
public the way that they did, Pons and Fleischmann circumvented the normal 
process of scientific review and publication. Such is the enormous commercial 
potential that cold fusion would have if it were real that large sums of money were 
earmarked for the research of Pons and Fleischmann solely on the basis of their 
premature announcement. The media hype surrounding it was intense but brief.
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account, e confirms h (relative to some theory T) regardless of whether 
anyone knows or believes that e is true or that e is evidence for h. Achin- 
stein’s view incorporates the following conditions: e must be true, h must 
be highly probable given e, and it must be highly probable that there is 
an explanatory connection between h and e.14 Again, this view does not 
require that anyone knows or believes that e or h is true, or that any of 
these conditions obtain.

Objective theories of evidence have been preferred by many philos­
ophers o f science in part, I think, because any theory which satisfies this 
objective condition is able to capture the impersonal sense of evidence in 
science. (Note, however, that I am not claiming that only objective the­
ories are impersonal; below I discuss a nonobjective impersonal theory of 
evidence.) Objective theories are not relativized to any person; when some 
information is deemed evidence for a hypothesis it is considered to be 
evidence for h for anyone. If the conditions of a particular objective theoiy 
are met, e is evidence for everyone. Conversely, if these conditions are 
not met, then e is not evidence for h for anyone. Thus objective theories 
can a'oçount for die fact that scientists invoke evidence as an impersonal 
concept'in debating over theory-choice and in evaluating evidential 
claims.

Writers on die historical diesis have failed to realize that the historical 
thesis is incompatible with any theory o f evidence that is objective. Oh 
any objective view, the time at which e is known relative to the invention 
o f h cannot be relevant to whether e is evidence for h. As we have seen, 
the objective condition for evidence explicidy denies all relevance to what 
any person knows or believes about e, h, or anything else. So, for instance, 
if e is evidence for h, on an objective view, it is evidence for h whether 
or not any person knows or believes that e is true. On such views, if John 
has spots of a certain kind, then there is a reason to believe that he has 
measles, even if no one has seen these spots—that is, even if no person 
knows that e is true. Indeed on. objective views o f evidence, even if no 
person ever knows about die spots, they are still evidence that John has 
the measles. Clearly if e does not need to be known in order to confirm 
h, then it makes no sense to require that it must be known either before 
or after h is invented, in order to confirm it.

So if we want to accept the historical thesis, as many do, we must 
consider whether it is compatible with any nonobjective view of evidence, 
and whether any such view can capture the impersonal feature of scientific 
evidence. Defining “nonobjective” evidence in opposition to objective ev­
idence, we get the following general condition:

Nonobjective Concept o f Evidence: whether e is evidence for H at time
t does depend on what someone (either a particular person or a partic­
ular group) knows or believes about e, h, and/or something else at t.



At first glance this approach looks promising in terms o f the historical 
thesis, since nonobjective views consider what is known when the eviden­
tial claim is made to be relevant in determining whether e is evidence 
for h.

Let us first examine the most well-known nonobjective theory o f ev­
idence, “subjective Bayesianism.” The subjective Bayesian view o f evi­
dence is a quantitative one, defining evidence in terms o f probability (that 
is, as satisfying the standard axioms o f die mathematical probability cal­
culus). The subjective Bayesians are proponents o f the positive-relevance 
view discussed in the first section o f this paper; that is, they consider that 
evidence must raise the probability o f a hypothesis. However, unlike ob­
jective probabilists, they define probability in subjective terms. According 
to them, the probability o f h given e for a person P is defined as P’s degree 
of belief in h given the information expressed by e. A  person’s degrees of 
belief are characterized in terms o f his attitudes towards real or potential 
bets on the truth o f h. Subjective Bayesians demonstrate that one’s set o f 
degrees o f belief in all hypotheses must satisfy the probability calculus in 
order to avoid the situation that one’s betting behavior would hqcessarily 
result in loss. If one’s set o f degrees o f belief satisfies the probability cal­
culus, then subjective Bayesians speak o f this set as coherent. Hence on 
this view, evidence can be defined in the following way: e is evidence for 
h for person P if and only if (i) e increases P’s degree o f belief in h, and 
(ii) the degree of belief in h given e is part o f a probabilistically coherent 
set of beliefs that P has.15

This nonobjective view o f evidence is readily compatible with the 
historical thesis. In fact, prominent critics o f subjective Bayesianism such 
as Glymour have rejected the view because o f its supposed entailment of 
the predictivist side o f the historical thesis.16 Recall that in the first section 
the positive-relevance view o f prediction was discussed. There I demon­
strated how, using Bayes’ theorem, it was claimed that only predictions of 
unknown facts could raise the probability o f a hypothesis. The subjective 
Bayesian view also requires an increase in probability. Hence the subjec­
tive Bayesian is taken to require predictions for evidence.17

Although subjective Bayesianism seems to entail the historical thesis, 
this theory does not capture the nature of evidence as it is used in science. 
In fact, the subjective Bayesian view denies that there is an impersonal 
concept o f evidence; it makes evidence only a personal matter. Relative 
to their different sets o f degrees o f belief, two people can (and often must, 
to satisfy the coherence condition) have vastly different degrees o f belief 
in a particular hypothesis given the same evidence.1* Indeed, the fact that 
John has spots o f a certain kind on his face might be evidence for two 
contrary hypotheses. For John’s doctor, the spots might be a reason to 
believe the hypothesis that John has the measles (and was not cursed by 
a witch). But at the same time, for John’s superstitious grandfather the
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spots might be evidence for the contrary hypothesis that John has been 
cursed by a witch. Because the same evidence can equally well support 
two conflicting hypotheses, relative to the differing sets of beliefs two peo­
ple may possess, the subjective Bayesian view does not provide a basis for 
a scientific community to debate over theory-choice. On the basis of e, 
the doctor will choose one theory, the grandfather another, and neither 
will worry about the disagreement between them.

To a limited extent, the subjective Bayesian view does allow for the 
evaluation of evidential claims made by scientists. If scientist P claims that 
e is his evidence for h, but P’s degree of belief in h makes his complete 
set of beliefs incoherent, then we can reject P’s claim that e is his evidence 
for h. If the doctor claims that e is evidence that John has been cursed 
by a witch, we can reject this evidential claim as incoherent with the 
doctor’s complete set of beliefs (assuming that it is incoherent with her 
beliefs). However, since such evaluation is relative to a particular person’s 
set of degrees of belief, we cannot reject any evidential claim if it is con­
sistent with the person’s set of degrees of belief. So, for example, we cannot 
reject the grandfather’s claim that John’s spots are evidence that he has 
been cursed by a witch, as long'-as this belief is part of a probabilistically 
coherent set of beliefs held by the grandfather. On this view, scientists 
would not be justified in rejecting the evidential claims regarding cold 
fusion made by Fleischmann and Pons, if these claims are coherent with 
the experimenters' personal sets of beliefs.

Accordingly, subjective Bayesianism fails to capture the impersonal 
nature of evidence as the concept is used by scientists. However, I am not 
claiming that only objective notions of evidence can do so. On the con­
trary, there is a nonobjective view which captures this impersonal nature 
of scientific evidence, and which has not been discussed by philosophers 
of science. This is a more plausible nonobjective view than subjective 
Bayesianism. The concept of evidence it proposes is nonobjective because 
it depends on people’s knowledge or beliefs; yet unlike the subjective 
Bayesian view, it is not relativized to the knowledge and beliefs of any 
particular person. Instead, it is relativized to some “total current body of 
scientific knowledge.” On this view, evidence for a hypothesis h is a reason 
for any person to believe h at time t, given some body of knowledge known 
at t. Thus, for example, spots of a certain kind are evidence for measles 
at the present time, because (given our current medical knowledge), the 
presence of these spots on a patient’s body is a reason for anyone to believe 
that the patient has measles.

By a “total body of knowledge” I mean what Newton means by “phe­
nomena,” as the term is used in the Principia.19 Newton suggests by his 
examples that the “phenomena” consist in facts that have been established 
by observation. Further, these facts are presumed to be non controversial; 
that is, the “phenomena” consist in facts that are agreed upon by scientist 
who- are aware of the observations, and which would be agreed upon by
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other scientists once they were made aware of them. Note, then, that not 
every person needs to know or believe these facts. Nonscientific laypeople 
may well not know all or even most of the facts constituting the “total 
body of knowledge.” Even among scientists, there will be many who would 
not realize the truth of certain facts even if they were made aware of the 
relevant observations; for example, a medical researcher may not be in a 
position to agree or disagree on certain facts of physical astronomy. Here 
we can appeal, somewhat roughly, to the notion of "scientific experts” 
who establish the contents of the current body of scientific knowledge. 
Medical researchers establish the body of medical knowledge, while as­
tronomers and physicists establish knowledge about celestial bodies and 
their motions. The important aspect of this notion is that the "body of 
knowledge” consists in noncontroversia! facts accepted by the scientific 
experts (a weaker version would include beliefs which are generally 
thought to be facts by the experts but might later turn out to be false).

When there is disagreement among the experts in a particular field, 
as there is now over the causal relation between HIV and AIDS, the 
disputed information is not part of this body of accepted knowledge. 
Hence this is a temporal concept; what is considered accepted knowledge 
changes over time. For example, today it is accepted by the experts that 
the moon has mountains and valleys on its surface. But before Galileo 
turned the telescope to the heavens and observed the moon, the experts 
believed that the moon's surface was smooth. Even when Galileo observed 
that the moon had an irregular surface, this fact was controversial for many 
years, until it was accepted that the telescope did indeed accurately rep­
resent celestial bodies. Until the scientific experts agreed, this fact was not 
part of what I am calling the “total body of knowledge.”20

This nonobjective concept of evidence satisfies the following con­
dition:

“Expert-relative” Concept: e is evidence for h at time t only if there
is some body of information b that is known by the “experts” at t and,
given b, e is a reason to believe h.21

This nonobjective concept of evidence, unlike the subjective Bayesian 
one, is able to account for the impersonal nature of evidence at any given 
time. On this view, evidence is not relativized to the knowledge and beliefs 
of any particular person; so if some e is determined to be evidence for h 
at time t, it is evidence for h (at t) for anyone. Unlike the objective view's, 
this theory makes evidence a contextual matter, dependent upon the his­
torical and epistemic circumstances surrounding the evidential claim. I 
will illustrate these aspects of the expert-relative concept of evidence by 
taking an intuitive (if somewhat gruesome) case. Suppose I discover a 
headless body with its severed head lying several feet aw'ay. The state of 
these body parts (e) constitutes very good reason for any person to believe



the hypothesis (h) “this person is dead,” relative to all current medical 
knowledge (b). As opposed to the subjective Bayesian view o f evidence, e 
is evidence for h for everyone, even for those people who do not know or 
believe this medical knowledge. And on this view', in contrast to the ob­
jective views, e might not always have been evidence for h. The first time 
a decapitated body was observed by a primitive society, it would not have 
been a reason to believe that the person was dead, if the “total current 
body o f knowledge” did not yet include the information that humans 
cannot live without their heads attached to their bodies.

This expert-relative notion of evidence allows for the invoking o f ev­
idence as an impersonal concept in debates over theory-choice. In this 
example, e (John’s decapitated body) provides a basis for debating over 
which hypothesis is more reasonable to believe at the present time: hj 
(John is dead) or h: (John is not dead). Given our current knowledge, e 
is a reason, at this time, for anyone to believe hj rather than h: . Further, 
on this nonobjective view it is possible to evaluate and reject evidential 
claims. And unlike on the subjective Bayesian view, these evaluations are 
not relative to any particular person’s background beliefs or knowledge. 
On this view, e is evidence for h even if e is not my personal reason for 
believing in h (in either the factual or normative sense). For example, if 
I do not know that medical knowledge dictates that headless human bodies 
cannot be alive, or if I disagree with the experts on this, I might not believe 
h on the basis of e. Yet regardless of what I believe, e would still be an 
excellent reason now (given b) to believe that die person is dead. My claim 
that e is not evidence for h can—and should—be rejected*

On the expert-relative view, evidential claims must be evaluated con­
textually, relative to the contents o f b at the time the claim is made. For 
this reason, the expert-relative notion o f evidence can be useful in studying 
the history o f science, particularly in cases where evidential claims are 
sound, relative to what was known by the experts at die time they were 
made, but unsound given what we know today. For example, in the second - 
century a .d . Ptolemy argued that the Earth does not rotate about its axis 
(h). He claimed that his evidence for h  was that when a stone is tossed 
up vertically, it is observed to land straight down in the same position from 
which it was thrown (e). Ptolemy asserted that e was a reason to believe 
h because, if the Earth were rotating eastward, then the stone should be 
observed to land west of its starting point (because die Earth would have 
rotated slightly during the time the stone was in the air). Relative to his 
knowledge and beliefs e increased his subjective degree o f belief m h (he 
already had a high prior degree o f belief in h); further, believing in h to 
the degree he did was coherent with Ptolemy’s complete set o f beliefs. So, 
with the subjective Bayesians, we can say that e was Ptolemy’s personal 
reason for believing h. But we can make a stronger evidential claim than 
this. It is also the case that, relative to the total body o f knowledge of his 
time (which did not include knowledge o f inertial motion), e was a reason
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for anyone to believe h. Relative to the contents of b at time t, e was an 
impersonal reason to believe h. So we can use this expert-relative notion 
of evidence to evaluate Ptolemy's evidential claim in the impersonal sense, 
even though, relative to our current knowledge, e is not an impersonal 
reason to believe h.22

This nonobjective concept of evidence, then, is able to capture the 
impersonal nature of evidence at a given time in science. Yet, like the 
objective notion of evidence, this expert-relative view is incompatible with 
the historical thesis. Even on this view, which is relativized to what is 
known by the experts, e can be evidence for h regardless of whether any 
person knows that e is true. For example, given that current medical 
knowledge includes knowledge that spots of a certain kind are always ac­
companied by measles, the presence of these spots on John’s body (e) is 
a reason to believe that John has the measles (h). It is evidence for h 
because the fact that he has those spots (e), given what is now noncon- 
troversially known about such spots (b), gives a reason for believing that 
h is true. This is so even if there is no person, as yet, who knows that John 
has the spots. Hence, this e is evidence even if no person knows t h a t i s  
true. Moreover, e can afeo.be evidence on the expert-relative view if e'rs . 
known to be true (either by one person or by “the experts”). For example, 
prior to Newton’s formulation of his law of universal gravitation, it was 
known that unsupported bodies fall. This information e was part of b (it 
was known by the experts); still, this e was evidence for Newton’s universal 
theory. On the expert-relative theory of evidence, the time at which e is 
known to be true by anyone or even by everyone is not relevant to its 
status as evidence for h.

■ { Scien tific Evidence and the H istorical Thesis

I have shown that while the historical thesis is compatible with a personal 
theory of evidence, such as the subjective Bayesian view, any purely per­
sonal theory is seriously flawed in not capturing the nature of evidence as 
it is used in science. In science, evidence is an impersonal concept. On 
impersonal concepts of evidence, such as the expert-relative view and the 
objective views, some e can be evidence for h whether or not any person 
knows or believes that e is true. Hence the time at which e is known is 
not relevant to whether e is evidence for h, as the historical thesis holds.

Some might argue that e cannot be evidence for any hypothesis if no 
one knows that e is true, and might suggest prima facie rejection of the­
ories of evidence which entail this conclusion. This response, however, 
conflates the distinction between being evidence and being used as evi­
dence. Suppose a doctor wants to consider the hypothesis “this patient has 
AIDS.” The doctor must decide whether or. not there is evidence for this
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hypothesis; that is, whether there is a reason to believe that the patient 
has AIDS. T he doctor then performs a blood test w h ich  discovers the 
p resence of the HIV virus. W hile  it is still not c e rta in  that the patient does 
have AIDS (the virus is present before AIDS develops, and in fact not all 
in fected  people ever develop AIDS), the doctor c learly  does have some 
reason for believ ing that the person has AIDS; and this reason exists even 
before the doctor realizes that it does.0 Of course, it is only after the 
p resence of the virus is detected that the doctor know s there is evidence, 
or can  invoke  this fact as evidence, but these are different matters.

T h is  is why in science, as in crim inology, we speak of discovering— 
rather than inventing or creating—evidence. W hen  a detective finds a 
suspect’s fingerprints at the crim e scene, we say that she has discovered  
ev id ence  (provided, of course, that she has not p lanted the prints there 
herself. In this case, we say she has fabricated evidence, not that she has 
found evidence.) S im ilarly, scientists discover evidence that existed before 
it was found Given the presence of HIV in a patient s blood there is a 
reason to believe the patient has AIDS, just as the presence of the suspect’s 
fingerprints on the bloody chainsaw near the decapitated body is a reason 
to be lieve the suspect committed the murder, even before the virus or the 
prints are discovered. This is why detectives can speak of destroying evi­
den ce  by hand ling  objects before they are dusted for fingerprints; that is, 
destroying the evidence that exists but needs yet to be discovered. On the 
o ther hand , scientists can also discover an evidential relation between 
som e inform ation which was previously known, and a hypothesis. For 
exam p le , doctors discovered that certain kinds of spots, w hich  were already 
know n to occur, were evidence that a patient has m easles. If some infor­
m ation  gives a reason to believe h, then it is evidence for h whether it is *

* As with any viral infection, we have to distinguish three things: the patient having 
antibodies to the virus, the presence of the virus in the patient’s body, and the 
patient having symptoms characteristic of the disease (or ‘‘syndrome”) caused by 
the virus. Most blood tests for AIDS (the ELISA test, for example) detect antibod­
ies. For several weeks immediately after infection with the human immuno­
deficiency virus (HIV), the antibody test is likely to be negative even though the 
virus is present in the patient’s body. Also, a patient can test positive and yet be 
virus-free, either because the test yielded a false positive or, as in the case of some 
infants born to seropositive women, because the antibodies, but not the virus, are 
present in the patient’s body. In addition, a person can be infected with HIV for 
ten years or more before manifesting the symptoms of full-blown AIDS Presum­
ably, Snyder is referring to those rare individuals who, at the time of her article 
(1994), had been seropositive for HIV for many years but had not developed (and 
perhaps still have not developed) full-blown AIDS. Such cases are of intense in­
terest to AIDS researchers, since they suggest that some people have something in 
their bodies that slows down the rate at which the virus replicates. The definition 
of AIDS used by the Centers for Disease Control in Atlanta, which has changed 
with advances in our knowledge, now includes HIV infection as a necessary (but 
not a sufficient) condition.
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discovered to be true after h is invented or before it is—whether e is new 
evidence or old.2’

I will close by paraphrasing Gertrude Stein: "evidence is evidence is 
evidence.” The time at which some information is known relative to the 
forming of a theory is as irrelevant to its evidential value as is the time of 
day a rose is smelled to its status of being a rose.24

■ | Notes
1. Wesley Salmon (1966) similarly argues that, when a "daring” prediction is
successful, “. . it is not likely to come out right unless we have hit upon the
correct hypothesis. Confirming instances are not likely to be forthcoming by sheer 
chance” (119).
2. John Worrall (1989) uses a version of this “no coincidence” argument in pre­
senting his "heuristic” theory of evidence. A theory’s empirical success, he claims, 
can be explained either by chance (an option Worrall rejects), by the theory’s 
truth, or by the theory being "engineered” by the ingenuity of its creator His 
heuristic approach is intended to preclude the third option, so that the only plau­
sible option is that the theory is true. My arguments against views requiring either 
new or old evidence likewise work against Worrall’s theory, insofar as it considers 
relevant the time at which e was known by h’s creator relative to h ’s invention. 
See also Gardner (1982).
3. See Popper (1959), especially 40-42. In a related vein Giere has more recently 
argued that "if the known facts were used in constructing the model and were 
thus built into the resulting hypothesis . . . then the fit between these facts and 
the hypothesis provides no evidence that the hypothesis is true [since] these facts 
had no chance of refuting the hypothesis” (1984, 161).
4 Indeed, the more unlikely the prediction is, the more it increases the probability 
of the hypothesis when it is confirmed; that is, the smaller the figure in the de­
nominator [p(e)], the larger p(h/e). Hence, successful predictions of surprising 
phenomena (what is contrary to expectation) count as the best evidence for a 
theory, on the positive-relevance view.
5. See Brush (1989), (1990), (1992), and (1993).
6. Brush argues for both a historical and a logical claim. The historical claim  is 
that scientists do, in fact, prefer explanations to predictions as evidence. But he 
also presents a logical claim aimed against “Popper’s thesis”: that is, Brush argues 
that scientists should  prefer explanations, because only explanations can be “reli­
able” evidence.
7. But note that there are other important reasons why the 1919 eclipse results 
may not have been “reliable” evidence. For one thing, the values obtained scatter 
around Einstein’s predicted value, with probable errors large enough to include 
it; hence it is not obvious that the results do confirm the exact prediction. It is 
telling in this regard that it took four months of calculations before the scientific 
team making the observations concluded that the results d id  confirm the predic-



tion. The eclipse occurred May 29; Einstein was not notified of the success until 
September 27; and the results were not announced to the public media until early 
November.
8. For discussions of “historical” views of confirmation, see Musgrave (1974) and 
McMullin (1979).
9. I am agreeing with the intuitive notion of evidence put forth by Achinstein 
(1983), although not with the details of his particular theory.
10. “Reasonableness to believe” is generally, and I think correctly, linked to the 
probability or the likelihood of the hypothesis. If e makes it reasonable to believe 
h, then h is very probable, given e. Proponents of the positive-relevance view 
discussed in the first section argue, by contrast, that e must increase the probability 
of h, and does not need to make h very probable.
11. Science, 260 (28 May, 1993), 1255-6, 1273-8.
12. To deny this role of evidence, and claim that scientists cannot use evidence 
as a means of deciding among theories, would be to claim that science is nonra- 
tionai; that is, that scientists must always choose which theories to believe on the 
basis of social, political, and/or rhetorical reasons which have nothing to do with 
the attempt to discover how the world really works. While it may be true that 
scientists sometimes do, in fact, choose among theories in this nonrational way, it 
surely goes too far to claim that they do and should on ly  choose which theories 
to believe on the basis of nonrational considerations.
13. See the following articles collected in Achinstein (1983): Carl G. Hempel, 
“Studies in the Logic of Confirmation,'’ 10—43; Rudolf Carnap, “The Concept of 
Confirming Evidence,” 79-94; Clark Glymour, “Relevant Evidence,” 124-44; 
and Peter Achinstein, “Concepts of Evidence,” 145—74.
14. Note that these are Achinstein's conditions for poten tia l evidence.
15. For a full discussion of the subjective Bayesian position, see Howson and 
Urbach (1989).
16. See Glymour (1980), 85-93.
17. However, Howson and Urbach (1989) have argued that the predictivist posi­
tion is not entailed by their view, because the conditional probability p(e/h) should 
be set for the counterfactual situation where one does not know, in advance, that 
e is true. Using this value of p(e/h) to determine p(h/e), the evidential value of e 
for h measures the extent to which e w ou ld  increase a person’s degree of belief. 
So on their construal of the subjective Bayesian position, the historical thesis is 
rejected (see 270-75).
18. The Bayesians claim that, in fact, people do come to have the same or similar 
degrees of belief in certain hypotheses; as more confirming instances of a universal 
law are observed, it becomes more likely that we will agree in expecting the next 
instance to also be a confirming one (there will be a “convergence of belief”). 
But this probabilistic claim has been defeated by John Earman (see his 1985). 
Moreover, our shared belief would extend only to the next instance, not to the 
belief in the truth of the hypothesis itself.
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19. See Prin cip ia , Book III. For a more lengthy discussion of Newton and “the 
phenomena,” see Achinstein (1991), 33—5.
20. To flesh out this view further, it would be necessary to explain how exactly 
the experts are to be distinguished from the nonexpert nonbelievers. That is, we 
need a way to determine when disagreement signals ongoing controversy among 
scientific experts (as in the AIDS research community), and when it signals merely 
the disagreement of the nonexpert (as when the Church continued to deny the 
findings of Galileo, even after scientific controversy ended). This could be done 
to some extent by examining publications in respected scientific journals, mem­
bership in certain associations, etc.
21. This view is not to be confused with the standard way of relativizing evidential 
claims to “background information.” When objective theories Telativize claims to 
background information, as Carnap, Achinstein, and others do, this information b 
is taken to consist in any proposition or set of propositions at a ll—it is not limited 
to what is known by anyone, as I am suggesting here. When the subjective Bayes­
ian view is relativized to background information, b consists in the knowledge and 
beliefs of a particular person; this also differs from relativization to a ‘‘total body 
of knowledge” of a community of experts.
22. The observed straight path of the landing stone is not to the earth’s im­
mobility, but (as we now know) to inertia—to the tendency of a body to persist in 
a motion it has acquired. The stone continues to move eastward with the earth 
even when it is tossed up a few feet.
23. As the decapitated head example suggests, some e can be evidence for h even 
if it is neither explained nor entailed by h. That is, evidence does not n eed  to 
consist in either an explanation or a prediction. From the hypothesis that John is 
dead, it does not follow as a predicted consequence that John’s body is in two 
pieces. And the hypothesis that John is dead does not explain the fact that his 
head is no longer attached to his body (although it is certainly consistent with this 
fact). Yet the fact that his body is in this state is about as good a reason as we 
could have to believe that John is dead.
24. I am grateful to Peter Achinstein for many helpful suggestions. I would also 
like to thank Robert Rynasiewicz for comments on an earlier draft of this paper.
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E xplanation  v. Prediction: 
W hich C arries 
Adore W eight?

1 | The Historical Thesis of Evidence
According to a standard view, predictions of new phenomena provide 
stronger evidence for a theory thaQ^explanations of old ones. More guard­
edly, a theory that predicts phenomena that did not prompt the initial 
formulation of that theory is better supported by those phenomena than 
is a theory by known phenomena that generated the theory in the first 
place. So say various philosophers of science, including William Whewell 
(1847)*in the 19th century and Karl Popper (1959) in the 20th, to mention 
just two.

Stephen Brush takes issue with this on historical grounds. In a series 
of fascinating papers he argues that generally speaking scientists do not 
regard the fact that a theory predicts new phenomena, even ones of a kind 
totally different from those that prompted the theory in the first place, as 
providing better evidential support for that theory than is provided by al­
ready known facts explained by the theory. By contrast, Brush claims, there 
are cases, including general relativity' and the periodic law of elements, in 
which scientists tend to consider known phenomena explained by a theory' 
as constituting much stronger support than novel predictions.1

Both the predictionist and the explanationist are committed to an 
interesting historical thesis about evidence, viz.

Historical thesis: Whether some claim e, if true, is evidence for an 
hypothesis h, or how strong that evidence is, depends on certain his­
torical facts about e, h, or their relationship.

For example, whether, or the extent to which, e counts as evidence for h

F ro m  D. Hull, M. Forbes, and R. M. Burian, eds., PSA 1994,.vol. 2 (East Lansing, 
Mich.: Philosophy of Science Association, 1994), 156—64.
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depends on whether e was known before or after h was formulated. Various 
historical positions are possible, as Alan Musgrave (1974) noted years ago 
in a very interesting article. On a simple predictionist view (which Mus­
grave classifies as “purely temporal”) e supports h only if e was not known 
when h was first proposed. On another view (which Musgrave attributes 
to Zahar (1973) and calls “heuristic”), e is evidence for h only if when h 
was first formulated it was not devised in order to explain e. On yet a third 
historical view (which Musgrave himself accepts), e is evidence for some 
theory T only if e cannot be explained by a “predecessor” theory, L.e., by 
a competing theory which was devised by scientists prior to the formula­
tion of T. These views, and other variations, are all committed to the 
historical thesis.

Is the historical thesis true or false? I propose to argue that it is some­
times true, and sometimes false, depending on the type of evidence in 
question. Then I will consider what implications, if any, this has for die 
debate between Brush and the predictionists.

Before beginning, however, let me mention a curious but interesting 
fact about various well-known philosophical theories or definitions o f ev­
idence. As Laura Snyder (1994) poirits, out in a perceptive paper en­
titled “Is Evidence Historical?”, most such theories, including Carnap’s 
(1962) a priori theory of confirmation, Hempel’s (1945) satisfaction 
theory, Glymour’s (1980) bootstrap account, and die usual hypothetico- 
deductive account, are incompatible with the historical thesis. They hold 
that whether, or the extent to which, e is evidence for, or confirms, h 
is an objective fact about e, h, and their relationship. It is in no way 
affected by the time at which h was first proposed, or e was first known, 
or by the intentions with which h was formulated. Defenders o f these 
views must reject both the predictionist and the explanationist claims 
about evidence. They must say that whether, or the extent to which, e 
supports h has nothing to do with whether e was first formulated as a 
novel prediction from h or whether e was known before h and h was 
constructed to explain it.

Accordingly, we have two extreme or absolutist positiqns. There is the 
position, reflected in the historical thesis, that evidence is always historical 
(in the sense indicated). And there is a contrasting position, reflected in 
certain standard views, that evidence is never historical. Does the truth lie 
at either extreme? Or is it somewhere in the middle? 2

2 I Selection Procedures

Suppose that an investigator decides to test the efficacy of a certain drug 
D in relieving symptoms S. The hypothesis under consideration is



h: Drug D  relieves symptoms S in approximately 95% o f the cases.

The investigator may test drug D by giving it to persons suffering from $  
and by giving a placebo to other persons suffering from S (the “control 
group’7). In deciding how to proceed, the investigator employs what I will 
call a “selection procedure,” or rule, determining how to test, or obtain 
evidence for, an hypothesis, in this case determining which persons he 
will select for his studies and how he will study them.

For example, here is one of many possible selection procedures (SP) 
for testing h:

SP 2 : Choose a sample o f 2000 persons o f different ages, sexes, races, 
and geographical locations, all o f whom have symptoms S in varying 
degrees; divide them arbitrarily into 2 groups; give one group drug D 
and the other a placebo; determine how many in each group have 
their symptoms relieved.

Now, suppose that a particular investigator uses this (or some other) se­
lection procedure and obtains the following result:

e: In a group of 1000 persons with symptoms S taking drug D, 950 
persons had relief o f S; in a control group o f 1000 S-sufferers not 
taking D but a placebo none had symptoms S relieved.

The first thing to note about this example is that whether the report e 
supports hypothesis h, or the extent to which it does, depends crucially 
on what selection procedure was in feet used in obtaining e. Suppose that 
instead of SP1 the following selection procedure had been employed:

SP 2: Choose a sample of 2000 females aged 5 all o f whom have 
symptoms S in a very mild form; proceed as in SP1.

If result e had, been obtained by following SP2, then e, although true, 
would not be particularly good evidence for h, certainly not as strong as 
that obtained by following SP1. The reason, o f course, is that SP1, by- 
contrast with $P2, gives a sample that is varied with respect to two factors 
that may well be relevant: age o f patient and severity o f symptoms. (Hy­
pothesis h does not restrict itself to 5 year old girls with mild symptoms, 
but asserts a cure-rate for the general population o f sufferers with varying 
degrees of the symptoms in question.)

This means that if the result as described in e is obtained, then 
whether, or to what extent, that result confirms the hypothesis h depends 
crucially on what selection procedure was in fact used in obtaining e. 
That is, it depends on an historical fact about e: on how in fact e was
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obtained. If e resulted from following SP1, then e is pretty strong evidence 
for h; if e was obtained by following SP2, then e is pretty weak evidence 
for h, if it confirms it at all. Just by looking at e and h, and even by 
ascertaining that e is true, we are unable to determine to what extent, if 
any, e supports h. We need to invoke “history.”

To nail down this point completely, consider a third selection 
procedure:

S P  3: Choose a sample of 2000 persons all of whom have S in varying 
degrees; divide them arbitrarily into 2 groups; give one group drugs 
D and D' (where D' relieves symptoms S in 95% of the cases and 
blocks possible curative effects of D when taken together); give the 
other group a placebo.

Consider once more result e (which, again, let us suppose, obtains). In 
this case e supports h not at all. And, again, whether this is so cannot be 
ascertained simply^by examining the propositions e, h, or their “logical” 
relationship. We need to know an historical fact about e, viz. that the 
information it (truly) reports was obtained by following SP3.

So far then we seem to have support for the historical thesis about 
evidence. Can we generalize from examples like this to all cases? Can we 
say that for any true report e, and any hypothesis h, whether, or to what 
extent, e is evidence for h depends upon historical facts about how e was 
obtained? No, we cannot.

Consider another veiy simple case. Let e be the following report, 
which is true:

e =In last week’s lottery, 1000 tickets were sold, of which John owned 
999 at the time of the selection of the winner; this was a fair lottery 
in which one ticket was selected at random.

h =John won the lottery.

In an attempt to obtain information such as e to support h different rules 
or “selection procedures” might have been followed, e.g.,

SP 4: Detennine who bought tickets, and how many, by asking lottery 
officials.
SP 5: Determine this by standing next to the person selling tickets.
SP 6: Determine this by consulting the local newspaper, which pub­
lishes this information as a service to its readers.
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Let us suppose that following any of these selection procedures results in 
a true report e. (And, as in the symptoms case, we may suppose that 
following any of these procedures is a reasonable way to establish whether 
e is true.) But in this case, unlike the drug example, which selection 
procedure was in fact followed is completely irrelevant in determining 
whether, or to what extent, e is evidence for h. In this case, unlike the 
drug example, we do not need to know how information e was obtained 
to know that e (assuming it is true) is very strong evidence for h. Nor do 
we need to know any other historical facts about e, h, or their relationship. 
(In particular, contrary to both the predictionist and explanationist views, 
we do not need to know when e was first known relative to when h was 
first formulated; i.e., we do not need to know whether e was explained or 
predicted. But more of this later when these two historical views are ex­
amined more fully.) Accordingly, we have a case that violates the historical 
thesis of evidence.

Since examples similar to each of the two above can be readily con­
structed, we may conclude that there are many cases that satisfy the his­
torical thesis of evidence, and many others that fail to satisfy it. Is there a 
general rule for deciding which do and which do not?

Perhaps our two examples will help generate such a rule. In the drug 
case the evidence report e is historical in an obvious sense: it reports the 
result^ of a particular study made at some particular time and place. But 
this is clearly not sufficient to distinguish the cases, since the evidence 
report e in the lottery case is also historical: it reports facts about a partic­
ular lottery, who bought tickets, and when. So, I submit, what distinguishes 
the cases is not the historical character of the evidence, but something 
else.

I shall say that a putative evidence statement e is empirically complete 
with respect to an hypothesis h if whether, or to what extent, e is evidence 
for, or confirms, h depends just on what e reports, what h says, and the 
relationship between them. It does not depend on any additional empirical 
facts—e.g., facts about when e or h were formulated, or with what inten­
tions, or on any (other) facts about the world. In the drug example, e is 
not empirically complete with respect to h: whether, or to what extent, e 
supports h depends on how the sample reported in e was selected—em­
pirical information not contained in e or h.2 By contrast, in the lottery 
example, e is empirically complete with respect to h: whether, and to what 
extent, e supports h in this case does not depend on empirical facts in 
addition to e. To determine whether, and how much, e supports h in this 
case we do not need any further empirical investigation. To be sure, ad­
ditional empirical inquiry may unearth new information e' which is such 
that both e and e’ together do not support h to the same extent that e by 
itself does. But that is different. In the drug but not the lottery example 
information in addition to e is necessary to determine the extent to which 
e itself supports h. In the drug case we cannot legitimately say whether or
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to what extent the report e supports the efficacy of drug D unless we know 
how the patients described in e were selected. In the lottery case infor­
mation about how purported evidence was obtained is irrelevant for the 
question of whether or how strongly that evidence, assuming its truth, 
supports h.

So we have one important difference between the two examples, is 
this enough to draw a distinction between cases that satisfy the historical 
thesis of evidence and those that do not? Perhaps not. There may be cases 
in which e is empirically incomplete with respect to h, but in which 
empirical facts needed to complete it are not historical. Consider

e = Male crows are black.
h = Female crows are black.

One might claim that whether, or the extent to which, e supports h in 
this case depends on empirical facts in addition to e. If, e.g., other species 
of birds generally have different colors for different sexes, then e does not 
support h very much. If other species generally have the same color for 
both sexes, then e supports h considerably more. But these additional facts 
are not “historical," at least not in the clear ways of previous examples. (I 
construe “other species of birds generally have different colors for different 
sexes" to be making a general statement, and not to be referring to any 
particular historical period.) If this is granted, then we need to add a 
proviso to the completeness idea above.

There are cases (including our drug example) in which a putative 
evidence claim e is empirically incomplete with respect to an hypothesis 
h, where determining whether, or to what extent, e supports h requires 
determining the truth of some historical fact I shall speak of these as 
historical evidence cases. They satisfy the historical thesis of evidence. By 
contrast, there are cases in which a putative evidence claim e is empirically 
complete with respect to hypothesis h (e.g., our lottery case); and there 
may be cases in which a putative evidence claim e, although empirically 
incomplete with respect to h, can be settled without appeal to historical 
facts (possibly the crow example). Cases of the latter two sorts violate the 
historical thesis of evidence. What implications, if any, does this hold for 
whether predictions or explanations provide better confirmation? 3

3 | Predictions v. Explanations
Let us return to the original question proposed by Brush. Do predictions 
of novel facts provide stronger evidence than explanations of old ones, as 
Whewell and Popper claim? Or is the reverse true? My answer is this: 
Sometimes a prediction provides better evidence for an hypothesis, some-
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times an explanation does, and sometimes they are equally good. Which 
obtains has nothing to do with the fact that it is a prediction of novel facts 
or that it is an explanation of known ones.

To show this, let us begin with a case that violates the historical thesis 
of evidence. Here it should be easy to show that whether the putative 
evidence is known before or after the hypothesis is formulated is irrelevant 
for confirmation. Let the hypothesis be

h = This coin is fair, i.e., if tossed in random ways under normal 
conditions it will land on heads approximately half the time in 
the long run.

e = This coin is physically symmetrical, and in a series of 1000 ran­
dom tosses under normal conditions it landed on heads approx­
imately 500 times.

We might reasonably take e to be empirically complete with respect to h. 
Accordingly, whether e supports h, and the extent to which it does, does 
not depend on empirical facts other than e. In particular, it does not 
depend on when, how, or even whether e comes to be known, or on 
whether e was known first and h then formulated, or on whether h was 
conceived first and e then stated as a prediction from it. Putative evidence 
e supports hypothesis h and does so (equally well) whether or not e is 
known before or after h was initially formulated, indeed whether or not e 
is ever known to be true.

So let us focus instead on cases that satisfy the historical thesis of 
evidence. We might suppose that at least in such cases explanations (or 
predictions) are always better for confirmation. Return once again to our 
drug hypothesis:

h = Drug D relieves symptoms S in approximately 95% of the cases.

Consider now two evidence claims, the first a prediction about an un­
known future event, the second a report about something already known:

e3 = In the next clinical trial of 1000 patients who suffer from symp­
toms S and who take D approximately 950 will get some relief.

e2 -  In a trial that has already taken place involving 1000 patients 
with S who took D (we know that) approximately 950 got some 
relief.

On the prediction view, e2 is stronger evidence for h than is e2. On the 
explanation view it is the reverse. And to sharpen the cases let us suppose 
that e2, by contrast to e,, was not only known to be true prior to the
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formulation of h, but that h was formulated with the intention of explain­
ing e2. Which view is correct? Neither one.

Let us take the prediction case e( first. Whether, and to what extent, 
e, (if true) supports h depends on empirical facts in addition to ej. In this 
case it depends on the selection procedure to be used in the next clinical 
trial. Suppose this selection procedure calls for choosing just 5 year old 
girls with very mild symptoms who in addition to D are also taking drug 
D' which ameliorates symptoms S in 95% of the cases and potentially 
blocks D from doing so. Then er would be very weak evidence for h, if it 
supports it at all. This is so despite the fact that ei is a correct prediction 
from h, one not used in generating h in the first place. By contrast, suppose 
that the selection procedure used in the past trial mentioned in e2 is much 
better with respect to h. For example, it calls for choosing humans of both 
sexes, of different ages, with symptoms of varying degrees, who are not 
also taking drug D’. Then e2 would be quite strong evidence for h, much 
stronger than what is supplied by e,. In such a case, a known fact explained 
by h would provide more support for h than a newly predicted fact would.

Obviously the situations here can be reversed. We might suppose that 
the selection procedure used to generate the prediction of ej is the one 
cited in the previous paragraph as being used to generate e2 (and vice 
versa). In this situation a newly predicted fact would provide more support 
for h than an already explained one.

In these cases what makes putative evidence have the strength it does 
has nothing to do with whether it is being explained or predicted. It has 
to do with the selection procedure used to generate that evidence.’ In one 
situation—whether it involves something that is explained or predicted— 
we have a putative evidence statement generated by a selection procedure 
that is a good one relative to h; in the other case we have a flawed selection 
procedure. This is what matters for confirmation—not whether the puta­
tive evidence is being explained or predicted.

4 | Brush Redux
Brush is clearly denying a general predictionist thesis. By contrast he cites 
cases in which scientists themselves regarded known evidence explained 
by a theory as stronger support for that theory than new evidence that was 
successfully predicted. And he seems to imply that this was reasonable. 
He offers an explanation for this claim, viz. that with explanations of the 
known phenomena, by contrast with successful predictions of the new 
ones, scientists had time to consider alternative theories that would gen­
erate these phenomena. Now, even if Brush does not do so, I want to
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extend this idea and consider a more general explanationist view that is 
committed to the following three theses that Brush invokes for some cases:

1 A selection procedure for testing a hypothesis h is flawed, or at least 
inferior to another, other things equal, if it fails to call for explicit 
consideration of competitors to h.

2 The longer time scientists have to consider whether there are plau­
sible competitors to h the more likely they are to find some if they 
exist.

3 With putative evidence already known before the formulation of h 
scientists have (had) more time to consider whether there are plau­
sible competitors to h than is the case with novel predictions.

I would challenge at least the first and third theses. In my first ex­
ample, selection procedure 1 for the drug hypothesis does not call for 
explicitly considering competitors to-that hypothesis. Yet it does not seem 
flawed on that account, or inferior to^bne that does. However, even sup­
posing it were inferior, whether or not a selection procedure calls for a 
consideration of competitors is completely irrelevant to whether the pu­
tative evidence claim is a prediction or a known fact being explained. In 
the case of a prediction, no less than that of an explanation, the selection 
procedure may call for a consideration of competitors.

For example, in our drug case, where h is "Drug D relieves symptoms 
S in approximately 95% of the cases,” and e is the prediction “In the next 
clinical trial of 1000 patients suffering from symptoms S who take D, 
approximately 950 will get some relief,” the selection procedure to be used 
for the next clinical trial might include the rule

In conducting this next trial, determine whether the patients are also
taking some other drug which relieves S in approximately 95% of the
cases and which blocks any effectiveness D might have.

Such a selection procedure calls for the explicit consideration of a com­
petitor to explain e, viz. that it will be some other drug, not D, that will 
relieve symptoms S in the next trial. This is so even though e is a predic­
tion. Moreover, to respond to the third thesis about time for considering 
competitors, an investigator planning a future trial can have as much time 
as she likes to develop a selection procedure calling for a consideration of 
a competing hypothesis. More generally, in designing a novel experiment 
to test some hypothesis h as much time may be spent in precluding com­
peting hypotheses that will explain the test results as is spent in considering 
competing hypotheses for old data.
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Finally, let me invoke an example more recognizably scientific. It involves 
a dispute between Heinrich Hertz and J. J. Thomson over the nature of 
cathode rays.4 In experiments conducted in 1883 Hertz observed that the 
cathode rays in his experiments were not deflected by an electrical field. 
He took this to be strong evidence that cathode rays are not charged par­
ticles (as the English physicist William Crookes had concluded), but some 
type of ether waves. In 1897 J. J. Thomson repeated Hertz’s experiments 
but with a much higher evacuation of gas in the cathode tube than Hertz 
had been able to obtain. Thomson believed that when cathode rays pass 
though a gas they make it a conductor, which screens off the electric force 
from the charged particles comprising the cathode rays.* This screening 
off effect will be reduced if the gas in the tube is more thoroughly evac­
uated. In Thomson’s 1897 experiments electrical deflection o f the cathode 
rays was detected, which Thomson took to be strong evidence that cathode 
rays are charged particles.

Hfcce, however, I want to consider the evidential report o f Hertz in
1883, not'of Thomson in 1897. Let
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e m In Hertz’s cathode ray experiments of 1883 no electrical deflec­
tion of cathode rays was detected.

h = Cathode rays are not electrically charged.

Hertz took e to be strong evidence for h. In 1897 Thomson claimed, in 
effect, that Hertz’s results as reported in e did not provide strong evidence 
for h, since Hertz’s experimental set-up was flawed: He was employing 
insufficiently evacuated tubes. To use my previous terminology, Thomson 
was claiming that Hertz’s selection procedure for testing h was inade­
quate.6

Here we can pick up on a point emphasized by Brush. Hertz, we 
might say, failed to use a selection procedure calling for considering a 
competitor to h to explain his results (viz. that cathode rays are charged 
particles, but that the tubes Hertz was using were not sufficiently evacuated 
to allow an electrical force to act on these particles). But—and this is the 
point I want to emphasize—in determining whether, or to what extent. 
Hertz’s putative evidence' e supports his hypothesis h, it seems to be irrel­
evant whether Hertz’s e was a novel prediction from an already formulated 
hypothesis h or an already known fact to be explained by h. Hertz writes 
that in performing the relevant experiments he was trying to answer two 
questions:
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Firstly: Do the cathode rays give rise to electrostatic forces in their neigh* bourhood? Secondly: In their course are they affected by external electrostatic forces? (Hertz 1896, p. 249)
In his paper he did not predict what his experiments would show. Nor 
were the results o f his experiments treated by him as facts known before 
he had formulated his hypothesis h. Once he obtained his experimental 
result he then claimed that they supported his theory:

As far as the accuracy of the experiment allows, we can conclude with cer­tainty that no electrostatic effect due to the cathode ravs can be perceived. (P- 251)
To be sure, we might say that Hertz's theory itself predicted some such 
results, even if Hertz himself did not (i.e., even if Hertz did not himself 
draw this conclusion before getting his experimental results).\But even if 
we speak this way, Hertz did not claim or imply that his experimental 
results provide better (or weaker) support for his theory because the theory 
predicted them before they were obtained. Nor did Thomson in his crit­
icism of Hertz allude to one or die other possibility. W hichever it was— 
whether a prediction or an explanation or neither—Hertz (Thomson was 
claiming) should have used a better selection procedure. This is what is 
criticizable in Hertz, not whether he was predicting a novel fact or ex­
plaining a known one.

1 end with a quote from John Maynard Keynes (1921, p. 505), whose 
book on probability contains lots o f insights. Here is one:

The peculiar virtue of prediction or predesignation is altogether imaginary. The number of instances examined and foe analogy between them are foe essential points, and the question as to whether a particular hypothesis hap­pens to be propounded before or after their examination is quite irrelevant.

■ | Notes
1. To what extent Brush wants to generalize this explanationist position is a ques­tion I leave for him to answer. There are passages in his writings that strongly suggest a more general position. For example: “There is even some reason to suspect that a successful explanation of a fact that other theories have already failed to explain satisfactorily (for example, foe Mercury perihelion) is more convincing than the prediction of a new fact, at least until the competing theories have had their chance (and failed) to explain it” (1989, p. 1127). In what follows I consider a generalized explanationist thesis.



2. For Carnap (1962) and others, every e is empirically complete with respect to 
every h. For these writers, whether, and the extent to which, e confirms h is an a 
priori matter.
3. Cf. Mayo (1991).
4. See Achinstein (1991), Essays 10 and 11; also Buchwald (1994), ch. 10.
5. See Thomson (1897), p. 107.
6. Lord Rayleigh (1942, pp. 78—9), in a biography of Thomson, made the same 
claim: “He [Hertz] failed to observe this [electrical] effect, but the design of his 
experiment was open to certain objections which were removed in a later inves­
tigation by Perrin in 1895, directed to the same question. Perrin got definite evi­
dence that the rays carried a negative charge. J. J. Thomson, in a modification of 
Perrin’s experiment showed that if the Faraday cylinder was put out of the line of 
fire of the cathode, it acquired a charge when, and only when, the cathode rays 
were so deflected by a magnet as to enter the cylinder.” [Note Rayleigh’s claim 
that Perrin (and Thomson) got “definite evidence” that cathode rays carry a neg­
ative charge, whereas, by implication, Hertz’s experiments did not give “definite 
evidence” concerning the question of charge.]

A ck n ow led gem en t: 1 am indebted to Laura J. Snyder for very helpful discus­
sions, and to Robert Rynasiewicz for trying to convince me of the error of my 
ways.
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4 C ommentary

4.1 I Lipton on the Problem of Induction

One important class of inductive arguments consists of inferences from a 
sample to a larger population from which the sample lias been selected. 
For example, a biologist observes a number of reptiles (e.g , garter snakes, 
skmks. and tortoises) and observes (via dissection) that each of these crea­
tures has a three-chambered heart. From this she infers that all reptiles 
including the many thousands that have not been and may never be 

observed) also have a three-chambered heart. Alternatively, the biologist 
might study several hundred lizards, find that 98 percent of them are 
carnivorous, and conclude that 98 percent of lizards are carnivorous 
These arguments are typical examples of inductive generalization When 
we verify some of the consequences of a scientific theory and infer that 
the theory is (probably) true, our inference from those verified conse­
quences to the truth of the theory is like arguing from a sample—those 
verified consequences of the theory—to a population—the entire set of the 
theory's consequences. In concluding that all the theory’s consequences 
are true we are, in effect, concluding that the theory is true.

Inductive arguments come in all shapes and sizes, inductive gener­
alization being but one among them. Other types include induction to a 
particular, statistical syllogism, and arguments from analogy. Inductions to 
a particular conclude that the next observ ed A will be B from the premise 
that all observed As have been B, In a statistical syllogism, the same con­
clusion is drawn from the premise that a high percentage of As have been 
B. Arguments from analogy infer that an individual with properties R, S, 
and T will also have property U, from the fact that several other individuals 
with properties R, S, and T have been found to have property V

I.iplon identifies two problems concerning induction: the problems 
of description and justification. The problem of description is the problem 
of identifying the general principles we follow when we make inductive 
inferences. The problem of justification is the problem of explaining why 
those general principles are reliable. Typically, general principles are 
judged reliable if arguments with true premises following those principles 
will lead to true conclusions most of the time. Lipton argues that both 
problems arise because in every inductive argument, the conclusion is 
underdetermined by the information in the premises. By their very nature, 
inductive arguments are ampliative: their conclusions go beyond anything 
that can be inferred from their premises using deductive logic

495
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U n d e r d e t e r m i n a t i o n

The justification problem—often just called the problem of induction in 
the philosophical literature—arises from the fact that inductive arguments 
are deductively underdetermined Since the premises of inductive argu­
ments do not entail their conclusions, no conclusion of an inductive ar­
gument is guaranteed to be true, even if all the premises of the argument 
are true and known to be true with absolute certainty. What, then, justifies 
our inferring the truth (or probable truth) of the conclusion of an induc­
tive argument? As Lipton explains in the second section of his article, 
many philosophers (especially David Hume and Karl Popper) have judged 
that the correct answer to this question is, “Nothing ” In other words, these 
philosophers are skeptics about the possibility of justifying induction.

Lipton’s second problem, the problem of description, also arises from 
underdetermination The problem of description, recall, is to say how 
inductive inferences in fact proceed—to describe the principles deployed 
in inductive reasoning, quite independently of whether these principles 
are reliable. For any group of reasoners and learners, a full description of 
the evidence and other known principles or rules available to them will 
often leave open what sort of inferences they in fact draw Lipton gives 
two illustrations: Noam Chomsky’s theory of how children acquire lan­
guage and Thomas Kuhn's appeal to shared exemplars to explain how 
scientists reach agreement about scientific problems. In either case, the 
inferences made cannot be reconstructed adequately using only the prin­
ciples of deductive logic and the simple, common forms of inductive ar­
gument (such as inductive generalization and arguments from analogy) 
Thus, in the case of language acquistion, Chomsky concludes that there 
must be additional principles and rules that children follow. Children are 
not consciously aware of these rules but they are implicit in their ability 
to master their native tongue rapidly and accurately. Children acquire the 
ability to construct indefinitely many new grammatical sentences on the 
basis of the sample of sentences they hear adults utter. Remarkably, not 
only are the sentences that form the “premises” of the child’s inference 
relatively few but many of them are also ungrammatical. Nonetheless, 
young children acquire their first language amazingly quickly. Since any 
normal child can learn any human language, the implicit rules and prin­
ciples must be common to all human languages (and thus Chomsky calls 
them a universal grammar) and the principles of this universal grammar 
must be innate.

Lipton says of both Chomsky and Kuhn that they are “arguing for 
unacknowledged principles of induction” (413). But the connection be­
tween Chomsky’s theory of linguistic competence and the problem of 
description for induction is somewhat tenuous. Acquiring competence in 
a human language is unlike an inference in important ways. In an infer­
ence, one moves from the presumed truth of the premises to the presumed
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Irul l i  of the conclusion. What premises are presumed to be true in tire 
case of language acquisition? The child is not arguing from the truth of 
the sentences she hears to the truth of the new sentences she constructs. 
Even if we imagine the child saying to herself (so to speak) something 
like “Many, but probably not all, the sentences I have heard are gram­
matically well formed,” it is still unclear what conclusion about a partic­
ular language would follow from this premise, for Chomsky’s point is that 
there are too many grammars consistent with the sentence inputs for in­
ductive principles to be of any help. Indeed, the innate grammatical prin­
ciples Chomsky posits are viewed as imposing generalizations on the data 
(sentence inputs), not as extracting grammatical generalizations from them 
(as talk of “inductive principles” of inference would suggest). On the face 
of it, it is unclear that Chomsky’s fascinating and influential theory offers 
a cogent illustration of the problem of description for inductive inferences 
(even if it does illustrate how underdetermination gives rise to the problem 
of describing hidden principles generally).

A similar difficulty arises with respect to Lipton's appeal to Kuhn’s 
views on scientific judgment as an illustration of the description problem. 
For as Kuhn is at pains to point out, he thinks that exemplars (shared 
examples) are necessary for producing consensus among scientists pre­
cisely because no set of rules could guide their reasoning Consequently, 
it sounds odd for Lipton to characterize Kuhn as “arguing for unacknow­
ledged principles of induction.” (See chapter 2 for a detailed examination 
of Kuhn’s views about scientific reasoning and judgment.)

T h e  P r o b l e m  o f  J u s t i f i c a t i o n

In an essay on Francis Bacon, C. D. Broad described induction as “the 
glorv of Science” but “the scandal of Philosophy.”1 Induction is scandal­
ous because philosophers still cannot agree on the correct response to 
David Hume's skeptical conclusion that inductive reasoning lacks any kind 
of epistemic justification. Hume argued that any attempt to show that 
inductive inferences are (in Lipton’s phrase) truth-tropic is doomed to fail. 
As far as Hume was concerned, our addiction to inductive reasoning is 
merely a blind, nonrational, animal faith: it can be explained psycholog­
ically, but if Hume is right, it cannot be justified philosophically.

Lipton describes the justification problem—the problem of answering 
Hume’s skepticism about induction—as arising from underdetermination 
and circularity We can illustrate this by considering one type of inductive 
inference, induction to a particular (IP):

All observed As have been B.
The next individual is an A.

The next individual will also be a B.
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Now suppose that we attempt to show that IP is a justified form of 
inference. Hume’s all-purpose argument that this is impossible runs as 
follows:

1 If IP can be shown to be justified, then there is an argument that 
shows it.

2 Arguments are either deductively valid or inductive.
3 No deductively valid argument can justify IP (because of 

underdetermination)
4 No inductive argument can lustily IP (because of circularity).
5 IP cannot be shown to be justified.

This reconstruction of Hume’s skeptical argument along the lines 
mapped out by Lipton has several interesting features. The argument is 
undeniably valid: if the premises are true, then the conclusion also must 
be true. So if all four premises are true, then the argument is sound. We 
shall focus on each premise in turn. Because of the wider epistemological 
issues it raises, we shall delay consideration of premise (1) until after we 
have looked at the other premises

Premise (2) would be necessarily true if inductive arguments were 
simply defined as all those arguments that are not deductively valid. But 
this proposal would run counter to the way that we normally think and 
speak about inductive arguments. As indicated earlier, inductive argu­
ments are usually regarded not simply as deductively invalid arguments, 
but as a proper subset of deductively invalid arguments. The class of in­
ductive arguments thus includes universal and statistical generalization, 
statistical syllogism, induction to a particular, and so on, but it does not 
include the so-called deductive fallacies, such as denying the antecedent 
and affirming the consequent. Typically, deductively fallacious arguments 
are those in which the premises give no reason whatever for our believing 
that their conclusions are true. To keep the deductive fallacies at arm’s 
length, then, we should replace the term argument(s) above in the first 
two premises with the more restrictive phrase “argument(s) in which the 
premises give (or are widely believed to give) a good reason for believing 
that their conclusions are true.” Thus, premise (2) would now' say argu­
ments that are (or, are widely believed to be) reliable or truth-tropic are 
either deductively valid or inductive.

But even with this friendly amendment to premise (2), we are not 
quite out of the woods. The problem is that some forms of argument that 
are widely (but not universally) believed to be truth-tropic are neither 
deductively valid nor inductive. Arguments to the best explanation are a 
good example. This type of argument plays an important role in the debate 
over scientific realism, which is discussed in chapter 9. Some philosophers 
(such as Gilbert Harman) have gone so far as to claim that inductive
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arguments are reliable only when arguments to the best explanation un­
derlie and justify' them 2 But while it may be initially plausible to claim 
1 with Harman) that “All observed As are B” is a good reason lor believing 
that all As are B only because “All As are B” is the best explanation oi 
win all observed As have been B, this sort of claim is not as plausible 
when it comes to other types of inductive argument, such as induction to 
a particular. For, surely, “The next A is a B” is not any sort of explanation 
ol why all observed As have been B. One possible response to this objec­
tion would be to insist that IP is a reliable inference only because the 
conclusion that the next A is a B is derivable from the generalization that 
all As are B The issue is a difficult one and cannot be resolved here We 
shall simply say that the amended version of premise (2) would be true if 
all truth-tropic arguments that are not deductively valid are either explicitly 
inductive or ultimately reducible to inductive arguments. Alternatively, 
one could say that, insofar as premise (2) specifically concerns reliable 
arguments that can be used to justify IP (as opposed to inductive argu­
ments in general), there is no nondeductively valid, nomnductive argu­
ment (such as an argument to the best explanation) that can do the |ob 

Hume (and followers of Hume) assert premises (>) and (4) because 
they have a certain view of what it would take to justify- an inductive 
argument such as IP. Obviously, IP is not deductively valid The principle 
of inference that connects its premises with its conclusion is: from “All 
observed As have been B” and “The next individual is A” infer “The next 
individual will also be B.” So to justify IP, we would have to show that 
this principle of inference is reliable. Hume argued that this principle and 
all the other principles of inductive arguments rest on a presupposition 
about the world, namely that patterns we have observed to hold m the 
past will continue to hold in the future; or without referring specifically 
to time, that as-yet-unexamined individuals will resemble those we have 
examined; or more generally still, that populations tend to resemble the 
samples that are drawn from them. Of course, these versions of what is 
often called the principle of the uniformity of nature are terribly vague. 
Lipton calls it the principle of conservative induction or the principle of 
“More of the Same” (416). But the vagueness does not matter to Hume's 
argument. For Hume reasons that no matter how, exactly, we spell it out, 
the principle of the uniformity of nature is an empirical assumption. Logic 
alone does not guarantee its truth. Hence, if we are to justify our belief 
m the uniformity principle by means of a deductively valid argument, then 
that argument must have among its premises another empirical statement 
that is at least as general as the uniformity principle we are trying to justify. 
So no valid deductive argument can yield the justification we seek, since 
it will contain a premise that is at least as controversial as the principle 
we are try ing to justify. If we try to justify the uniformity principle induc­
tively, then that argument in turn will presuppose the uniformity principle. 
Thus, our attempt at justification would fail on grounds of circularity.
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Hume’s argument for premises (3) and (4) is ingenious and contro­
versial.5 Lipton gives a simple, intuitive gloss on premise (4)—the premise 
that denies that we can justify induction inductively—by comparing the 
principle of conservative induction, “More of the Same,” with the prin­
ciple of revolutionary induction, “It’s Time for a Change.” The revolu­
tionär)' principle is counterinductive; it would license arguments of the 
following general form (CIP):

All observed As have been B.
The next individual is an A.
The next individual will not be a B

Lipton invites us to imagine that someone were to offer as a reason 
for trusting the next application of the principle of conservative induction 
the argument that, since it has always (or nearly always) worked m the 
past, it should be trusted in the future. Lipton remarks that this inductive 
argument (of the form IP) cannot be a sound justification for conservative 
induction because the counterinductivist could offer an exactly similar 
argument (of the form CIP) for the conclusion that induction will fail in 
the future. The counterinductivist would argue that since conservative 
induction has always (or nearly always) worked in the past, by CIP, it will 
fail on its next application. Writes Lipton, “The justification of revolu­
ţionai)' induction seems no w'orse than the justification of conservative 
induction, which is to say that the justification of conservative induction 
looks very bad indeed” (417).

It is now time to consider the first premise of Hume’s skeptical ar­
gument, which says that if IP can be shown to be justified, then there is 
an argument that shows it. This phrase about showing that IP is justified 
also appears in the conclusion of Hume’s argument. Several epistemolo- 
gists have recently emphasized the important differences among the fol­
lowing:4 a belief being epistemically justified, an argument conferring 
justification on its conclusion, and using an argument to show someone 
that a belief is justified. We have deliberately phrased Hume’s argument 
in terms of the last of these three notions. To get a sense of how these 
notion differ, forget about induction for a moment and consider the anal­
ogous problem of trying to justify deduction.5 Let us focus specifically on 
the problem of justifying an elementary form of valid deductive argument, 
modus ponens:

If P then Q 
P

Q
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Most people can just see that modus ponens is valid without needing 
any argument to support that judgment. It is a self-evident truth, recog­
nizable a priori, that modus ponens is necessarily truth preserving. For 
beliefs that we recognize as being justified by a priori intuition, no argu­
ment is needed, but we could, if we chose, supply an argument, the con­
clusion of which asserts that modus ponens is a valid form of inference. 
Inevitably, such an argument would itself be deductively valid and would 
thus rely on modus ponens or some other simple form of valid argument. 
Since this new argument is valid and, let us assume, its premises are true 
and justified, it confers justification on its conclusion. Though we did not 
need such an argument to convince us that modus ponens is valid, none­
theless the new argument transmits justification from its premises to its 
conclusion. The argument justifies the conclusion that modus ponens is 
valid.

Now suppose we are confronted with a deductive skeptic who wants 
us to prove to him that modus ponens is valid by giving an argument. It 
is pretty obvious that no argument could possibly meet his demand. In­
ductive arguments would be too weak; valid deductive arguments would, 
as far as he is concerned, beg the question, since they would presuppose 
the very thing—the validity of deductive inference—that he is not yet pre­
pared to accept. Nonetheless, since the deductive argument we provide is 
valid and its premises are justified, it does justify its conclusion that modus 
ponens is valid. Thus, the fact that an inference is valid, and, moreover, 
that an argument can justify the claim that the inference is valid, is con­
sistent with the impossibility of using an argument to show that this is the 
case to someone who is a skeptic about the general class of arguments to 
which the inference belongs.

The same moral holds for inductive inference. Even if Hume’s skep­
tical argument is flawless, its conclusion is strictly limited. Hume has not 
proven that inductive inference is unjustified. Nor has he proven that no 
argument can justify the belief that inductive inference is justified. At best, 
he has proven that no one can use an argument to show an inductive 
skeptic that inductive inference is justified. When put in this way, Hume’s 
conclusion is far less troubling than it might otherwise appear. For valid 
deductive inference is in the same boat with regard to the deductive skep­
tic, yet no one regards deductive inference as a philosophical scandal or 
even as being epistemologically suspect.6

T he P r o b l e m  of  D e s c r i p t i o n

As Lipton points out, Hume’s all-purpose skeptical argument allowed phi­
losophers to raise the justification problem without having to consider in 
any detail how inductive inferences are actually made. The latter problem, 
the problem of description, has proven to be remarkably intractable. Lip- 
ton canvasses four solutions: the more-of-the-same model, the instantial
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model, the hypothetico-deductive (H-D) model, and the causal model of 
Mill's methods.

The more-of-the-same model is not only extremely vague, but, Lipton 
argues, it also seems hard to reconcile with those inferences that predict 
change. He gives as an example the mechanic who predicts that the brakes 
on Lipton’s car are about to fail. But the more-of-the-same model might 
still underlie the mechanic’s inference about future brake failure if cars 
like Lipton’s, with worn brake pads or leaking brake-fluid reservoirs, say, 
have invariably suffered brake failure in the past. Of greater difficulty for 
the more-of-the-same model are those inferences, common in the theo­
retical sciences, about hidden, perhaps unobservable, entities, drawn from 
observable data. Obviously these inferences cannot be understood merely 
as the extrapolation into the future of a pattern found to hold in the past.

Two responses suggest themselves. First, we could deny that infer­
ences of this type are inductive and argue that they belong instead to 
another, noninductive category, such as arguments to the best explanation. 
Second, we might appeal to the distinction between the context of dis­
covery and the context of justification, judging standard objections like 
those above as directed to the wrong context.

Giving a clear account of the distinction between the context of dis­
covery and the context of justification is not easy, but the general idea is 
relatively straightforward.7 On the one hand, there is the psychological 
question about how a scientific hypothesis first arises in the mind of the 
individual scientist. This often involves inferences both deductive and in­
ductive. But it also often includes nonrational influences as well as a 
liberal amount of inspired guesswork. Anything that helps answer the psy­
chological question about the origins of scientific hypotheses falls within 
the context of discovery. On the other hand, once a scientific hypothesis 
has been formulated, questions about what kind of evidence supports it 
and to what extent place us in the context of justification, where we are 
concerned with relations of inductive support and confirmation. Many 
philosophers of science (especially Karl Popper) have argued that philos­
ophers should confine their attention to the context of justification, leaving 
the context of discovery to psychologists, historians, and sociologists. Thus, 
a second response to Lipton’s objection to more-of-the-same is to deny that 
a description of inductive inference should provide a literal, blow-by-blow 
account of how scientific ideas and hypotheses are generated in the minds 
o f individual scientists. Rather, it should concentrate on describing the 
relations that hold between hypotheses and the evidence that confirms 
them in the context of justification.

Both the instantial model and the H-D model are intended by their 
proponents as descriptions of the inductive principles that scientists follow 
in the context of justification. In its most basic form, the instantial model 
simply says that generalizations are inductively confirmed by their positive 
instances. For example, the hypothesis “All As are B” is confirmed by
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observed cases of As that are B. The usual objection to the instantial model 
is that it is both too weak and too strong It is too weak because, as Good­
man has argued, for any given piece of evidence there are just too many 
incompatible hypotheses that can claim that evidence as an instance k 
Also, the so-called raven paradox discussed by Hempe! seems to shoes that 
on the instantial model utterly irrelevant evidence, such as a white shoe, 
must confirm the hypothesis that all ravens are black.'* The instantial 
model is judged too strong, since if it were a necessary condition for con­
firmation, far too many scientific theories, especially those involving unob­
servable entities and hidden causal mechanisms, could not be confirmed 
In observation.

The target of the last objection to the instantial model—its restriction 
to generalizations couched solely in the language of observation—naturally 
suggests the H-D model as a more realistic alternative. In its simplest 
formulation, the H-D model says that hypothesis H is confirmed by evi­
dence E when H, in conjunction with some observation statements, entails 
E and E does not follow from those observation statements all by them­
selves. It places no limitation on the kinds of hypotheses that can be con­
firmed bv evidence. But here again there are difficulties. Lipton mentions 
three. First, the H-D model is susceptible to the same grue and raven 
paradoxes as the instantial model. Second, the H-D model suffers from 
the problem of irrelevant conjunction (sometimes called the tacking para­
dox). For example, by conjoining “All crows are black” with “All swans 
are purple,” it seems that the H-D model would license the inference 
from the observation of a black crow to the prediction of purple swans.10 
Third, by insisting that confirming evidence be entailed by any hypothesis 
that it supports, the model makes it impossible to confirm statistical 
hypotheses,

Many of our inductive judgments depend on inferring likely causes 
from known effects. The fourth account of induction discussed by Lipton 
focuses on the causal model encapsulated in M ill’s methods. In his System 
of Logic (1843), John Stuart Mill (1806-73) proposed five “methods of 
experimental inquiry” for establishing causes. Lipton focuses on the first 
two of these methods, the method of agreement and the method of 
difference."

The Method of Agreement: If several instances of P have only one 
antecedent condition, X, in common, then X is the cause of P.

The Method of Difference: If two cases, one in which P occurs and 
the other in which P does not occur, have exactly the same antecedent 
conditions with one exception, namely, that X is present in the first 
but absent in the second, then X is the cause (or a necessary part of 
the cause) of P.
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Both these and the other methods that Mill proposes are best regarded 
as applying to inferences in the context of justification rather than the 
context of discovery. In the discovery phase, we must first isolate the gen­
uine cases of P and then identify all tire factors (A, B, C, etc.) in each of 
these cases that might be causally relevant to P. Only after this hard work 
has been done can we use Mill’s methods to eliminate rival hypotheses 
about the cause of P. This emphasis on elimination is a distinctive feature 
of Mill’s approach to induction. The previous three models—more-of-the- 
same, the instantial model, and the H-D model—all regard inductive in­
ference and the confirmation of hypotheses as proceeding by 
accumulating evidence for a particular hypothesis; according to Mill’s 
methods, induction and confirmation work by eliminating rival 
hypotheses.

The method of agreement is designed to identify' a necessary condi­
tion for P. In other words, it is intended to isolate a factor without which 
P could not occur. But in reality things can be more complicated than 
M ill’s method suggests. For example, it may be true that, in four cases of 
P, the only single factor they all had in common was A. But that does not 
guarantee that A is necessary for P. It might be that two of the cases 
involved B, and the other two cases involved D so that the complex con­
dition (B or D) is what is necessary' for P and that A is in fact irrelevant. 
Moreover, the method of agreement says nothing about sufficient condi­
tions for P. Again, B and D might each be sufficient to produce P, and A 
could be irrelevant.

The method of difference complements the method of agreement by 
describing a procedure aimed at identifying a sufficient condition for P. 
But as Mill himself realized, even when only one difference exists between 
a pair of cases, it does not follow that this factor is sufficient to produce 
P all by itself. For the distinguishing factor might, as Mill recognizes, 
merely be a necessary part of a sufficient condition for P. For example, 
suppose that the only difference between Adam (who gets ill) and Bob 
(who stays well) is that Adam was exposed to the disease organism, D. It 
does not follow that exposure to D will always produce illness in anyone 
exposed to it, for the illness might also depend on the person in question 
lacking immunity to D All that we are entitled to assert is that D is 
probably a necessary part of a complex of factors that are jointly sufficient 
to produce P.

Tire limitations of Mill’s two methods as a descriptive model of in­
ductive inference are fairly obvious. At best they apply to cases in which 
all the factors of potential causal relevance are observable and can be 
enumerated prior to tire application of M ill’s methods. The vast majority 
of scientific cases are not like this, either because the theory to be con­
firmed is not causal or because the theory invokes entities and processes 
that are not observable. Furthermore, as Lipton points out, the antecedents 
of M ill’s two methods require a single agreement or a single difference
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respectively. This condition is totally unrealizable in actual cases, where 
thousands of agreements and differences could be identified. Much of the 
real work in such cases is done by picking out from this vast array the 
relatively small number of factors that might be causally relevant. Since 
this selection is made before Mill’s methods come into play, it means that 
Mill’s methods do not capture important parts of the pattern of inductive 
inference.12

4.2 I Popper’s Rejection of Induction

Sir Karl Popper (1902-94) is the most influential anti-inductivist philos­
opher of science of the twentieth century. Educated in Vienna during the 
heyday of logical positivism, Popper was one of the earliest and severest 
critics of the logical positivists’ verifiability criterion of meaning and their 
attempt to use verifiability (and, later, confirmability) as a demarcation 
criterion between science and pseudoscience. Rejecting the positivists' cri­
terion, Popper developed and proposed falsifiabihty (not verifiability or 
confirmability) as his own demarcation criterion. (See chapter 1 for a dis­
cussion of Popper’s falsificationist demarcation criterion and its short­
comings.)

In “The Problem of Induction,” Popper argues that there is no such 
thing as inductive confirmation. No scientific theory or law is made prob­
able by evidence. Rather, science follows the method of conjectures and 
refutations. Scientists propose bold conjectures and then devise severe tests 
to falsify them if, indeed, they are false. A theory that withstands such tests 
is not confirmed or made probable by its successful predictions. Instead, 
it is what Popper calls corroborated. This, in very brief outline, is Popper’s 
anti-inductivist falsificationist philosophy of science.

W hy I n d u c t i o n  C annot  B e J u s t i f i e d

Popper’s case against induction is essentially Hume’s, and Popper thinks 
it is unanswerable. There are just three small differences between Popper’s 
skeptical argument and our reconstruction of Hume’s argument in the 
preceding section of this commentary. First, instead of saying that any 
attempt to justify induction inductively must necessarily be circular, Pop­
per says that it must lead to an infinite regress of inductive principles of 
ever higher order. Popper’s idea is that when trying to justify a particular 
inductive principle or inference, we might avoid begging the question by 
employing an inductive principle or inference that is different from the 
one we are trying to justify'. But this principle or inference, in turn, will 
be synthetic and hence will need to be justified by experience, thus re­
quiring a further inductive argument, and so on. Popper assumes that such
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an infinite regress is vicious because the first inference will not be |ustified 
unless the second one is, and the second one will not be justified unless 
the third one is, and so on. Since the chain of justifying arguments can 
never be completed, the first inference never receives the justification it 
needs.

A second difference between Popper's argument and Hume’s is that 
Popper considers, but nevertheless rejects, Kant's attempt to accord the 
principle of induction (in the guise of the “principle of universal causa­
tion”) the status of an a priori synthetic truth. (Kant made his proposal 
after Hume’s death ) If knowable a priori as Kant claimed, the causal 
principle would not need to be justified on the basis of experience. Indeed, 
Kant credited Hume, especially Hume’s skeptical argument about induc­
tion, with having wakened lum from his “dogmatic slumbers,” from his 
uncritical assumption that the fundamental laws and principles of science 
could be justified solely on tire basis of experience and perception.

Given the obscurity of Kant’s arguments in the second Analog}' of his 
Critique of Pure Reason, Popper wisely avoids giving them any detailed 
consideration in our selected reading. But elsewhere. Popper has criticized 
Kant’s position in the following way n Popper agrees with Hume and Kant 
that our belief in the uniformity of nature cannot be justified from the 
bottom up by making ever wider generalizations from the regularities we 
discover in nature because every one of these inferences already presup­
poses the point at issue, namely the uniformity of nature. Popper also 
agrees with Kant that the lawlikeness of nature must be imposed by us 
from the top down (and thus is prior to experience). But Popper sees no 
reason for Kant’s rationalist confidence that our search for particular reg­
ularities must succeed or that our belief in those regularities can be jus­
tified a priori According to Popper, Kant was misled by the tremendous 
success of Newton’s mechanics into believing that certain high-level gen­
eralizations about nature (such as those encapsulated in Newton’s laws) 
must be true and that our search for such regularities must succeed But 
as Popper puts it, all our knowledge is conjectural. Kant had confused the 
alleged psychological indispensability of certain of our beliefs about nature 
with an a priori guarantee that specific versions of those beliefs must be 
true.

A third wrinkle in Popper’s argument that distinguishes it from our 
reconstruction of Hume’s reasoning actually involves a point that Hume 
himself made. Hume anticipated that some inductivists (as we shall call 
them) might concede that we cannot prove with certainty that the con­
clusion of any inductive argument must be true. But, they might argue, 
we can nonetheless show that these conclusions are likely or highly prob­
able relative to the premises from which they are inferred. Popper follows 
Hume in dismissing this strategy as unavailing, charging that this proba­
bilistic version of inductivism leads either to “apriorism” or to a vicious 
infinite regress.
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Why T h e r e  I s N o L ogic  of  D iscovery
Popper’s main concern in section 2 of our reading, "Elimination of Psy­
chologism,” is to distinguish descriptive questions from normative ones. 
Empirical psychology, he says, may investigate how and why a new theory 
suggested itself to a scientist, but tracing this causal history is irrelevant to 
evaluating the theory. Only when the process of conceiv ing a new idea 
has been completed can the normative appraisal of what has been con­
ceived begin. After the new theory has been formulated, its subsequent 
evaluation may in some cases mirror the actual thought processes of sci­
entists and m that sense provide a rational reconstruction of them, but the 
epistemological evaluation is not intended as a psychological description 
and should not be judged by how well or ill it happens to reflect actual 
patterns of reasoning. Moreover, he concludes that there is no set of rules, 
110 logical method for generating ideas. He agrees with Bergson and Ein­
stein that scientific discoveries always involve an element of creative in­
tuition that cannot be captured in any algorithm.

Despite the frequency with which this short section from The Logic 
of Scientific Discovery is cited, it is difficult to get straight what Popper is 
claiming and what his arguments are. Popper seems to be making two 
main points: that empirical psycholog)' and history are irrelevant to epis­
temology and that there is no interesting version of a logic of discovery. 
These two points are independent, and neither depends on Popper’s anti- 
inductivism. So, for example, inductivists such as Reichenbach and Hem- 
pel can endorse both positions while still rejecting Popper’s inductive 
skepticism. Also, someone can accept Popper’s first point (by insisting that 
epistemology cannot be naturalized) and yet insist that heuristic rules and 
maxims can guide the construction of new theories. All that anti-inductiv- 
ist falsificationists (such as Popper) and inductivist hypothetico-deductivists 
(such as Hempel) rule out is the possibility of an algorithm for generating 
new theories that would guarantee the truth or high probability of those 
theories. But the rejection of such an infallibilist, mechanical conception 
of a logic of discovery leaves ample room for more modest versions, and 
not even Popper in his most outspoken moments would deny that reason­
ing (deductive reasoning) can play a role (however fallible and justifica- 
tionally impotent) in the generation of new theories.14

Falsi fi cat io ni sm  and C orroboration
According to Popper the logic of science is purely deductive. The essence 
of rational scientific method is not to look for probable theories and try 
to confirm them with evidence, but to invent bold, improbable theories 
and try to refute them. Theories are tested by deducing predictions from 
them. If the predictions are false, then it follows deductively (by modus  
tollens) that the theory is false and should be discarded. If the predictions
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are verified, then the theory is not confirmed but corroborated. (“ Being 
corroborated” and “ having a high degree of corroboration” are terms of 
positive epistemic appraisal for Popper.) Withstanding a severe test proves 
a theory’s mettle. Corroborated theories should not be accepted as true or 
even as probable, but nonetheless it is rational for us to rely on them at 
least until better theories come along Eventually, by continually replacing 
falsified theories with ever bolder ones that have not yet been refuted, 
science progresses towards the truth. Or so Popper claims.

There are many problems with Popper’s falsificationism as an account 
o f scientific rationality. One problem is reconciling Popper’s talk of “veri­
fying” the predictions deduced from theories with his insistence that no 
empirical statement whatever can be established as true or highly probable. 
Popper’s response is to say that predictions, in the form of “basic state­
ments,” are accepted by the conventional decision of the scientific com­
munity' and that these decisions can be reversed later.|s Popper adamantly 
denies that any basic statement is made probable by being grounded in 
or supported by the available evidence. Scientists simply make a free, 
unconstrained decision to accept the statement, at least until further no­
tice. In a memorable and oft-quoted passage, Popper writes:

The empirical basis of objective science has thus nothing “absolute” about 
it. Science does not rest upon rock-bottom. The bold structure of its theories 
arises, as it were, above a swamp It is like a building erected on piles. The 
piles are driven down from above into the swamp, but not down to any natural 
or "given” base; and when we cease our attempts to drive our piles into a 
deeper layer, it is not because we have reached firm ground. We simply stop 
when we are satisfied that they are firm enough to carry' the structure, at least 
for the time being.16

But as many of Popper’s critics have argued, this metaphor of the 
swamp and the doctrine it illustrates are deeply troubling, for despite Pop­
per’s claim that conventional acceptance occurs only at the level of basic 
statements, not at the level of theories, surely the refutation of a theory 
must be just as conventional as the basic statement that prompts it. Thus, 
it is hard to see how Popper can justifiably assert that science is rational 
and objectively progressive when it ultimately depends on purely conven­
tional and arbitrary decisions.'7

4.3 | Salmon’s Criticism of Popper’s Anti-Inductivism

As the preceding discussion has revealed, Popper’s anti-inductivism creates 
difficulties for falsificationism by making the ungrounded acceptance of
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basic statements (and thus the refutation of theories) seem arbitrary and 
irrational. In his article, “ Rational Prediction,” Wesley Salmon also takes 
aim at Popper's rejection of induction. Salmon charges that, without in­
duction, Popper cannot give a coherent justification for using corroborated 
theories to make what Salmon calls rational predictions.

T h e  P r o b l e m  o f  R a t i o n a l  P r e d i c t i o n

Although Popper uses the term prediction to refer exclusively to the con­
sequences drawn from a theory in order to test it, Salmon reminds us that 
there are at least two other common reasons for making predictions. Some­
times, predictions are made solely to satisfy our intellectual curiosity about 
what will happen in the future. These predictions are of purely theoretical 
interest. M ore frequently, predictions are made not merely to satisfy our 
curiosity but because something of practical importance is at stake. For 
example, we might need to know how a high-rise apartment building will 
behave during a moderate earthquake to make sure that its design is safe. 
We could engage in blind guesswork or turn to clairvoyants for help, but 
the best guide is to rely on currently accepted scientific theories.

Salm on claims that, because Popper rejects any form of inductive 
confirmation, he is unable to do justice to rational predictions. (For the 
purposes o f his article Salmon focuses on those rational predictions that 
are ingredients in the making of practical decisions.) If we are never jus­
tified in accepting any theory, and successful predictions and explanations 
can never count as confirming evidence for a theory, how can falsifica- 
tionists such as Popper and his defender, John Watkins, explain why cur­
rent scientific theories are a better guide to the future than blind 
guesswork, clairvoyance, or reading Chinese fortune cookies?

Popper and Watkins have responded to Salmon’s challenge by ap­
pealing to the notion o f corroboration. A theory is corroborated at a given 
time when it has survived our attempts to refute it up to that time; one 
theory has a higher degree o f corroboration than another when it has 
survived more severe tests. Suppose we have to choose a theory as the basis 
for a practical prediction about the future from among a number of rivals 
none of which has yet been refuted. In this situation, it seems only rational 
to prefer the theory with the highest degree of corroboration. For in this 
kind of situation, Watkins says, we have nothing better to go on. Popper 
and Watkins argue that selecting in this way is not tantamount to making 
an inductive inference because judgments about corroboration are based 
solely on a theory’s past performance: they say nothing and imply nothing 
about how well the theory will do in the future. Moreover, in choosing 
the best corroborated theory we are not “ relying” on that theory in the 
sense of accepting it as true or even probable. We are simply making a 
choice.
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T h e  I n a d e q u a c y  o f  P o p p e r i a n  C o r r o b o r a t i o n

Salmon finds the Popper-Watkins “ solution” to the problem of rational 
prediction completely unsatisfactory. In a tone of patient but growing ex­
asperation with the falsificationists, Salmon makes two main points. First, 
when trying to justify our selection of a theory for the purposes of practical 
prediction, it is not literally true to say, as Popper and Watkins do, that 
we have nothing else to go on. There are plenty of other ways to choose 
a theory. We could, for example, choose the theory which is shortest when 
written out in English or the one that gets the most votes on a TV call- 
in show. Presumably, what the falsificationists mean is not that there is 
nothing else to go on but that there is nothing else rational to go on. Yet 
even if all other methods are irrational, this does not entail that choosing 
the best corroborated scientific theory is rational. For it is perfectly possible 
that all methods are without exception equally irrational. Thus, in saying 
that there is nothing else to go on, Popper and Watkins must actually 
mean that there is nothing else to go on that is rational apart from cor­
roboration. And that, Salmon complains, simply begs the question.

Second, Salmon sees an irreconcilable conflict between Popper’s in­
sistence that corroboration statements have no predictive import and his 
assertion that they justify our preference for one theory over another for 
purposes of rational prediction. If corroboration statements are solely about 
the past, how, without tacitly making an inductive inference, can they 
justify the choice of a theory on which to base predictions about the 
future?18

4.4 | Hempel on Criteria of Confirmation

In “Criteria of Confirmation and Acceptability,”  excerpted from his lucid 
introduction to the philosophy of science, Philosophy o f Natural Science, 
Carl Hempel surveys the factors that scientists use in deciding whether a 
hypothesis is acceptable or probably true. These factors include inductive 
confirmation by the available evidence, simplicity', and support from other 
theories. Hempel attempts to clarify these factors, but unlike, for example, 
the Bayesian approach to scientific inference (discussed in chapter 5 of 
this book), he does not offer a systematic, unified theory to justify them. 
At the end of his article he briefly discusses the difficulties of providing 
such a theory within the framework of Carnap’s system of inductive logic. 
Hempel presupposes that, because they involve universal generalizations, 
scientific hypotheses and laws cannot be conclusively verified, no matter 
how extensive the evidence in their favor. But like most other philosophers 
of science, Hempel rejects Popper’s falsificationism and accepts that sci-
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As a general rule, the more evidence there is for a hypothesis, the more 
strongly the hypothesis is confirmed. But as Hempel notes, there is a law 
of dim inishing returns with regard to evidence. Repetitions of the same 
kind of experim ent or observation, under the same conditions, rapidly lose 
their power to add substantially to the credibility of the hypothesis being 
tested, even when all the observations are exactly as the hypothesis pre­
dicts. W hat we desire in evidence is not mere quantity, but diversity'. Dif­
ferent kinds of test, under widely varying conditions, have a greater power 
to confirm than do repetitions of the same kind of test under the same 
conditions. M ore generally, variety in evidence makes for strength in con­
firmation. W hy is this?

Hempel argues that when the evidence is diverse, more of the hy­
pothesis gets tested than when the evidence is narrow. He gives as an 
example, Sn ell’s law in optics. For convenience, Hempel lets S stand for 
Snell's law, the hypothesis that, for any pair of transparent media, the ratio 
of the sine o f the angle of incidence (i) to the sine of the angle of refraction 
(r) is a constant. This is a generalization about all associated angles of 
incidence and refraction, and all pairs o f transparent media. Thus, confin­
ing our observations to air and water and to angles of incidence o f 30 
degrees would leave a large part o f S untested. Let us call this restricted 
test, T ,. By varying our experiments to include a range of angles (test T2) 
and many different media (T3), more of S  would be tested. But why should 
evidence collected by testing more of S lead to greater confirmation, as­
suming that the total number of data points—the quantity of the evidence 
for S —remains unchanged?

Hem pel’s answer appeals to falsifiability. Let S, be the hypothesis that 
the ratio of sin i to sin r is a constant for all samples of air and water when 
angle i is 30 degrees. S  implies S ,, but S ] could be true and S false, and 
the restricted test T, would not show it. In other words, if S, were true, 
T, could not falsify S. Sim ilarly, if S2 is the hypothesis that the ratio of sin 
i to sin r is a constant for all samples of air and water and all associated 
pairs of angles, then if  S2 were true, T2 could not falsify S. Thus, Hempel 
concludes, the more thorough the test (that is, the greater the power of 
the test to falsify a hypothesis), the more support a favorable outcome gives 
to the hypothesis. More diverse evidence results from more powerful tests; 
the more powerful the test, the greater the confirming power of the evi­
dence it generates.

Hempel’s explanation of the power of diversified evidence gives an 
inductive twist to Popper’s notion of the falsifying power of a test. But
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Hempel never spells out in detail why greater falsifying power implies 
greater confirming power. One way of connecting the two would involve 
the Bayesian approach to confirmation explored in chapter 5. For, as Hem- 
pel notes, we value diversity not for its own sake, but because we suspect 
it might affect the results of our experiments. To the Bayesian, diversity 
has evidential significance only when it is associated with com peting hy­
potheses that have some initial degree of likelihood or probability. By 
disconfirming or falsifying some of these competitors, powerful tests 
thereby increase the probability o f the surviving hypothesis (or hypotheses).

Hempel’s discussion of the value of precision in evidence is brief. 
Increased precision of measurement has special significance when we are 
testing hypotheses that make identity claims (such as the identity o f inertial 
and gravitational mass postulated by Einstein’s general theory o f relativity) 
or which predict a null result for a class of measurements (as does the 
special theory of relativity for all attempts to measure absolute velocities 
or to ascertain which inertial frames are at rest with respect to absolute 
space). For in these cases, the level of precision at which the results in 
question are supposed to hold is unlimited.

N o v e l  P r e d i c t i o n

Hempel does not use the phrase novel prediction. Instead, he writes of 
“new” evidence and “new” phenomena. The word new is in quotes be­
cause the evidence or phenomena need not be new in the sense of not 
having been previously recorded or observed. Consider, for example, the 
case of the Swiss schoolteacher Johann Jakob Balmer (18 25 -98 ), discussed 
by Hempel. On the basis of four observations made by the Swedish phys­
icist Anders Jonas Angstrom (1814-74), Balmer published, in 1885, a gen­
eral formula giving the wavelengths of a series of lines—now called the 
Balmer series—in the visible range of the emission spectrum of hydrogen. 
The original data set on which Balmer based his formula was already 
widely known by scientists at the time. Balmer then used his formula to 
predict further lines in the hydrogen spectrum, which were subsequently 
verified, thus confirming his formula. As Hempel notes, some of the ad­
ditional lines had in fact already been observed in 1885, when Balmer put 
forward his theory, but Balmer and most other scientists were unaware of 
this fact. Thus, to call the later predictions new or novel does not mean 
that no one had previously observed them but rather that the results of 
these observations, were not widely known. In particular, the results were 
not known to Balmer at the time he proposed his formula.

In analyzing the debate over novel prediction and confirmation, it is 
helpful to distinguish among the various senses in which a prediction 
might be considered novel. We shall introduce the phrase epistemic nov­
elty to distinguish the restricted epistemic sense of predictive novelty—not 
widely known and not known by the person proposing the theory—from
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the wider sense of temporal novelty—not known by anyone at the time the 
theory was proposed. Obviously, both senses of novelty are epistemic and 
relative to time, but epistemic novelty is also relative to persons: even if 
two scientists were to propose the same theory at the same time, the theory 
could make predictions that were epistemically novel for one of the sci­
entists, but not for the other, depending on what they knew and when 
they knew it.

Some philosophers of science have also deemed two further senses of 
novelty important. We shall call these design-novelty and use-novelty. A 
result is design-novel so long as the scientist did not deliberately construct 
the theory to yield the result in question. For example, when Newton 
devised his gravitational theory, he was perfectly well aware of the preces­
sion of the equinoxes, but this was not an explicit constraint on his theoriz­
ing. He did not, for example, go through several preliminary versions of 
his theory, rejecting those that did not give the right answer for the rate 
of precession. Contrast this with Einstein, who did reject earlier versions 
of the general theory of relativity because they failed to imply the correct 
value for the rate of precession of the perihelion of Mercury. Design- 
novelty is what Elie Zahar and others have called heuristic novelty: a result 
is novel in this sense if it “ did not belong to the problem-situation which 
governed the construction of the hypothesis.’ ’11' Use-novelty is a special 
case of design-novelty. A prediction lacks use-novelty when that prediction 
is used to fix the value of a free parameter in a theory or when the result 
in question is simply built into the theory. (The relevance of this sense of 
novelty for confirmation has been emphasized by John Worrall.20)

There are simple logical relations among the four notions of novelty 
that we have distinguished: temporal novelty implies epistemic novelty, 
epistemic novelty implies design-novelty, and design-novelty implies use- 
novelty; but use-novelty does not imply design-novelty, design-novelty does 
not imply epistemic novelty, and epistemic novelty does not imply tem­
poral novelty.

Several different questions can be raised about novel predictions and 
confirmation. Here are two of the most important:

If a theory is deliberately designed to accommodate or explain phe­
nomena that are already known, do those phenomena confirm the 
theory that predicts them? (If T  is designed to explain E, does E 
confirm T?)

Other things (such as quantity, diversity, and precision o f evidence) 
being equal, does a theory derive greater confirmation from novel 
predictions than from the already-known phenomena that it explains 
or accommodates? (Is T  confirmed more strongly by novel prediction 
D  than it is by E?)
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Since there are two questions and at least two possible answers to 
each (Yes, No, It all depends), at least four positions are possible. In prac­
tice, five positions have been held by significant numbers of scientists and 
philosophers of science. The most extreme position would answer “ No,” 
emphatically, to both questions, thus denying any form of inductive con­
firmation by evidence. This is Popperianism, which was discussed in the 
preceding sections of this commentary. Few philosophers of science regard 
this kind of complete rejection of inductive confirmation as plausible.

Two other extreme positions (but less extreme than Popperianism) are 
often referred to as explanationism and predictionism. Explanationism is 
the view that only the explanation of previously known and accepted re­
sults can confirm a theory and that novel predictions have no pow'er to 
confirm. Thus the explanationist answers the first question with an em­
phatic “Yes” and the second question with an emphatic “ No.” Something 
close to this view has been defended by Stephen Brush and John Worrall. 
Predictionism is the opposite view that only novel predictions can confirm 
a theory and that the explanation of previously known and accepted results 
has no power to confirm. Thus predictionists respond to the first question 
and the second question with an emphatic “ No” and an emphatic “ Yes,” 
respectively.

Between the two extremes of explanationism and predictionism are 
two more conciliatory positions. One popular choice is to answer “Yes” 
to both questions. This position, which we shall call accommodationism, 
allows that the explanation or accommodation of old evidence has some 
confirmatory value but insists that novel prediction must always have 
more. The other position, which we shall call formalism, agrees that ac­
commodating old evidence can confirm but holds that, other things being 
equal, novel predictions are no better and no worse than old ones. 
Whether or not a particular novel prediction confirms better than an old 
one depends on its evidential content, not on its novelty. Formalism is 
driven by the insistence that confirmation depends solely on the formal, 
inductive, logical relation between propositions, regardless of when and 
by whom those propositions were known or to what purposes they were 
put. Our taxonomy of positions on the novel prediction debate is sum­
marized in table 1.

Notice how explanationism, accommodationism, and formalism differ 
from each other. Explanationists deny that novel predictions are superior 
to explanations because they deny that novel predictions have any power 
to confirm. Accommodationists accept that novel predictions can confirm 
and think that the confirmation they provide is always superior to that of 
explanations. Formalists think that novelty per se is irrelevant: all that 
matters is the evidential content of the propositions involved, whether they 
be predictions or explanations. Sometimes novel predictions confirm bet­
ter than explanations, sometimes they do not; it all depends on the prop­
ositions involved.
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Question 1: If T is 
designed to explain E, 

does E confirm T?
Question 2: Is T 

confirmed more strongly 
by novel prediction D 

than it is by E?
Popperianism No No
Explanationism Yes No
Predictionism No Yes

Acconiodationism Yes Yes
Formalism Depends Depends

Table 1

Hempel’s answer to the first question is “Yes ” Without elaborating, 
he simply asserts that it follows from the fact that theory T  entails old 
evidence E that E must confirm T. Without placing further qualifications 
on the relationship between T and E, this assertion seems dubious. For 
example, if we were to construct a theory by conjoining quantum me­
chanics, Q, with the proposition E (which we already know to be true), 
most people would judge that the resulting theory (Q & E) is n o t  con­
firmed by its true entailment, E. As the critics of the H-D model are fond 
of pointing out, entailment of true consequences is too weak to be a suf­
ficient condition for confirmation.

With regard to the second question Hempel notes that most people 
think that the confirming power of novel predictions is greater than that 
of explanations or the accommodation of old evidence. He then raises “a 
puzzling question” (450), What if Balmer’s equation, T, had been con­
structed only after the new evidence, D, was in, so that T was designed to 
fit all the evidence (E &  D ) ?  That T fits the evidence under these cir­
cumstances is hardly surprising, which seems to support the predictionist 
preference for new evidence. But, Hempel replies, something in this case 
is still surprising. The surprise is not that T fits (E & D), for with sufficient 
ingenuity, numerous theories can be invented that would fit any given 
evidence. But most of those theories would be horrendously complex and 
arbitrary'. No, the surprise is that the theory, T, which fits (E & D) is such 
a simple mathematical formula. Thus, we would still have a reason for 
thinking that T  is true, even though T was tailored to fit the evidence. 
What confirms T is not the fact that T fits (E &  D )  but that T is quite 
simple. Still, Hempel does not endorse this simplicity argument as a re­
joinder to the predictionist because its plausibility' depends on whether we
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can connect simplicity with truth, and that, in turn, depends on whether 
we can give an adequate objective characterization of simplicity—an issue 
Hempel takes up later in his article.

Hempel concludes this part of his discussion by noting that, quite 
apart from the arguments he has been exploring, from a logical point of 
view all that matters is the content of theory T  and the evidence E, not 
when they were proposed or discovered. Again, he is not taking sides on 
the novel prediction issue but merely noting that if one adopts the induc­
tive-logical approach to confirmation of Carnap and others, then the for­
malist view naturally follows. Deductive logic provides an appropriate 
analogy. Just as the deductive validity of an argument depends solely on 
the content of its premises and conclusion, so, too, does the inductive 
strength of an argument. The inductive probability of the conclusion given 
the premises is an objective, logical matter that is entirely unaffected by 
how the theory was constructed or when the truth of the premises was 
discovered.

T h e o r e t i c a l  S u p p o r t

Not all support for a theory or hypothesis comes from “ below,” from in­
ductive confirmation by successful predictions; some comes from “above,” 
from other well-established and well-accepted theories. The plausibility of 
new theories and hypotheses is often assessed by how well they stand up 
in the light of evidentially well-confirmed theories that we already accept. 
The strongest relation between one theory and another is deductive. Hem­
pel gives as typical examples of deductive support from above the support 
that Balmer’s formula received when a more general formula was con­
firmed of which Balmer’s expression was a special case and the support 
that these equations received in turn from Bohr's well-confirmed theory' 
of the hydrogen atom that explained them. Hempel uses the phrase de­
ductive support in discussing these cases because of the deductive relation 
between the theories involved. But the support that one theory' confers on 
another is still inductive. The basic idea is that if a theory, G , is logically 
derivable from some more general theory H and H is well-confirmed by 
a range of evidence, E , other than the evidence that confirms G, then G 
is also confirmed by E. Elsewhere in his writings on confirmation theory, 
Hempel has called this principle the special consequence condition:21

If E  confirms H, and H entails G, then E  confirms G.

The special consequence condition says, in effect, that whatever con­
firms a hypothesis H also confirms any statement that is deducible from 
H.u Imagining any confirmation theory that could dispense with this prin­
ciple is difficult, since we presuppose it whenever we infer that the pre­
dictions of a well-confirmed theory are likely to be true. A similar looking
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principle that Hem pel named the converse consequence condition also has 
an air o f plausibility:

If E  confirm s G , and H entails G , then E  confirms H.

Newton’s gravitational theory is commonly regarded as being confirmed 
in virtue o f its entailing (with certain additional hypotheses) G alileo’s law 
of falling bodies and Kepler’s laws of planetary motion. G alileo ’s law and 
Kepler’s laws were well confirmed before Newton advanced his theory. So 
when Newton was able to derive these laws from his new theory, the theory 
im m ediately inherited a substantial measure of inductive confirmation. 
Indeed, on at least one model o f scientific progress according to which 
scientific knowledge grows by a process of theoretical reduction, some­
thing like the converse consequence condition would seem to be an in­
tegral part o f the logic o f confirmation. (For an extended account and 
criticism o f this model, see chapter 8.)

But as Hem pel has shown, the special consequence condition and 
the converse consequence condition together have the unacceptable, in 
fact absurd, consequence that any observation report confirms any hy­
pothesis whatsoever. To show that we cannot accept both conditions as 
principles o f confirmation, consider the following example. Let E  be the 
observation report, “ This is a black crow.” E  confirms the hypothesis, G , 
that all crows are black. Let hypothesis H  be the conjunction o f two gen­
eralizations, G  and /: all crows are black and all swans are purple. Trivially, 
H entails G . Therefore, by the converse consequence condition, E  con­
firms H. But, equally trivially, H entails ]. So by the special consequence 
condition, E  confirms }. Thus, by employing both conditions, we reach 
the absurd consequence that “This is a black crow”  confirms “ All swans 
are purple.”

T h e  special consequence condition appears to be irreproachable. For, 
whatever the connection between probability and confirmation, any prop­
osition must be at least as probable as the propositions from which it can 
be derived. Thus, it seems inevitable that inductive confirmation should 
be transmitted downwards to the logical consequences of any confirmed 
proposition.23 S ince we cannot embrace both conditions, we must give up 
the converse consequence condition. And this is the course that Hempel 
takes in his formal study o f confirmation theory. Hempel thinks that the 
plausibility that the converse consequence condition seems to derive from 
classic cases o f theory reduction is spurious. For in the classic cases, not 
merely are the well-established laws logically derivable from a more gen­
eral theory, but, crucially in Hem pel’s view, the laws are instances of the 
more general theory. In his formal theory o f confirmation, Hempel ad­
vocates the satisfaction criterion: a generalization, law, or theory is induc­
tively confirmed by an observation report only if  the report is an instance 
of the statement it confirms.24 We cannot pursue the details of Hempel’s
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theory here. Suffice it to say that it represents a significant departure from 
the crude form of the H-D model. For according to Hempel’s satisfaction 
criterion, hypotheses, theories, and laws are no longer confirmed merely 
by the true predictions that can be deduced from them. For a theory to 
be confirmed, those predictions must be not merely logical consequences 
but instances of the hypotheses, theories, and laws in question. Thus, while 
“all crows are black” is confirmed by the report of a black crow, Hempel’s 
theory denies that “ this is a black crow” confirms “ all crows are black and 
all swans are purple” because the report “ this is a black crow” is not an 
instance of the conjunctive hypothesis. In simple terms, Hempel accepts 
that whatever confirms a theory also confirms any logically equivalent or 
weaker theory, but he denies that whatever confirms a theory must also 
confirm every stronger theory.

S i m p l i c i t y

The notion of simplicity has already been invoked in the section of Hem- 
pel’s article on novel predictions. There, in response to the predictionist 
claim that a theory cannot be confirmed by evidence it was designed to 
explain, Hempel suggested a reply that assumed that simpler theories are 
more likely to be true than more complex ones, regardless of how they 
have been arrived at. Hempel now examines whether this and similar 
claims about simplicity can be justified.

Like most philosophers who discuss simplicity in scientific theories, 
Hempel takes curve fitting to be a paradigm illustration. In Hempel’s ex­
ample, the four data points are the four pairs of values of the variables u 
and v—(0, 2), (1, 3), (2, 4), and (3, 5)—to which we wish to fit a curve. 
Many different hypotheses are consistent with these data. Intuitively, the 
simplest of them is the straight-line hypothesis v = u + 2 that Hempel 
calls H,. But many other hypotheses expressing v as a function of u are 
possible—hypotheses involving additional terms and higher powers of u. 
In cases like this, the philosopher’s task is twofold: first, to explicate the 
concept of simplicity so that hypotheses such as H, are judged correctly 
to be simpler than their rivals; second, to justify what Hempel calls the 
principle of simplicity-, that, given two otherwise equally well-confirmed 
rival hypotheses, we should prefer the simpler; in other words, that sim­
plicity enhances the credibility of a theory' or hypothesis.

Hempel briefly surveys some of the attempts to analyze the notion of 
simplicity and the difficulties such attempts have encountered. A guiding 
assumption in this search has been that, whatever it ultimately amounts 
to, simplicity should be objective, not simply a matter of familiarity, con­
venience, or intuitive appeal that can vary from person to person or that 
is relative to context. Thus, merely trying to judge how complicated al­
gebraic equations appear to be is a poor way of measuring simplicity. So, 
too, is looking at the graphical representation of a curve in some coordi-
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nate system. In both cases, the judgment made will be relative to the 
variables or the coordinate system chosen. In Cartesian coordinates (x, y), 
a straight line will appear simple and a spiral complex; in polar coordinates 
(r, 6) the spiral will appear simple and the straight line complex. An al­
ternative might have us counting axioms and judging that theory to be 
simplest whose axioms are fewest. But like the previous proposals, this fails 
due to arbitrariness: one can always reduce the number of axioms by 
conjoining statements.

Hempel discusses and criticizes four attempts to justify the simplicity 
principle. T h e first two are based on ideas that have been held by a num­
ber of scientists and philosophers; the last two derive specifically from 
Reichenbach and Popper, respectively.

■ THE SIMPLICITY-POSTULATE ARGUMENT

The simplicity postulate asserts that most of the fundamental laws of na­
ture are simple. If we knew that to be true, then we would have an obvious 
rationale for embracing the principle of simplicity, which holds that sim­
pler theories should be preferred because they are most likely to be true. 
The problem, as Hempel observes, is that we do not know that the sim­
plicity postulate is true. In fact, the assumption that the laws of nature are 
simple is at least as controversial as the principle of simplicity itself and, 
hence, cannot be used to justify it without a great deal of further argument. 
Merely appealing to our past success in uncovering some relatively simple 
laws of nature will not suffice here, since the relevant question is precisely, 
Why should this past success be taken as good evidence that the laws of 
nature as a whole are simple? Obviously, it would be circular to appeal 
to the simplicity o f the simplicity postulate as a reason for preferring it to 
more com plex postulates.

One o f these alternative postulates is that a principle of selection is 
driving us to find the simple laws and that the laws we have discovered 
thus far are not a representative sample of the laws of nature as a whole. 
Rather, the laws we have discovered are simple because those are the ones 
on which we have chosen to focus our attention. Both the simplicity pos­
tulate and the selection hypothesis explain the evidence, namely, the rel­
ative simplicity o f the laws uncovered by science thus far. So what reason 
can we give for preferring the former to the latter that avoids begging the 
question?

■ THE ECONOMY-OF-SCIENCE ARGUMENT

In the generation o f scientists and philosophers of science preceding the 
advent of logical positivism, positivistically inclined thinkers such as Ernst 
Mach, Karl Pearson, and Pierre Duhem insisted that the principal aim 
of science is not to explain but to find the most economical description 
of facts. On this view, theories are not hypotheses about the structure of 
reality; they are merely tools for summarizing information obtained from
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observation and experiment. Hence, the simplest theories should be pre­
ferred because they provide the most succinct, shorthand summary of the 
available data.

The flaw in this attempt to justify the simplicity postulate was exposed 
by Hans Reichenbach (among others) in his book, Experience and Predic­
tion, and Hempel’s remarks in his article echo Reichenbach’s criticism. 
Reichenbach introduced the phrases descriptive simplicity and inductive 
simplicity to stand for two very different notions of simplicity. Descriptive 
simplicity concerns empirically equivalent theories where the choice of 
one theory over another is, to quote Reichenbach, “ nothing but a matter 
of taste or of economy.”25 Reichenbach gives several examples: the pref­
erence of scientists for the metric system over older systems for making 
measurements and performing calculations; the choice of one particular 
inertial system as the “ rest system” in the special theory of relativity and 
the adoption of a particular definition of simultaneity in that theory; the 
decision to adopt Euclidean rather than non-Euclidean geometry as the 
geometry of space. But when, as in Hempel’s illustration, we are trying to 
fit curves to a finite set of data points, the rival hypotheses are not empir­
ically equivalent. They are hypotheses whose predictions about future 
measurements disagree. In curve-fitting problems, the issue is not, which 
hypothesis gives the most economical description of the facts already ob­
served? but rather, which hypothesis is the most reliable guide to obser­
vations that will be made in the future? In short, inductive simplicity 
concerns what Wesley Salmon calls rational prediction, not economical 
description. Reichenbach (and Hempel) accuse positivists like Mach of 
confusing the two concepts of simplicity. Economy and convenience gov­
ern the choice between (equivalent) theories that differ merely in descrip­
tive simplicity. But when (nonequivalent) theories differ in inductive 
simplicity, the choice depends on which theory makes the best predictions 
about the future.

■ r e i c h e n b a c h ’ s  i n d u c t i v e  a r g u m e n t

Reichenbach's defense of the principle of simplicity is an application of 
his well-known pragmatic vindication solution to the problem of induc­
tion. Whether one chooses the smoothest curve that fits a finite set of data 
points or uses the straight rule to estimate the properties of a population 
from an examination of a sample, Reichenbach admits that no method 
can be guaranteed to generate the correct answer any single time it is 
applied.26 But, he argues, some methods have the important virtue of being 
self-corrective. It can be shown, solely by means of deductive arguments, 
that if they are applied repeatedly, they will get ever closer to the correct 
answer with the accumulation of evidence. The inductive straight rule 
and the principle of the simplest curve are examples of such self-corrective 
methods.
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As Hempel notes, Reichenbach’s argument is more complicated than 
Hempel’s simplified presentation of it. The reason for this additional com­
plexity sheds light on one of the philosophical difficulties with Reichen­
bach’s approach. The problem is this: Many different, competing methods 
can be proven to be self-corrective in Reichenbach’s sense. The property 
of asymptotic convergence is not unique to the straight rule and the prin­
ciple of the simplest curve. What, then, justifies us in using these rules 
rather than others with the same virtue? In the case of curve fitting, the 
problem takes the following form. One self-corrective method—the 
method of linear interpolation—tells us to approximate the true function 
by drawing a chain of straight lines through the data points as they ac­
cumulate. But no self-respecting scientist would use that method. Instead, 
scientists insist on drawing smooth curves to link the data points. Why? 
Reichenbach suggests that it is because scientists assign a physical signif­
icance to the higher-order derivatives of the variables that define the curve. 
For example, if we plot distance against time, then the first-order derivative 
of distance with respect to time is velocity, and the second-order derivative 
is acceleration. Scientists want to discover laws relating those quantities to 
distance and time by means of continuous functions, too. So they insist 
on the method of the smoothest curve, rather than the method of linear 
interpolation, when choosing a curve to fit a set of paired values of distance 
and time. But even if this argument is convincing, a large number of 
smooth curves can still be drawn through any set of data points. Why 
should we prefer one curve to another that is, by whatever small degree, 
incompatible with it? At this point in his argument, Reichenbach concedes 
that there is no further inductive vindication for our preference. Inductive 
simplicity can take us only so far. Once we have narrowed our choice to 
the family of smooth curves, all of which converge asymptotically, any 
further preference among them is solely a matter of descriptive simplicity 
and convenience. In the long run, any member of the family will converge 
on the true function, so it does not matter which one we choose.

Hempel acknowledges that Reichenbach’s argument does show some­
thing. For example, it shows that some ways of connecting data points are 
irrational because they lack the property of convergence. But, as Reichen­
bach concedes, the field of convergent methods is very wide. Reichen­
bach’s appeal to the long run as the answer to this embarrassing variety 
carries little conviction, since he is unable to specify how quickly (or 
slowly) the convergence will take place. How satisfying is it as a philo­
sophical solution to the problem of inductive inference to be told that a 
method is rational because it (along with thousands of other rival methods) 
will eventually lead us to the truth if only we persist for long enough (and 
if there is a truth to be discovered)? Most of the decisions we have to make 
using inductive reasoning concern the very short run. As Lord Keynes 
remarked, “in the long run we are all dead.”
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■ p o p p e r ’ s  f a l s i f i a b i l i t y  a n a l y s i s

Popper’s approach to the simplicity problem differs radically from that 
taken by the other philosophers discussed by Hempel. Since Popper denies 
the very possibility of inductive confirmation and insists that all theories, 
even the ones we currently accept, are almost certainly false, he can hardly 
claim that simplicity should be preferred because simple theories are more 
likely to be true. Instead, Popper links simplicity with falsifiability. Simple 
theories should be preferred, he tells us, because they are more falsifiable 
and thus easier to test. Popper also associates simplicity with empirical 
content, claiming that simple theories are more falsifiable because they 
have greater content. Inductivists and Bayesians defend the principle of 
simplicity by arguing that simpler theories have higher prior probabilities, 
that they are more likely to be true because of their simplicity.27 Popper 
takes the opposite position, arguing that simpler theories have greater con­
tent and thus are more likely to be false. We can crudely summarize 
Popper’s position regarding scientific theories as follows:

more falsifiable = simpler = greater empirical content
= more improbable.

There are many fascinating and controversial aspects to Popper’s net­
work of claims concerning falsifiability', simplicity', and content. Some of 
these are touched on in Salmon’s article, discussed earlier in this com­
mentary. Here, we shall focus on two of Popper’s claims: the link between 
simplicity and falsifiability, and the link between simplicity' and content.

In order to link simplicity with falsifiability, we must first characterize 
each and then show that the one tracks the other. For curves specified by 
equations, Popper proposes that simplicity decreases with the number of 
freely adjustable parameters, the degree of the equation, and the order of 
the derivatives (if any) that occur within it. For example, the second-order 
equation of a circle is simpler than the second order equation of an ellipse 
because it has one less parameter (the radius of the circle replaces the 
major and minor axes of the ellipse). Falsifiability (testability) depends on 
the number of data points that would be needed to show that the theory 
is false. Four points that suffice to refute a circle hypothesis might still lie 
on an ellipse. Thus “all the planets move in circles” has a greater degree 
of falsifiability than “ all the planets move in ellipses” because, if false, it 
can be falsified by a smaller number of data points. This example illus­
trates Popper’s thesis that simpler theories have a greater degree of 
falsifiability.

Many objections have been raised against Popper’s analysis of sim­
plicity and falsifiability. One problem is its limitation to simple polynomial 
functions such as those specifying straight lines, circles, and similar curves.
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What about functions such as y = cos x, and y = log (1 -  x)? Scientists 
would judge these to be relatively simple. Yet their power series expansions 
contain an infinite number o f terms involving ever higher powers of x. 
Thus, Popper’s theory would judge them all as being equally, infinitely, 
complex. H em pel’s discussion raises two further problems. First, certain 
groups o f hypotheses (for example, H ,, H 2, and H, from Hempel’s curve­
fitting exam ple) can all be refuted by a single data point, even though 
some o f the equations are o f a higher order than others. So, it would 
seem, contrary to Popper, theories can differ greatly in simplicity and yet 
have the sam e degree of falsifiability. Second, when two hypotheses differ 
in their degree o f falsifiability, the more falsifiable hypothesis is not always 
simpler. Consider, for example, “All asteroids and comets move in circles” 
(K) and “ All planets move in ellipses” (L). Because it takes fewer data 
points to refute a circle hypothesis than it does to refute an ellipse hy­
pothesis, K  is more falsifiable than L  even though it is more complex. O f 
course, Popper might reply by insisting that L  is more falsifiable than K 
because it has greater content.

T h e content o f a scientific theory is notoriously hard to define. The 
natural idea is to regard a theory’s content as a function of the number of 
the em pirical consequences derivable from it: the larger the set of con­
sequences, the greater the theory’s content. But most, if not all, scientific 
theories have an infinite number of consequences. Thus we are faced with 
the daunting problem of trying to decide which infinite sets are “ bigger” 
than others. Content comparison is only straightforward when one theory 
entails another. For, if H  entails /, then /’s consequence set is a subset of 
H’s consequence set. And so long as H and / are not logically equivalent, 
the content o f H  must be greater than the content of /. But, as Hempel 
notes, logically stronger theories are not necessarily simpler. For example, 
the conjunction (H &  J) entails /, but when H and / are unrelated theories, 
(H &  /) is not simpler than /. Greater content does not imply greater 
simplicity. M oreover, in the curve-fitting problem, none of the rival 
hypotheses entails any o f the others. Nonetheless, some are simpler 
than others, even though, intuitively, their content is the same, since 
each o f them specifies an infinite set of pairs of values for the two vari­
ables u and v.

T h e  P r o b a b i l i t y  o f  H y p o t h e s e s

In the final section o f his paper, Hempel considers whether it might be 
possible to construct a system o f inductive logic in which the credibility 
of a hypothesis is a precise number between 0 and I satisfying the axioms 
of probability. Since the credibility o f a hypothesis, H, depends not just 
on a narrow set o f observational evidence, E , but on the other theories, 
statements, and laws that we accept, Hempel writes the credibility of H as
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c(H, K), which is to be read as the credibility of H  relative to the set K of 
all the statements that scientists accept at a given time (including E). Once 
we are given credibilities in the form of probabilities, it is easy to calculate 
further probabilities of disjunctions and conjunctions using the probability 
calculus. The philosophical challenge is to explain where the probabilities 
come from in the first place and what determines their values. Hernpel 
mentions one influential attempt to do this, namely Rudolf Carnap’s sys­
tem (actually, infinitely many different systems) of logical probability (oth­
erwise known as inductive probability, or degree o f confirmation).

As Hernpel recognizes, Carnap’s work is highly formal, based as it is 
on an idealized model language. All the primitive predicates (of which 
there can be only finitely many) and individual constants (the terms that 
name individual objects, events, or, as Carnap prefers, spatiotemporal po­
sitions) must be completely specified at the outset and, for a significant 
class of these systems, the numerical values that the credibility function 
assigns to hypotheses depend on the number of primitive predicates in the 
language. Thus, if we wish to apply any of these Carnapian systems of 
inductive logic to science, either we must hold the language constant, 
refusing to allow any new predicates to be introduced, or we must rec­
ognize that the confirmation that, say, a hypothesis in physics receives 
from a particular body of evidence will change whenever new predicates 
are introduced, even if they are in completely different fields such as 
sociology or botany. Neither option is attractive, and in any case, the very 
idea that we could completely enumerate all the predicates and individual 
constants of a language adequate to express all the theories in present-day 
science is quite unrealistic.2#

There is another reason for being skeptical about the usefulness of 
Carnap’s formal systems of inductive logic for understanding the confir­
mation of scientific theories. As Hernpel points out, the confirmation of 
theories depends on a number of factors, such as simplicity and diversity 
of evidence, that are extremely difficult to analyze precisely. Thus, it is 
very unlikely that they could ever be incorporated into an algorithm that 
would determine how the numerical credibility values would change in 
response to them. The Bayesian approach (explored in chapter 5) circum­
vents this problem by abandoning Carnap’s attempt to assign inductive 
probabilities to hypotheses on logical, a priori grounds. Instead, Bayesians 
take the relevant probabilities as given, empirically, in the form of the 
degrees of belief that scientists have in their theories. Thus, factors such 
as simplicity and diversity of evidence exert their influence psychologically, 
and Bayesian confirmation theory takes it from there. This obviates the 
need for the kind of precise, logical analysis that has proven so elusive.
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4.5 | Snyder on Evidence, Explanation, and Novel
Prediction

In her artic le , “Is Evidence Historical?” Laura Snyder rejects both explan- 
ationisin and predictionism  on the grounds that both imply the historical 
thesis of ev idence, w hich , she argues, is false.

T h e  H i s t o r i c a l  T h e s i s  o f  E v i d e n c e

The h istorical thesis of evidence asserts that if theory T entails a true 
statem ent E, then w hether that statement confirms the theory depends on 
when the statem ent is known relative to when the theory that entails it is 
proposed. E xplanationism  entails the historical thesis because it insists that 
E can confirm  T  only if E is known before T is proposed. The view more 
com m only held  by hypothetico-deductivists, predictionism, is equally 
com m itted to the historical thesis, since it asserts that E confirms T only 
if E  is a novel prediction. Thus, predictionism holds that confirm ing ev­
idence has to be “new ” whereas explanationism holds that confirm ing 
evidence has to be “o ld .”

T h r e e  A r g u m e n t s  f o r  P r e d i c t i o n i s m

Snyder identifies three distinct arguments for the predictionist thesis that 
only new evidence can  confirm  a scientific theory.

■ T H E  N O - C O IN C ID E N C E  A R G U M E N T

As Snyder discusses, predictionists and accommodationists (those who ad­
mit that old ev idence can confirm  but insist that novel predictions always 
have greater confirm ing power) often appeal to a form of inference to the 
best explanation in support o f their doctrine. Th ey point out that, when 
E  is a novel prediction, there are two hypotheses that might explain why 
theory T  correctly predicts E : the truth hypothesis and the coincidence 
hypothesis. E ith er T  is true (and that is why E , along with all the other 
entailm ents o f  T , is true), or T  is false and it is simply a coincidence that 
E  happens to be true. T h e  truth hypothesis is a much better explanation 
o f the fact that T  entails som ething true than is the coincidence hypothesis. 
Indeed, the co in cid en ce hypothesis seems like no explanation at all. So 
when E  is a novel prediction, E  confirms T  to a significant degree. But 
when the ev idence that T  was contrived to explain is old, a third and more 
likely explanation o f  why T  entails that evidence enters the picture. That 
explanation, the design hypothesis, asserts that T  was deliberately con­
structed to explain E . Indeed, in this case, the coincidence hypothesis 
drops out as a candidate, leaving the contest between the design hypothesis 
and the truth hypothesis. T h e  design hypothesis is a much better expla-
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Alternative explanations of the fact that a 
theory, T, entails the true statement E

Prediction of new evidence 

Explanation of old evidence

T is true Coincidence

T is true Design

Table 2

nation than the truth hypothesis. So the predictionist concludes, when E 
is old evidence it lends no (or, as some accommodationists would concede, 
very little) support to T. The alternative hypotheses in the two cases are 
summarized in table 2.

The no-coincidence argument has several controversial aspects. One 
is the assumed connection between explanation and confirmation that 
underlies this sort of inference to the best explanation. The operative 
principle—that one proposition, P, confirms another, Q, only if Q is the 
best explanation for P—is not very plausible, in part, because confirmation 
comes in degrees but being the best explanation does not. Moreover, of 
the available explanations for P, Q, while the best, might be very poor. 
Under those circumstances it would seem unreasonable to regard P as 
confirming Q to any significant degree. These objections suggest what is 
perhaps a more plausible version of the explanation-confirmation princi­
ple: the degree to which P confirms Q depends on the strength of the 
explanation of P given by Q. The stronger the explanation of P by Q, 
the greater the support that P lends to Q.

Another controversial aspect of the no-coincidence argument is the 
judgment about which hypothesis explains best in each of the two cases. 
Suppose that explanation requires either the logical derivability of the 
explanandum (what is to be explained) from the explanans (what does the 
explaining) or that the explanans confer on the explanandum a reasonably 
high probability. The explanandum is the conjunction of two statements: 
that T entails E, and that E is true. The first conjunct of the explanandum, 
that T entails E, follows deductively from all of the hypotheses under 
consideration. For if T entails E, then this is a necessary truth and is thus 
entailed by any hypothesis whatever. The second conjunct of the expla­
nandum, the fact that E is true, is entailed by the truth hypothesis (to­
gether with the necessary truth that T entails E). Thus, whether E is a 
novel prediction or old evidence, the hypothesis that T is true would seem 
to be an excellent explanation in either case. So why should we agree 
with the predictionist that, when E is old evidence that T is introduced 
to explain, the design hypothesis is superior to the truth hypothesis? On 
the face of it, the design hypothesis provides little or no explanation of the 
second conjunct of the explanandum, namely, that E is true. Granted, the
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truth hypothesis beats out the coincidence hypothesis when E is a novel 
prediction. But then why does the truth hypothesis not similarly beat out 
the design hypothesis when E  is old evidence?

■ THE FALSIFICATION ARGUMENT

Although Popper denies that there is any such thing as inductive confir­
mation, his principle o f falsifiability is often invoked by inductivists. In the 
present debate between predictionism and explanationism, the relevant 
principle would be roughly as follows: if T  entails E , then E  can confirm 
(or “ corroborate” ) T  only if E  could potentially falsify T. (Paul Horwich 
invokes a similar principle in his solution to the raven paradox discussed 
in chapter 5.) W hen E  is already known to be true, it is assumed that E 
cannot falsify T. Therefore, novel predictions always confirm and expla­
nations of old evidence can never do so.

As presented by Snyder, the falsification argument hinges oir the tem­
poral novelty o f the evidence: if E  is already known, then it cannot serve 
to falsify T. But a number of philosophers of science, notably John Worrall, 
have argued that what really counts is not temporal novelty but use- 
novelty.29 For example, if E  was explicitly incorporated into the theory T, 
then it would not be use-novel and thus could not serve, even potentially, 
to falsify T. But E  might have been known for centuries before T  was 
proposed and yet still be able potentially to falsify T  just as long as it was 
not used in the construction of T. For in that case, Worrall argues, T 
would be genuinely at risk from E . Worrall seems to have in mind risk in 
the sense o f epistemic possibility, not logical possibility. From a logical 
point of view, either T  entails E , or T  entails something that is inconsistent 
with E  (or T  entails neither E  nor anything that is inconsistent with E). 
Whichever entailment relation holds (or fails to hold), it does so of logical 
necessity, independently of what anyone believes or desires. But from an 
epistemic point o f view, things are quite different. We want an explanation 
for some already known result E . We propose a theory T  to explain it. 
Since we did not build E  into T  or use E  to generate T, we do not know 
whether in fact E  is derivable from T. For all we know, before we try to 
derive E  from T, the theory might yield something that is inconsistent 
with E  and thus fail the test. I f  we find that T does in fact entail E , then 
T has passed the test and E  now supports T.

■ THE POSITIVE-RELEVANCE ARGUMENT

The positive-relevance view of evidence is the one favored by Bayesians. 
It is often referred to as the relevance criterion o f confirmation or the in­
cremental concept o f  confirmation. (See the readings and commentary in 
chapter 5 for an extended discussion of this approach to confirmation and 
evidence.) According to the positive-relevance view, E  is evidence for the 
theory T if and only if  E  raises the probability of T. When a scientist uses 
T to make a novel prediction E, we do not yet know whether E  is true.
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Thus, the probability o f E  is less than 1. Assume that T  entails E , so that 
the probability of E  given T  is 1: P(E/T) = 1. In that case, as Snyder 
shows, it follows immediately from Bayes’s theorem that the probability of 
T  given E  is greater than the probability o f T  without E : P (T /E ) >  P(T). 
(Again, see chapter 5 for much more on this and other applications of 
Bayes’s theorem.) But when E  is old evidence, E  is already known to be 
true. So some philosophers have argued, in that case the probability o fE  
is 1, and Bayes’s theorem entails that E  cannot change the probability' of 
T. Hence, no matter how much old evidence T  can explain, none of it 
can confirm T. This last claim has come to be known as the problem of 
old evidence. It should be noted that most Bayesians reject this claim and 
have offered various solutions to the problem o f old evidence. (See chap­
ter 5 for details.) The positive-relevance argument for predictionism is 
highly controversial.

Two A r g u m e n t s  f o r  E x p l a n a t i o n i s m

Snyder cites a recent article by Stephen Brush, “ Prediction and Theory 
Evaluation: The Case of Light Bending,” as a good example o f the ex- 
planationist thesis that novel predictions are powerless to confirm theories 
and that only the explanation of previously known and well-established 
results carries confirmational weight.’0 In fact, Brush (and other explana- 
tionists, such as Gingerich and Worrall) does not go quite this far. Brush’s 
position is that, while explanations of old evidence are always confirma- 
tionally superior to the prediction of new results, he does not deny that 
novel predictions can confirm theories to some degree. Brush rests his 
case on two arguments: one appeals to the history of science, the other to 
a notion of reliable evidence.

■ THE HISTORY-OF-SCIENCE ARGUMENT

Many science textbooks and writings by philosophers of science assume 
that scientists regard novel predictions as much stronger evidence for a 
theory than the explanation of facts already known. Wesley Salmon, for 
example, in his article “ Rationality and Objectivity in Science or Tom 
Kuhn Meets Tom Bayes,” (reprinted in chapter 5 below) cites the Poisson 
bright spot as a striking and unexpected prediction made by the wave 
theory of light. The story as told by Salmon, Kuhn, Giere, and others runs 
as follows:’ 1 In 1819, Augustin Fresnel, a supporter of the wave theory of 
light, won the prize offered by the French Academy of Sciences for the 
best essay on diffraction. At that time, most scientists in France (and else­
where) accepted the corpuscular theory of light that had been developed 
by Isaac Newton. Very few physicists thought that the wave theory of light 
could possibly be true. Of the distinguished panel of scientists that judged 
Fresnel’s entry, three (Laplace, Biot, and Poisson) were committed cor- 
puscularians; only one, Arago, favored the wave theory. During his ex-
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animation of Fresnel’s paper, Poisson deduced from Fresnel’s wave theory 
of light the apparently absurd consequence that if a small circular disk 
obstructs the light coming from a pinhole, there should be a bright spot 
in the center of the disk’s shadow and the spot should be just as bright as 
if the disk were not there. Arago performed an experiment to test this 
“absurd” consequence and, to everyone’s amazement, found the bright 
spot, just as Fresnel’s theory predicted. Fresnel was immediately awarded 
the prize and, almost overnight, the wave theory was accepted by the 
scientific community, mainly on the strength of this stunning confirmation 
of Fresnel’s theory.

Unfortunately for the predictionists, John Worrall has shown that Ar- 
ago’s experimental verification of the Poisson bright spot had nothing like 
the dramatic effect claimed for it by most philosophers of science.'2 There 
was no sudden conversion to the wave theory, and the commission that 
judged Fresnel’s paper was far more impressed by Fresnel’s ability to ex­
plain, accurately and precisely, the known diffraction patterns cast by 
straight edges and slits, than it was by the prediction of the bright spot. 
The usual story about the dramatic confirming effect of the bright spot 
seems to be largely a myth.

Similarly mythical, according to Stephen Brush, is the story of Ed­
dington’s verification, in 1919, of Einstein’s novel prediction that light 
from distant stars will be deflected by the intense gravitational field of the 
sun. At the time, physicists (as opposed to the general public) were just 
as impressed, if not more impressed, by the ability of Einstein’s general 
theory of relativity to predict, accurately, the rate of precession of the 
perihelion of Mercury. The problem of Mercury’s orbit had been rec­
ognized for decades, whereas gravitational light bending was new and 
unexpected. But few, if any, scientists gave light bending greater confir- 
mational significance simply because it was new. Most found Einstein’s 
solution to the Mercury problem an achievement that was at least as, if 
not more, impressive than the prediction of light bending. In the view of 
most scientists, the power of evidence to confirm a theory has nothing to 
do with when the evidence was first acquired.

Thus, the history-of-science argument runs as follows: Contrary to the 
claims made by predictionists, scientists often accord greater weight to the 
explanation of known phenomena than to the prediction of new ones. 
This is borne out, even in those cases (such as the Poisson bright spot and 
gravitational light bending) to which predictionists appeal for support. 
Since philosophical claims about science have to square with the consid­
ered judgments of scientists in a reasonably wide variety of cases, expla- 
nationism is more plausible than predictionism.

■ T H E  R E L I A B L E - E V I D E N C E  A R G U M E N T

Brush’s appeal to the history of science as support for explanationisnr has 
a number of problems. History, that is real history not the simplified ¡do-



5 3 0  | C u .  4 I n d u c t i o n , P r e d i c t i o n , a n d  E v i d e n c e

alizations of textbook writers, is messy. As Brush readily admits, scientists 
were not unanimous in the light bending case: some did think that light 
bending was stronger evidence for Einstein’s theory than the explanation 
of Mercury’s orbit, and Brush, a scrupulous historian, quotes some of them 
in his article. Of course, Brush attempts to explain why they judged the 
matter incorrectly or why, in some cases, they did not literally mean what 
they wrote. But the fact remains, then as now, that some scientists endorse 
predictionism.

Another way in which history is messy concerns the “other things 
being equal’’ qualification that is implicit in the rival theses of prediction­
ism and explanationism. Both camps recognize that, even if novel predic­
tions are intrinsically superior to explanations as evidence, in an actual 
case a particular explanation may confirm more strongly than a particular 
novel prediction and a particular novel prediction, however startling and 
unexpected, may not confirm a theory to any significant extent. The reason 
for the latter is readily appreciated from a Bayesian perspective in which 
confirmation depends not only on the unexpectedness of the evidence 
predicted but also on the prior probability of the theory making the pre­
diction. Thus, for example, in the case cited by Owen Gingerich,” Veli- 
kovsky made predictions about the high surface temperature of Venus and 
radio emissions from Jupiter that scientists at the time regarded as highly 
improbable, only to have these predictions verified a few years later. Much 
to Velikovsky’s dismay these predictive successes did nothing to increase 
the scientific acceptability of his theory. To Bayesians this is not surprising: 
the prior probability of Velikovsky’s theory was so low that no amount of 
evidence, not even the success of startling novel predictions, could raise 
that probability to any significant degree. Thus, the Velikovsky case is not 
a counterexample to predictionism because other things were not equal.

Given the problems with appealing to history for support of explana­
tionism, what Brush needs is a philosophical argument showing why ex­
planations should count more strongly than novel predictions, other things 
being equal. In his attempt to offer such an argument, he invokes the 
notion of reliable evidence, which is sketched in Snyder’s article. The 
phrase re liab le ev id en ce  is not, perhaps, well chosen, since it suggests prob­
ab ility  o f  truth, whereas Brush’s brief remarks make clear that what he 
really means is something more like con firm in g pow er. In other words, as 
Brush sees it, the issue is not whether the evidence is known for sure to 
be genuine but whether the evidence, once known, has the power to 
confirm the theory.

Brush begins by noting that, prior to Einstein’s general theory of rel­
ativity, not only was Mercury’s orbit already well known, but, more im­
portantly, no theory had been able to explain it. This failure did not lead 
to the rejection of these unsuccessful theories, since, at that time, scientists 
had nothing better to put in their place; Mercury’s orbit was a classic 
example of a nonrefuting anomaly. But when Einstein solved the Mercury
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problem, the unsuccessful theories were rejected, and, as a consequence, 
Einstein’s theory was substantially confirmed. Understood in this way, 
Brush is appealing to inductive confirmation by the elimination of alter­
natives. Contrast the Mercury problem with the prediction of light bend­
ing. Gravitational light bending was an entirely new phenomenon. Thus, 
at the time of Einstein’s successful prediction whether the possible rival 
theories to Einstein’s could also explain it was not known. (The only avail­
able rival theory that had been systematically explored was Newton's grav­
itational theory, and Newton’s theory did indeed give the wrong answer.) 
So the novel prediction of light bending, though successful, had relatively 
little confirming power when compared with the solution of the Mercury 
problem. Only some years later, when rival theories had tried and failed 
to explain light bending, could light bending count as strong evidence for 
Einstein’s theory. Snyder refers to this principle—that a successful predic­
tion cannot be good ("reliable”) evidence for a theory until other theories 
have also had a chance at explaining it—as Brush’s equal opportunity re­
qu irem ent. On this interpretation of Brush’s argument, it is not the expla­
nation of previously known phenomena per se that counts strongly in favor 
of a theory but the theory’s succeeding where its rivals have failed.34

W h y  t h e  H i s t o r i c a l  T h e s i s  I s  F a l s e

In the section of her article entitled, “The Concept of Evidence,” Snyder 
undertakes to refute both predictionism and explanationism by showing 
that the historical thesis of evidence is false. Here, in schematic outline, 
is her argument.

1 As used in science, the concept of evidence is impersonal. If E  
confirms (is evidence for) hypothesis H, then E is a reason for 
anyone to believe H, regardless of who that person is and what 
beliefs she holds.

2 Therefore, any adequate philosophical theory about the nature of 
scientific evidence must be compatible with the impersonal con­
cept o f evidence.

3 Theories o f evidence are either objective or nonobjective.

4 Objective theories of evidence deny that confirmation and evidence 
depend on anyone’s beliefs or knowledge at any time.

5 Thus, all objective theories of evidence are compatible with the 
impersonal concept o f evidence, and all entail that the historical 
thesis is false.

6 Nonobjective theories of evidence assert that confirmation and ev­
idence do depend in specified ways on what particular individuals 
(or groups o f individuals) know or believe at a particular time.
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7  Only some nonobjective theories o f evidence are com patible with 
the impersonal concept o f evidence, but all o f these entail that the 
historical thesis is false.

8 Therefore, the historical thesis is false, and so, too, are prediction- 
ism and explanationism.

Snyder’s argument is complicated, in part because she draws a fine 
distinction between the concept of evidence as used by scientists being 
impersonal and philosophical theories about the nature o f scientific evi­
dence being objective. Snyder argues that, at bottom, E  is evidence for 
some hypothesis H (or, equivalently, E  confirms H) if and only if  E  gives 
a reason for thinking that H is true. What makes the scientific concept o f 
evidence impersonal is that the question o f whether E  is evidence for H 
is com pletely independent o f any particular person’s beliefs. If E  is evi­
dence for H, then anyone who believes E  has a reason for believing H. It 
does not matter whether a particular person does not believe E  or holds 
other beliefs that may count against H or fails to appreciate the evidential 
connection between E  and H or believes H  for some other reason. E vi­
dence is evidence, regardless of who considers it or what beliefs that person 
holds.55

M any (but not all) of the theories o f evidence and confirmation of­
fered by philosophers of science are objective because they regard any 
subjective factor (such as the beliefs o f a person or group o f people) as 
utterly irrelevant to the confirmation relation between E  and H . Since 
beliefs are held to be irrelevant to confirmation, it follows trivially that the 
time at which beliefs are acquired must also be irrelevant. So all objective 
theories o f evidence entail that the historical thesis is false.

Perhaps the best known nonobjective theory o f evidence is the sub­
jective Bayesian view (sometimes called the personalist theory). On this 
view, confirmation is relativized to each individual so that, strictly speak­
ing, there is no such thing as the confirmation that E  gives to H. According 
to subjective Bayesians, there is only the confirmation o f H  on E  for a 
particular person, and its value can vary from person to person. Snyder 
rejects the subjective Bayesian view as unacceptable because it violates the 
impersonality condition. (See chapter 5 for an extended discussion and 
criticism of Bayesian approaches to confirmation.) But there are other 
nonobjective theories o f evidence that are com patible with the impersonal 
character of evidence in science. Snyder singles out for attention the 
expert-relative concept o f  evidence (see page 473):

E  is evidence for H  at time t only if the “ experts”  know some body
o f information B at f and, given B, E  is a reason to believe H.
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Although the expert-relative concept relativizes confirmation to the 
beliefs of some people (“ experts” ) at a given time and thus is nonobjective, 
it is impersonal because, if the confirmation relation holds between E and 
H at a given time, then E is a reason to believe H at that time regardless 
of who one is. In particular, the expert-relative concept does not require 
that anyone (not even the “ experts” ) know or believe that E is true at any 
given time. Thus, the expert-relative concept is inconsistent with the his­
torical thesis (since the historical thesis says that the time at which E is 
known or believed is crucially relevant to whether E  confirms H.)

In our reconstruction of Snyder’s argument, premise number 7 says 
that all nonobjective theories of evidence that are compatible with the 
impersonal concept of evidence entail that the historical thesis is false. 
But Snyder has not shown that this is true merely by examining one such 
theory, the expert-relative theory. In principle, there are other possible 
nonobjective theories of impersonal evidence that entail that the historical 
thesis is true. Here is one such theory:

The predictionist “expert-relative”  concept o f evidence: E  is evidence 
for H  at time f only if the “ experts” know some body of information 
B but do not know E  at f and, given B, E is a reason to believe H.

Admittedly, this predictionist version of the expert-relative view sounds a 
little odd, but it is not totally implausible. Consider, for example, the 
Poisson bright spot episode discussed earlier. It is possible that J. N. Delisle 
had observed the bright spot at the center of a circular shadow before 
18 19 .56 But from a predictionist, “ expert-relative” point of view, this would 
be irrelevant because the observation, would not generally have been 
known and would certainly not have been known by the “experts”  whose 
beliefs determine what constitutes evidence and confirmation at a partic­
ular time. Moreover, as Snyder herself argues in the final section o f her 
paper, we should not require that E  be known for it to count as evidence 
for some hypothesis H. To insist otherwise, she argues, would be to con­
flate the distinction between E  being evidence for H  and E being used as 
evidence for H.

4.6 | Achinstein’s Rejection of Predictionism and
Explanationism

The title o f Peter Achinstein’s article asks, “ Explanation v. Prediction: 
Which Carries More Weight?” His answer is that it all depends on the 
evidence in question. Like Snyder, Achinstein rejects the contention of 
the historical thesis that whether E  confirms H always depends on when
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H E

Drug case

Lottery case

Crow case

Drug D relieves symptoms 
S in approximately 95 per­
cent of cases.

In a group of 1,000 people 
with symptoms S taking 
drug D, 950 persons had re­
lief of S; in a control group 
of 1,000 S-sufferers taking, 
not D, but a placebo, none 
had symptoms S relieved.

I John won the lottery. In last week’s lottery, 1,000 
tickets were sold of which 
John owned 999 at the time 
of the selection of the win­
ner; this was a fair lottery in 
which one ticket was se­
lected at random.

Female crows are black. Males crows are black.

Table 3

E is known relative to when H is proposed. But unlike Snyder, Achinstein 
thinks that whether E is evidence for H does sometimes depend on his­
torical facts about how E was collected. Nonetheless, even when evidence 
is historical in this sense, Achinstein argues that it makes no difference 
whether E is an explanation of old evidence or a novel prediction. More 
generally, when extra information is relevant to evidence and confirmation 
in particular cases, sometimes the extra information is historical; some­
times it is not. What kind of information is relevant in particular cases is 
an empirical matter. Thus, Achinstein is sharply critical of confirmation 
theories such as Carnap's, which attempt to answer the question, “How 
strongly does E confirm H” solely on a priori grounds.

Selection  P rocedures
Achinstein’s argument for his verdict that history sometimes is and some­
times is not relevant to evidence rests on the consideration of different 
cases. In the section of his article on selection procedures, he offers three 
such cases: the drug case, the lottery case, and the crow case. Their es­
sential features are summarized in table 3.

Achinstein argues that in the drug case whether E is evidence for H 
(and certainly, how strong that evidence is) depends on the selection pro­
cedures used to choose the experimental and control groups. Without this 
historical information, we simply cannot tell how strongly E supports H
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or whether E  supports H at all. Contrast this with the lottery case, in which 
E is strong evidence for H no matter what method was used to find out 
that E  is true. Because E  says that the lottery was fair, that the winning 
ticket was picked at random, and that John held all but one of the 1,000 
tickets in the lottery, everything inductively relevant to H is already con­
tained in E . Finally, in the crow case, like the drug case, whether E is 
evidence for H (and if so, how strong that evidence is) depends on extra, 
empirical information. But unlike the drug case, the extra information 
needed is ornithological, not historical. Using the terminology introduced 
by Achinstein, in the lottery case, E  is empirically complete with respect 
to H. In the crow case, E  is empirically incomplete with respect to H, but 
no historical facts are needed to settle claims about evidence and confir­
mation. So the lottery and crow cases are both counterexamples to the 
historical thesis o f evidence.

P r e d i c t i o n  v e r s o s  E x p l a n a t i o n

If, as Snyder has argued, the historical thesis is false, then both predic- 
tionism and explanationism (in their pure, strong forms defined earlier) 
must be false. But even if the predictionist is mistaken in asserting that 
explanations can never be evidence and the explanation^ in asserting that 
novel predictions can never be evidence, the interesting question remains 
whether, in cases in which history is relevant to confirmation, predictions 
or explanations provide the stronger evidence.

Obviously, in cases that violate the historical thesis (and hence in 
which temporal considerations are irrelevant to confirmation), E  confirms 
(or fails to confirm) H regardless of whether evidence E  is old or new. 
Achinstein reinforces this point with a coin-tossing example that, like the 
lottery case, is empirically complete. The more interesting cases are those 
in which the evidence E  is historically incomplete. For an example of 
such a case, Achinstein returns to the drug case. The information con­
tained in E  can be construed either as £ , — a prediction about what will 
occur in the next trial—or as E 2—a report about a trial that has already 
taken place. And just to sharpen the contrast, Achinstein supposes that H  
(the drug hypothesis) was deliberately devised in order to explain E 2. So 
which is stronger evidence for H, E] or E z?

Achinstein thinks that the correct answer to this question is “ neither.” 
For if (as Achinstein argued in the previous section) the confirming power 
of evidence E  depends on the selection procedure used to generate it, 
then when our knowledge o f E  was first acquired makes no difference 
whatever. I f  E , is strong evidence for H  because the trial will involve 
randomization over a diverse population, then E 2 must be equally strong 
evidence for H  if the same selection procedure was used in a trial that 
already took place. The explanation-versus-prediction distinction is 
irrelevant.
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Achinstein does not say what, in general, makes for a good selection 
procedure relative to a hypothesis H. But a theory implicit in his remarks 
is made explicit in an important article by Deborah Mayo that Achinstein 
cites in a footnote.”  Mayo’s proposal is that E is good evidence for H if 
and only if E  is the outcome of a severe test of H. A test of H is severe if 
there is a very low probability that the test would have yielded a passing 
result such as E if H were false. A “passing result” in this context means 
a result that accords with H at least as well as E does. When H is a 
statistical hypothesis, as in Achinstein’s drug case, a small range of out­
comes (including E) would qualify as passing the test of H. When H is a 
deterministic hypothesis that entails E, then no other outcome could ac­
cord with H at least as well.

But in either case, the crucial question in judging the severity of the 
test, and hence the power of E to confirm H, is “ How likely is it that we 
would have obtained a result that is at least as good as E  if H were false?” 
In the deterministic case, when H entails E, this boils down to requiring 
that P (E /~ H )—the probability of E given that H is false—be very low. As 
Mayo points out, predictionists often assume, falsely, that this requirement 
will be violated whenever E has been used to generate H  (and thus E  is 
not use-novel or novel in any other of the senses we have distinguished).

Mayo gives a simple example to illustrate why the predictionists are 
mistaken in thinking that severe tests entail use-novelty. Suppose that the 
fender of a car has been dented while it was parked in a garage. The car’s 
owner examines carefully the shape and size of the dent and uses this 
information, E, to infer H, the likely make of the car that caused the dent. 
If it is practically impossible for the dent to have its distinctive features 
unless it was created by a collision with a specific type of car tailfin, then 
E is good evidence for H, even though E was used to generate H.

B r u s h  R e d u x

The word redux means “ restored,” but in the section “ Brush Redux” 
Achinstein neither reinstates Brush’s explanationist position nor defends 
it. (This is hardly surprising given Achinstein’s preceding attack on ex- 
planationism and predictionism.) Instead, Achinstein criticizes two of the 
theses (the ones that Achinstein numbers 1 and 3) that Brush appeals to 
when trying to show why explanations of known phenomena confirm the­
ories more strongly than do novel predictions. Both theses concern the 
presumed desirability of considering competitors to H when assessing a 
selection procedure for testing H. Thesis (1) says that a test of H is inferior 
if it fails to consider competitors to H, and thesis (3) says that scientists 
have more time to consider competitors when explaining known phenom­
ena than when making novel predictions. Achinstein regards his drug case 
as a counterexample to thesis (1), since at least one of the selection pro­
cedures for generating E  in that example (SP 1) results in a strong test of
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the drug hypothesis H, even though the procedure makes no explicit 
mention o f competitors. And in any case, Achinstein continues, even if 
thesis (1)  were true, there is no reason to think that thesis (3) must be 
true. For if what determines the strength of a test is the character of 
the selection procedure, then a test will be strong or weak regardless of 
whether the evidence generated by it is old or new. And this will hold 
even if strong tests have to consider competitors to the hypothesis being 
tested.

Achinstein’s arguments against theses (1) and (3) are not entirely con­
vincing. It is true that the selection procedure (SP 1) that he alludes to 
in criticizing thesis (1) does not mention competitors to H explicitly. 
(SP 1) says that the experimental and control groups should be chosen 
“ arbitrarily” (483)—presumably, Achinstein means at random—from a di­
verse population o f subjects. But the whole point of randomization and 
diversity is to diminish the chances that the results obtained could be due 
to any cause other than drug D  that is being tested. The beauts' of ran­
domization is that we do not have to formulate explicitly the competing 
hypotheses to H  in order to be pretty sure that we would not have obtained 
the result £  unless H were true. So while the consideration of competitors 
does not figure in (SP 1) explicitly, it is an important part of the implicit 
rationale for adopting it. Moreover, when we turn our attention from sim­
ple statistical generalizations (as in the drug case) to hypotheses in physics 
and other sciences, it is hard to see how we could we begin to estimate 
P (E /~ H ) for a test of H unless we had some idea of the likely ways in 
which H might be false. And that, surely, will often require the explicit 
consideration o f the competitors to H.

T h o m s o n  v e r s u s  H e r t z

Mindful of the highly artificial and simplified character of the cases on 
which so much of his argument depends, Achinstein concludes by giving 
a real-life example from the history of physics. When nineteenth-century 
physicists began applying a high electrical potential to gases at low pres­
sures, it became evident that something was being emitted in straight lines 
from the negative electrode (the cathode). What was the nature of these 
cathode rays (as they were soon named)? There were two competing the­
ories: either they were streams of negatively charged particles, or they were 
some kind of ether wave (electromagnetic radiation). In 1883, Heinrich 
Hertz (18 57-9 4 ) reasoned as follows:’8 If they were charged particles, then 
they should be deflected both by a magnetic field and by an electrostatic 
field. Since the cathode rays did bend in response to a magnet but ap­
parently did not bend in response to an electrostatic field, Hertz concluded 
that the rays must not be charged particles but some peculiar form of 
ether wave. (Peculiar because, unlike light rays, they were deflected by a 
magnetic field.39) In 1897, J. J. Thomson (1856-1940 ) challenged Hertz’s
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conclusion on the grounds that Hertz’s experiment was flawed. Because 
the pressure in Hertz’s cathode tube had not been low enough, the gas 
molecules had become ionized by the radiation streaming from the elec­
trodes. These ionized gas molecules effectively short-circuited the plates 
to which an electrostatic charge had been applied, thus destroying the 
electric field.40 When the tube was evacuated more thoroughly, Thomson 
found the deflection that Hertz had been unable to detect.

Achinstein makes two points about this episode. First, Hertz was 
wrong to take his negative result E  (the failure to detect any electrostatic 
deflection) as strong evidence for H (the hypothesis that cathode rays are 
not electrically charged). In fact, as Thomson later showed, Hertz’s pro­
cedure for testing H was inadequate, and hence E  is not evidence for H. 
Second, and more important in Achinstein’s view, is that, as far as we can 
tell, Hertz did not propose hypothesis H until after he had performed his 
experiment. But no one (certainly not Thomson in 1897) suggested that, 
had Hertz first proposed H and then predicted E before his experiment, 
the confirmation (or, as it turns out, the lack of confirmation) that E  
confers on H  would have been affected. The crucial flaw in Hertz’s ex­
periment, his use of a poor selection procedure, prevents E  from support­
ing H, regardless of whether H was used to predict E  in advance o f the 
experiment or, as actually happened, H was introduced after the experi­
ment to explain its outcome.

4.7 I Summary

The only thing concerning induction about which all philosophers agree 
is that inductive arguments are not deductively valid. After that, the con­
troversy begins. Although we could simply define as inductive any argu­
ment in which the premises do not logically entail the conclusion, most 
philosophers follow the custom of identifying as inductive a select subclass 
of invalid arguments. This subclass can be picked out either by enumer­
ating particular forms of argument (such as statistical syllogism and argu­
ments from analogy) and designating them as inductive or by relying on 
the normative judgment that inductive arguments are those that confer on 
their conclusions a reasonably high degree of probability. As Peter Lipton 
explains, both strategies confront difficulties. The first strategy has to solve 
the problem of description, the second-—the problem of justification.

The problem of description is the problem of articulating the general 
principles involved when we reason inductively. Although several simple 
forms of inductive argument have been identified, they are only a small 
part of the entire field of inductive reasoning, which includes both infer­
ences to new hypotheses (in the context o f discovery) and arguments used 
to support the claim that a hypothesis is probable, well confirmed, or ac­
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ceptable (in the context o f justification). Lipton examines four simple 
models o f inductive inference and finds each wanting as a description of 
our inductive practice.

Even if  the problem of description could be solved, the problem of 
justification would remain. For all inductive arguments, from the simplest 
to the most com plex, face the problem posed by David Hume. Hume 
argued that it is impossible to show that inductive arguments lead from 
true premises to true conclusions with a reasonably high probability. A 
crucial step in H um e’s reasoning is his insistence that to justify our future 
confidence in induction by appealing to its past success would be to beg 
the question: such an attempt at justification would be circular, since it, 
too, relies on inductive reasoning.

As explained in the commentary on Lipton, the challenge to induc­
tion raised by H um e may not be as threatening as it appears at first sight. 
Even if H um e’s skeptical argument is sound, it does not establish that no 
inductive inference is justified or even that no inductive argument can 
justify our belie f that induction is reliable. At best what Hume may have 
proved is that we cannot show an inductive skeptic, someone who is un­
willing to adm it that any nondeductive argument justifies its conclusion, 
that induction is reliable. W hen one reflects on the similar difficulty that 
would confront anyone trying to justify deductive reasoning to a deductive 
skeptic, it becom es less clear that H um e’s problem is a serious challenge 
to the rationality o f induction.

T h e  m any attempts to solve the problem of induction fall into four 
broad categories. Som e philosophers claim that induction is rational and 
justified sim ply because o f what rational and justified mean in the English 
language. Others reject this ordinary-language approach and give inductive 
arguments to support induction, arguing that Hume was wrong to con­
demn them as circular. John Stuart M ill (in the nineteenth century) and 
M ax B lack (in the twentieth) are advocates o f this sort of inductive answer 
to H u m e’s skepticism. Still others (notably Reichenbach and Salmon) 
agree with H um e that inductive arguments in favor o f induction are vi­
ciously circular and concede that inductive arguments cannot be shown 
to be justified. Nonetheless, these philosophers claim that our practice o f 
using induction can be vindicated pragmatically by showing that it is a 
reliable tool for reaching the truth. T h e overall strategy o f the vindication 
approach is to argue that, while there is no guarantee that induction will 
succeed, it can be shown (using only deductively valid arguments) that 
repeated applications o f inductive reasoning will eventually take us closer 
to the truth, i f  indeed there is a truth o f the matter to be reached.

Finally, there are Popper and his followers who think that induction 
can be neither justified nor vindicated. But they believe that science is 
rational despite this because it aims, not at the confirmation o f hypotheses, 
but at their falsification. Science progresses by proposing ever bolder hy­
potheses (which Popper often calls conjectures) and then trying to refute
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them by comparing their deductive consequences with the results of ob­
servation and experiment (in the guise of what Popper calls basic state­
ments). Theories that have survived severe tests and have not yet been 
refuted are corroborated. Corroboration is not the same as confirmation. 
Corroborated theories are neither probable nor confirmed, since, accord­
ing to Popper, inductive probability and confirmation are myths. Rather, 
to say that a theory has been corroborated is to give a historical report on 
the severity of the trials that it has weathered.

Popper’s falsificationism has been attacked from many angles. Some 
critics have charged that, because basic statements are simply accepted by 
convention in Popper’s system, every decision either to reject or not to 
reject a hypothesis in light of those statements must ultimately be conven­
tional and arbitrary. Others have challenged Popper’s claim that following 
the method of bold conjectures and refutations will lead science in the 
direction of ever greater truth-content or verisimilitude. Wesley Salmon 
attacks Popper on the grounds that, without inductive confirmation, Pop­
per (and his defender, John Watkins) cannot solve the problem of rational 
prediction, that is, the problem of explaining why we should use corrob­
orated theories (as opposed to other as-yet-unfalsified theories) for making 
inferences about the future. Salmon focuses specifically on those infer­
ences that are part of practical decision making. A key premise in Salmon’s 
criticism of Popper is the assumption that, if corroboration is solely about 
a theory’s past performance, then it cannot serve as a rational guide to the 
future unless one indulges in inductive reasoning. For, Salmon asks, how 
else can the past track record of a theory (which is all that judgments of 
corroboration amount to, according to Popper and Watkins) be relevant 
to our rational expectations about the future without our making an 
inference—an inductive inference—from the one to the other? Thus, Sal­
mon concludes that we cannot make sense of science as a rational enter­
prise if we follow Popper. Scientists must make use of inferences that go 
beyond deduction, and Popper’s falsificationism cannot be the whole story 
about scientific method.

Like Salmon and most other philosophers of science, Carl Hempel is 
convinced that Popper has failed to provide a complete and adequate 
model of scientific reasoning. Although Hempel acknowledges that falsi­
fication plays an important role in science, he contends that it is only part 
of the picture. The rest of the picture is confirmation, and Hempel un­
dertakes a survey of the various criteria that scientists use in deciding when 
a theory is sufficiently well confirmed to be accepted as probable or true 
(at least until further notice). Hempel is especially interested in whether 
a convincing case can be made for these criteria as indicators of truth. He 
examines, in turn, quantity and variety of evidence, novelty of predictions, 
support from other theories, and simplicity. His discussion of these factors 
is inevitably rather sketchy, and he deliberately avoids taking a definite 
position in the debates concerning them.



C o m m e n t  a r y  | 5 4 1

Several points emerge from Hempel's survey of criteria of confirm­
ability and acceptability. First, given the diversity' of these criteria, it is not 
surprising that Hempel’s discussion of them is rather piecemeal. He nei­
ther seeks nor offers a single, unified rationale for them all. In fact, at the 
end of his article, Hempel expresses serious doubts about whether these 
factors could be incorporated into a confirmation theory such as Carnap’s 
in which there is a unique, a priori, degree of inductive probability' that 
any piece of evidence confers on any theory. (In chapter 5, we examine 
the attempt by Bayesians to fit Hempel’s criteria into a unified framework.)

Second, Hempel reveals that a genuine puzzle arises from the pre- 
dictionist claim that novel predictions must always confirm a theory better 
than explanations of previously known facts, for predictionism entails that 
a result that strongly confirms a theory in one context (in which the result 
is new) might not confirm the theory to any appreciable degree in another 
context (in which the result is already known). The predictionist tries to 
dispel the air of paradox here by deploying the so-called no-coincidence 
or no-surprise argument: for a theory correctly to predict a novel result if 
the theory' were not true would be very surprising, but for a theory designed 
to explain a previously known fact to get it right would be no surprise at 
all. This argument is examined at length, along with other arguments for 
predictionism, by Laura Snyder. Hempel briefly rehearses a possible re­
joinder to the no-coincidence argument for predictionism that appeals to 
the notion of simplicity: that a theory yields the result it was designed to 
explain may not be surprising, but that the theory' yielding the result in 
question is a simple one is surprising. This response raises the question, 
which Hempel addresses later in his article, of whether there is any con­
nection between theoretical simplicity and probability of truth.

Third, the notion of theoretical support from above” appears to be 
uncontroversial: whatever confirms a theory also confirms anything that 
can be derived from that theory, including other theories. That conse­
quences inherit confirmation from any confirmed theory that entails them 
is presupposed whenever we gather evidence for a theory in order to have 
rational confidence in its predictions. But as Hempel has argued else­
where, accepting top-down confirmation (in the form of the special con­
sequence condition) means that we have to place some restrictions on 
bottom-up confirmation. One simple principle that might be thought to 
govern bottom-up confirmation is the converse consequence condition, 
according to which evidence that confirms a given theory also confirms 
any stronger theory'. But the two conditions together entail that any evi­
dence confirms any theory', which is unacceptable. Thus, in his other 
writings, Hempel has rejected the converse consequence condition and, 
with it, the naive version of the hypothetico-deductive (H-D) model. Con­
trary to the naive version of the H-D model, hypotheses are not automat­
ically confirmed by their true deductive consequences. Rather, Hempel
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theory have the power to confirm it.

Fourth, Hempe! shows how difficult it is to characterize simplicity in 
precise terms and then to connect it with truth or probable truth. Rejecting 
the views of Mach and others who regarded simplicity as solely a matter 
of descriptive economy, Hempel explores in detail the contrasting theories 
of Reichenbach and Popper. Reichenbach, the inductivist, defends sim­
plicity as a guide to truth by the same form of vindication' argument that 
he offers in defense of induction. In either case, whether following the 
inductive straight rule (what Lipton calls “ More o f the Sam e” ) or choosing 
the simplest theory in light of the available evidence, Reichenbach claims 
that repeated applications of this procedure will allow us to converge on 
the correct answer in the long run. But, Reichenbach’s critics object, con­
vergence is a property shared by many different procedures, not just the 
inductive straight rule and the simplicity principle. And, besides, without 
some indication of how rapidly the convergence will occur (or, in other 
words, how long the “ long run” is likely to be) Reichenbach’s argument 
seems to be too weak to vindicate either the inductive straight rule or our 
preference for simplicity in theories. Popper, the falsificationist, denies that 
simpler theories are more probable but argues that they are to be preferred 
because they are more falsifiable and have greater empirical content. As 
Hempel explains, neither of these claims can withstand close examination.

Laura Snyder attacks both predictionism and explanationism (the view 
that only the explanation of previously known results can confirm a theory) 
by attacking the historical thesis of evidence to which both positions are 
committed. The historical thesis asserts that when evidence becomes 
known is relevant to confirmation. Snyder criticizes the historical thesis 
on the grounds that it conflicts with the impersonal nature o f evidence as 
working scientists conceive of it. To  say that evidence is impersonal means 
that, if some result is evidence for a theory, then the result is a reason to 
believe that the theory is true regardless of who considers the matter or 
what that person’s beliefs are. Snyder argues that any adequate philosoph­
ical theory of scientific evidence must reflect this impersonality. Since 
objective theories of evidence deny that human beliefs and knowledge 
have anything to do with what makes something evidence for a theory, 
they entail that the historical thesis is false. Some nonobjective theories 
of evidence, such as the personalist, subjective variety o f Bayesianism, 
unabashedly violate the impersonality condition, and Snyder rejects them 
for that reason. But others, specifically the expert-relative concept of evi­
dence, respect the impersonality condition. The expert-relative concept of 
evidence, though nonobjective (because it refers to the background beliefs 
of experts as an essential part of its characterization o f what evidence is), 
is also inconsistent with the historical thesis. Thus, Snyder concludes that 
the historical thesis and all the positions that entail it (such as prediction­
ism and explanationism) are false.
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One possible flaw with Snyder’s argument is that she has not ex­
haustively examined all the possible impersonal, nonobjective theories of 
evidence to see whether one or two might be consistent with the historical 
thesis. Such a survey is necessary in the absence of any general philo­
sophical argument that the impersonality of evidence, by its very nature, 
is inconsistent with the historical thesis. In the discussion of Snyder’s ar­
ticle in this commentary, a possible counterexample to her argument is 
suggested.

There is a wide measure of agreement between Achinstein and Snyder 
concerning the falsity of the historical thesis and the irrelevance of the 
explanation-versus-prediction distinction to questions of evidence. But 
Achinstein argues that historical information can sometimes affect the 
strength of evidence, especially when the results being used as evidence 
for a theory were obtained by performing an experiment. In cases involving 
drug trials, for example, the evidential value of the results crucially de­
pends on how the experimental and control groups were selected. That 
one selection procedure rather than another was employed is a historical 
fact about the experiment. So regardless of whether the experiment was 
performed before or after the formulation of a theory—and hence regard­
less of whether the report of the outcome of the experiment is old or new 
evidence—the report’s status as evidence depends on historical facts. 
Achinstein also gives an example from the history of physics to support his 
contention that selection procedures, not the explanation-versus-prediction 
distinction, are what counts in determining whether an experimental out­
come is or is not evidence for a theory.
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Introduction

T w o y e a rs  a f te r  h is  d e a th  in  1 7 6 1 , th e re  a p p e a re d  in  th e  Philosoph­
ical Transactions of the Royal Society a p a p e r  e n t it le d  “A n  E ssa y  T o w a r d s  
S o lv in g  a P ro b le m  in  th e  D o c tr in e  o f  C h a n c e s ” b y  th e  R e v e r e n d  
T h o m as  B ay e s : n o n c o n fo rm is t  p r e a c h e r , fe llo w  o f  th e  R o y a l S o c ie t y ,  a n d  
m a th e m a t ic ia n .1 F ro m  s u c h  in a u s p ic io u s  b e g in n in g s  h a s  a r is e n  a n  a s to n ­
ish in g  v a r ie ty  o f  d o c t r in e s  a n d  th e o r ie s  th a t  b e a r  B a y e s ’s n a m e , r a n g in g  
from w o rk  in  th e  fo u n d a t io n s  o f  p ro b a b il ity  th e o ry  a n d  s ta t is t ic a l in f e r e n c e  
to m o d e ls  o f  s c ie n t i f ic  r a t io n a l i t y  a n d  th e o r ie s  o f  c o n f ir m a t io n . T h e r e  
are m a th e m a t ic ia n s ,  s ta t is t ic ia n s , a n d  p h ilo so p h e rs  o f  e v e r y  s t r ip e  a n d  
p e rsu a s io n — o b je c t iv is ts , s u b je c t iv is ts , p e r so n a lis ts , te m p e re d  p e r s o n a l is t s ,  
fa ls if ic a t io n is ts , e l im in a t iv e  in d u c t iv is ts , a n d  h y p o th e t ic o -d e d u c t iv is t s — 
who c a l l  th e m s e lv e s  “ B a y e s ia n s .” In th is  c h a p te r  w e  w i l l  e x a m in e  s o m e  o f  
the m a in  B a y e s ia n  a p p ro a c h e s  to u n d e r s ta n d in g  th e  c o n f ir m a t io n  o f  s c i ­
en tif ic  th e o r ie s .

A  c o n s id e r a b le  p a r t  o f  th e  a t t r a c t io n  o f  th e  B a y e s ia n  a p p r o a c h  is th a t ,  

on th e  b a s is  o f  a  s im p le  th e o re m  o f  p ro b a b ility '— B a y e s ’s t h e o r e m — a n d  a  
few a s su m p tio n s  a b o u t  r a t io n a l i t y  a n d  d e g re e s  o f  b e l ie f , B a y e s ia n is m  p r o m ­
ises a u n if ie d  e x p la n a t io n  o f  a w id e  r a n g e  o f  a c c e p te d  p r in c ip le s  a n d  t r u ­
ism s o f  s c ie n t if ic  m e th o d o lo g y . T h e s e  in c lu d e  th e  s p e c ia l  e v id e n t ia l  v a lu e  
we a tta c h  to s u r p r is in g  p r e d ic t io n s , o u r  p r e f e r e n c e  for s im p le  h y p o th e s e s  

and o u r  a v e rs io n  to a d  h o c  o n e s  w h e n  r iv a l th e o r ie s  c o n f ro n t  th e  s a m e  

e v id e n c e , o u r  c o n v ic t io n  th a t  d iv e r s e  se ts  o f  e v id e n c e  le n d  s t ro n g e r  s u p p o r t  

to th e o r ie s  th a n  d o  n a r ro w  o n e s , a n d  th e  fa c t  th a t n o t every ' th e o r y  is 

co n f irm ed  e q u a l l y  w e l l  b y  th e  e v id e n c e  it e n ta i ls .  U n l ik e  th e  s im p le  v e r ­
sion o f  th e  h y p o th e t ic o -d e d u c t iv e  (H -D ) m e th o d  (e x p lo re d  in  c h a p t e r  4 ) ,  

w h ich  re g a rd s  th e s e  a n d  o th e r  p r in c ip le s  as  s e p a r a te  a n d  u n c o n n e c t e d ,  
B ay e s ia n ism  se e s  th e m  a l l  a s  f lo w in g  fro m  th e  c e n t r a l  u n d e r ly in g  lo g ic  o f
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c o n f ir m a t io n  e n c a p s u la t e d  in  B a y e s ’s e q u a t io n .  In  a d d i t io n ,  B ayesian ism  

a lso  o ffers to re so lv e  v a r io u s  p a r a d o x e s  o f  c o n f i r m a t io n  s u c h  as the raven 

p a ra d o x  a n d  G o o d m a n ’s n e w  r id d le  o f  in d u c t io n .  It is a n  o ffer that few 

m o d e rn  p h ilo s o p h e r s  o f  s c ie n c e  h a v e  b e e n  a b le  to  r e fu s e .

In  “ R a t io n a l i t y  a n d  O b je c t iv it y  in  S c i e n c e  o r  T o m  K u h n  M ee ts  Tom 

B a y e s ,” W e s le y  C .  S a lm o n  a t te m p ts  to  r e c o n c i l e  K u h n ’s h is to r ic a l ly  based 

p h ilo s o p h y  o f  s c ie n c e  w ith  th e  m o r e  t r a d i t io n a l  a p p r o a c h  o f  th e  logical 

e m p ir ic is t s .  T h e  k e y  to th is  r e c o n c i l i a t io n ,  S a lm o n  a r g u e s ,  l ie s  in  paying 

p ro p e r  a t te n t io n  to th e  ro le  o f  p r io r  p r o b a b i l i t ie s  in  d e t e r m in in g  degrees 

o f  c o n f irm a t io n . S a lm o n  c a n d id ly  a d m it s  th a t  s o m e  a s p e c ts  o f  th e  appli­

c a t io n  o f  B a y e s ’s e q u a t io n  to  c o n f ir m a t io n , s u c h  a s  th e  c a lc u la t io n  of the 

e x p e c te d n e s s  o f  e v id e n c e ,  p re s e n t  in t r a c t a b le  p r o b le m s . In  response , Sal­

m o n  a d v o c a te s  a  m o d if ie d  v e r s io n  o f  B a y e s ia n is m  th a t  sk irts  th ese  prob­

le m s  b u t s t i l l  p ro v id e s  a n  a lg o r ith m  for c o m p a r in g  r iv a l th e o r ie s  w h en  they 

a re  ju d g e d  b y  th e  s a m e  e v id e n c e .

C la r k  G ly m o u r ’s “W h y  I A m  N o t a  B a y e s ia n ” h a s  b e c o m e  som ething 

o f  a  m o d e rn  c la s s ic  in  th e  a n n a ls  o f  B a y e s ia n  p h i lo s o p h y  o f  s c ie n c e . Gly- 

m o u r  s y s te m a t ic a l ly  e x a m in e s  a l l  th e  m a jo r  p r o b le m s  w ith  th e  Bayesian 

a p p r o a c h — in c lu d in g  th e  w e a k n e s s  o f  s t a n d a r d  a r g u m e n t s  for th e  founda­
t io n a l a s su m p t io n s  o f  B a y e s ia n is m , th e  d if f ic u l t y  in  r e la t in g  th e  sim plicity 

o f  th e o r ie s  to th e ir  p r io r  p ro b a b ility ', a n d  th e  p r o b le m  o f  o ld  ev id en ce— 

a n d  c r it ic iz e s  so m e  o f  th e  a t te m p ts  th a t  h a v e  b e e n  m a d e  to so lve them. 

A p a rt fro m  h is  s p e c if ic  c r i t ic is m s , G ly m o u r  h a s  a d e e p e r  c o m p la in t  against 

B a y e s ia n is m , n a m e ly , its a l le g e d  in a b i l i t y  to  s h e d  a n y  in te r e s t in g  light on 

w h a t  m a k e s  e v id e n c e  r e le v a n t  to th e  th e o ry  it c o n f irm s . As a  co n sequen ce , 

e v e n  w h e n  B a y e s ia n is m  c a n  b e  m a d e  c o m p a t ib le  w ith  m ethodo log ica l 

p r in c ip le s  a n d  tru ism s , G ly m o u r  c h a r g e s  th a t  its  a c c o u n t  o f  th em  is su­
p e r f ic ia l  a n d  u n e n l ig h te n in g .

P a u l H o rw ic h  r e p lie s  to G ly m o u r  a n d  o th e r  c r i t ic s  o f  B ayes ian ism  in 
h is  a r t ic le ,  “W it tg e n s te in ia n  B a y e s ia n is m .” H e  e m p h a s iz e s  th e  value of 

“ th e r a p e u t ic  B a y e s ia n is m ” as a  p h i lo s o p h ic a l  c u r e  for th e  paradoxes of 
c o n f irm a t io n  a n d  for u n d e r s t a n d in g  th e  r e le v a n c e  o f  s im p lic i t y  to induc­
tiv e  su p p o rt. H o rw ic h  r e p lie s  to c r it ic s  w h o  a t t a c k  th e  fo u n d a tio n a l as­
su m p tio n s  o f  th e  B a y e s ia n  a p p ro a c h , a r g u in g  th a t  a  c e r t a in  sort o f criticism  

is in a p p ro p r ia te —h e  c a l ls  it “ m is p la c e d  s c ie n t is m ” — in  re sp o n se  to a theory 
a im in g  to so lv e  p h ilo s o p h ic a l  p ro b le m s  r a th e r  th a n  to g iv e  a co m p le te  and 
a c c u r a te  d e s c r ip t io n  o f  s c ie n t if ic  m e th o d .

■ | Notes

1. For a sp lend id  accoun t of B ayes’s essay, see John  E arm an , Bayes or (Cam­
bridge, M ass.: M IT  Press, 1992).
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Rationality and Objectivity 
in Science or Tom Kuhn 
Meets Tom Bayes

T w en ty-five  y e a rs  ago , as o f th is w ritin g , T h o m as S. K uhn p u b lish ed  
The Structure of Scientific Revolutions.' It has b een  an  ex trao rd in arily  
in f lu en tia l b ook . C o m in g  at the h e ig h t of the h egem o n y  o f logical 
empiricism—as e sp o u sed  by su ch  figures as R. B. B ra ith w aite , R u d o lf C a r ­
nap, H erb ert F e ig l ,  C a r l G . H em p e l, an d  H ans R e ic h e n b a c h —it posed a 
severe c h a l le n g e  to the  lo g is t ic  ap p ro ach  that th ey  p rac ticed  2 It also  serv ed  
as an  u n p a r a l le le d  so u rce  o f in sp ira tio n  to ph ilo sophers w ith  a h isto rica l 
bent. F o r a q u a r te r  o f  a c e n tu ry  th e re  has b een  a d eep  d iv ision  b etw een  
the lo g ic a l e m p ir ic is ts  a n d  those w ho  adopt the h isto rica l ap p ro ach , an d  
K uhn’s book  w as u n d o u b te d ly  a k ey  d o cu m en t in  the p ro ductio n  and  
p reservation  o f  th is  gu lf .

At a 1983 m e e t in g  o f  th e  A m er ic an  P h ilo so p h ica l A ssociation  (E astern  
D iv is io n ), K u h n  an d  H e m p e l—the m ost d is tin gu ish ed  liv in g  advocates for 
the ir re sp e c t iv e  v ie w p o in ts—sh ared  th e  p latform  in a sym posium  devoted  
to H e m p e l’s p h ilo s o p h y .5 I h ad  the  honor to p artic ip a te  in  th is sym p o sium  
On that o c c a s io n  K u h n  ch o se  to address ce rta in  issues p e rta in in g  to the 
rationality ' o f  s c ie n c e  th a t he an d  H em p el had b een  d iscu ss in g  for several 
years. It s tru c k  m e  th at a b r id ge  co u ld  be b u ilt  b etw een  the d iffe rin g  v iew s 
of K uhn a n d  H e m p e l if  B aye s ’s th eo rem  w ere  invoked to ex p lic a te  the 
concep t o f  s c ie n t if ic  c o n f irm a t io n .4 At th e  tim e  it seem ed  to m e that th is 
m an eu v e r c o u ld  rem o v e  a la rg e  part o f the d isp u te  b e tw een  stan dard  log­
ical e m p ir ic is m  a n d  th e  h is to r ic a l ap p ro ach  to p h ilo so p h y o f s c ie n c e  on 
this fu n d a m e n ta l issu e .

I s t ill b e l ie v e  th a t w e  h ave  the  basis for a n ew  co n sen su s regard ­
ing the c h o ic e  a m o n g  s c ie n t if ic  th eo rie s . A lth o ugh  such  a co n sen su s, if  
a ch iev ed , w o u ld  n o t a m o u n t  to to tal a g re e m e n t on ever)' p ro b lem , it w o u ld

From C. W ade Savage, ed ., Scientific Theories, vol 14, Minnesota Studies the 
Philosophy o f Science (M inneapo lis : University of M innesota Press, 1990), 175—
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represent a major rapprochement on an extremely fundamental issue. The 
purpose of the present essay is to develop this approach more fully. As it 
turns out, the project is much more complex than I thought in 1983.
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1 | Kuhn on Scientific Rationality

A central part of Kuhn’s challenge to the logical empiricist philosophy of 
science concerns the nature of theory choice in science. The choice be- 
tween two fundamental theories (or paradigms), he maintains, raises issues 
that “cannot be resolved by proof.’’ To see how they are resolved we must 
talk about “techniques of persuasion,” or about “argument and counter­
argument in a situation in which there can be no proof.” Such choices 
involve the exercise of the kind of judgment that cannot be rendered 
logically explicit and precise. Such statements, along with many others 
that are similar in spirit, led a number of critics to attribute to Kuhn the 
view' that science is fundamentally irrational and lacking in objectivity'.

Kuhn was astonished by this response, which he regarded as a serious 
misinterpretation. In his “Postscript—1969,” in the second edition of The 
Structure of Scientific Revolutions, and in “Objectivity, Value judgment, 
and Theory Choice”5 he replies to these charges. What he had intended 
to convey was the claim that the decision by the community of trained 
scientists constitutes the best criterion of objectivity' and rationality' we can 
have. In order better to understand the nature of such objective and ra­
tional methods we need to look in more detail at the considerations that 
are actually brought to bear by scientists when they endeavor to make 
comparative evaluations of competing theories.

For purposes of illustration, Kuhn offers a (nonexhaustive) list of char­
acteristics of good scientific theories that are, he claims:

individually important and collectively sufficiently varied to indicate what is 
at stake. . . . These five characteristics—accuracy, consistency, scope, simplic­
ity, and fruitfulness—are all standard criteria for evaluating the adequacy of 
a theory. . . . Together with others of much the same sort, they provide the
shared basis for theorv choice.0

*

Tw'o sorts of problems arise when one attempts to use them.

Individually the criteria are imprecise: individuals may legitimately differ 
about their applicability' to concrete cases In addition, when deployed to­
gether, they repeatedly prove to conflict with one another; accuracy may, for 
example, dictate the choice of one theory', scope the choice of its competitor.'
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For reasons of these sorts—and others as well—individual scientists 
may, at a given moment, differ regarding a particular choice of theories. 
In the course of time, however, the interactions among individual mem­
bers of the community of scientists produce a consensus for the group. 
Individual choices inevitably depend upon idiosyncratic and subjective 
factors; only the outcome of the group activity can be considered objective 
and fully rational.

One of Kuhn’s major claims seems to be that observation and exper­
iment, in conjunction with hypothetico-deductive reasoning, do not ade­
quately account for the choice of scientific theories. This has led some 
philosophers to believe that theory choice is not rational. Kuhn, in con­
trast, has tried to locate the additional factors that are involved. These 
additional factors constitute a crucial aspect of scientific rationality.

2 I Bayes’s Theorem

The first step in coming to grips with the problem of evaluating and choos­
ing scientific hypotheses or theories8 is the recognition of the inadequacy 
of the traditional hypothetico-deductive (H-D) schema as a characteriza­
tion of the logic of science. According to this schema, we confirm a sci­
entific hypothesis by deducing from it, in conjunction with suitable initial 
conditions and auxiliary hypotheses, an observational prediction that turns 
out to be true. The H-D method has a number of well-known shortcom­
ings. (1) It does not take account of alternative hypotheses that might be 
invoked to explain the same prediction. (2) It makes no reference to the 
initial plausibility of the hypothesis being evaluated. (3) It cannot accom­
modate cases, such as the testing of statistical hypotheses, in which the 
observed outcome is not deducible from the hypothesis (in conjunction 
with the pertinent initial conditions and auxiliary hypotheses), but only 
rendered more or less probable.

In view of these and other considerations, many logical empiricists 
agreed with Kuhn regarding the inadequacy of hypothetico-deductive con­
firmation. A number—including Carnap and Reichenbach—appealed to 
Bayes’s theorem, which may be written in the following form:*

P(T|E.B)
P(T|B)P(E|B.T)

P(T|B)P(E|B.T) + P(~T|B)P(E|B.~T)
1

* Salmon uses a dot to stand for “and” and a vertical slash to indicate a conditional 
probability. Thus, P(E|B.T) should be read as “the probability of E given B and 
T.” Other authors write this as P(E/B&T).
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L e t “T ” s tan d  for th e  th eo ry  o r h yp o th e s is  b e in g  te s ted , “ B ” for our back­
g ro u n d  in fo rm a t io n , an d  “ E ” for so m e  n e w  e v id e n c e  w e  have just 
a c q u ir e d . T h e n  th e  ex p ress io n  on  th e  le f t-h a n d  s id e  o f th e  equation  rep­
re se n ts  th e  p ro b a b il ity  o f  o u r  h yp o th e s is  o n  th e  b as is  o f  th e  background 
in fo rm a t io n  a n d  th e  n ew  e v id e n c e . T h is  is k n o w n  as th e  posterior proba­
bility. T h e  r ig h t-h a n d  s id e  o f th e  e q u a t io n  c o n ta in s  fo u r p robab ility  ex­
p re ss io n s . T w o  o f th e se , P (T | B ) a n d  P (~ T | B ) , a re  c a lled  prior 
probabilities; th e y  rep re sen t th e  p ro b a b ility , o n  th e  b as is  o f background 
in fo rm a t io n  a lo n e , w ith o u t ta k in g  a c c o u n t  o f  th e  n e w  e v id e n c e  E, that 
o u r  h y p o th e s is  is tru e  o r fa lse  re sp e c t iv e ly . O b v io u s ly  th e  two prior prob­
a b i l i t ie s  m u s t ad d  up  to o n e ; if  th e  v a lu e  o f  o n e  o f  th e m  is known, the 
v a lu e  o f  th e  o th e r  c a n  b e  in fe rred  im m e d ia te ly . T h e  r e m a in in g  two prob­
a b i l i t ie s ,  P (E | T .B ) an d  P (E | ~ T .B ) , a re  k n o w n  as likelihoods; they are, 
r e sp e c t iv e ly , th e  p ro b a b ility  th a t th e  n e w  e v id e n c e  w o u ld  o ccu r if our 
h y p o th e s is  w e re  tru e  an d  th e  p ro b a b ility  th a t it w o u ld  o c c u r  if  our hy­
p o th e s is  w e re  fa lse . T h e  tw o lik e lih o o d s , in  co n tra s t to th e  two prior prob­
a b i l i t ie s ,  m u s t b e  e s ta b lish e d  in d e p e n d e n t ly ; th e  v a lu e  o f  one does not 
a u to m a t ic a l ly  d e te rm in e  th e  v a lu e  o f th e  o th er . T o  c a lc u la te  the posterior 
p ro b a b il ity  o f  o u r  h yp o th es is , th e n , w e  n e e d  th re e  sep ara te  probability 
v a lu e s  to p lu g  in to  the  r ig h t-h an d  s id e  o f  B a y e s ’s th e o re m —a prior prob­
a b ility ’ an d  tw o lik e lih o o d s .

B efo re  a t te m p tin g  to reso lve  a n y  im p o rta n t issu es c o n c e rn in g  the na­
tu re  o f s c ie n t if ic  re a so n in g , le t  us lo o k  at a s im p le  an d  noncontroversial 
a p p lic a t io n  o f  B a y e s ’s th eo rem . C o n s id e r  a  factory’ th a t p ro d u ces  can open­
ers a t th e  ra te  o f 6 ,0 0 0  p er d ay . T h is  fac to ry  has tw o m a c h in e s , a new one 
th a t p ro d u c e s  5 ,000  c an  o p en e rs  p e r  d a y  an d  an  o ld  o n e  that produces
1 ,0 0 0  p e r  d ay . A m o n g  th e  c an  o p en e rs  p ro d u c e d  by th e  n ew  machine 
1 p e rc e n t  a re  d e fec tiv e ; a m o n g  th o se  p ro d u c e d  by the  o ld  machine 
3 p e rc e n t  a re  d e fec tiv e . W e  p ick  o n e  c a n  o p e n e r  a t ran d o m  from todav’s 
p ro d u c t io n  an d  find  it d e fe c tiv e . W h a t  is th e  p ro b ab ility ' that it was pro­
d u c e d  by th e  n ew  m a c h in e ?

W e  c a n  g e t th e  an sw er to th is  q u e s t io n  v ia  B a y e s ’s th eo rem . If we let 
“ B ” s tan d  for th e  c lass  o f  c a n  o p en ers  p ro d u c e d  in  th is factory’ today, “T" 
for th e  c la ss  o f  c a n  o p en ers  p ro d u c e d  by th e  n e w  m a c h in e , and “E” for 
a c a n  o p e n e r  th a t is d e fe c tiv e , th en  th e  p ro b a b ility  w e  seek  is the posterior 
p ro b a b il ity  P (T | B .E )—th e  p ro b a b ility  th a t a d e fe c t iv e  c an  opener from 
to d ay 's  p ro d u c t io n  w as p ro d u c e d  by th e  n ew  m a c h in e . T h e  values of the 
p r io r  p ro b a b ilit ie s  an d  lik e lih o o d s  h ave  b e e n  g iv e n , n a m e ly :

P (T | B ) = 5/6 P (~ T |B ) = 1/6
P (E | T .B ) = 1/100 P (E |~ T .B ) = 3/100.

P lu g g in g  th e se  v a lu e s  in to  e q u a t io n  (1 ) im m e d ia te ly  y ie ld s  P(T|B.E) = Vi. 
N o tic e  th a t th e  o ld  m a c h in e  has a g re a te r  p ro b a b ility  o f p roducing  a de­
fec tiv e  c a n  o p e n e r  th an  does th e  n ew , b u t th e  p ro b ab ility  that a defective
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c a n  o p e n e r  w a s  p r o d u c e d  b y  th e  n e w  m a c h in e  is g r e a te r  th a n  th a t  it  w a s  
p r o d u c e d  b y  th e  o ld  o n e .  T h is  r e s u lts , o b v io u s ly , fro m  th e  f a c t  th a t  th e  
n e w  m a c h in e  p r o d u c e s  so  m a n y  m o re  c a n  o p e n e r s  o v e r a l l  th a n  d o e s  th e  
o ld  o n e .

O n e  w a y  to  lo o k  a t  th is  e x a m p le  is to c o n s id e r  th e  h y p o th e s is  T  th a t  
a g iv e n  c a n  o p e n e r  w a s  p r o d u c e d  b y  th e  n e w  m a c h in e .  T h is  is a  c a u s a l  
h y p o th e s is .  O u r  b a c k g r o u n d  in fo r m a t io n  B  is s im p ly  th a t  th e  c a n  o p e n e r  
is p a r t  o f  t o d a y ’s p r o d u c t io n  a t  th is  fa c to ry . O n  th e  b a s is  o f  th is  p r io r  
in f o r m a t io n , w e  c a n  e v a lu a t e  th e  p r io r  p ro b a b ility ' o f  T ;  it  is % . N o w  w e  
a d d  to  o u r  k n o w le d g e  a b o u t  th is  c a n  o p e n e r  th e  in fo r m a t io n  E  th a t  it  is 

d e f e c t iv e .  T h i s  k n o w le d g e  is r e le v a n t  to th e  h y p o th e s is  th a t  it  w a s  p r o d u c e d  
b y  th e  n e w  m a c h in e ;  th e  p o s te r io r  p r o b a b i l i t y  is Vs. A lth o u g h  o n e  d o e s  
n o t need to  a p p e a l  to  B a y e s ’s th e o r e m  to  e s ta b lis h  th is  r e s u lt ,9 th e  h ig h ly  
a r t i f ic ia l  e x a m p le  s h o w s  c l e a r l y  ju s t  h o w  B a y e s ’s th e o r e m  c a n  b e  u s e d  to  
a s c e r t a in  th e  p o s t e r io r  p r o b a b i l i t y  o f  a  s im p le  c a u s a l  h y p o th e s is .

W h e n  w e  c o m e  to  m o re  r e a l is t ic  s c ie n t i f ic  c a s e s , it  is n o t so  e a s y  to  
s e e  h o w  to  a p p ly  B a y e s ’s th e o r e m ; th e  p r io r  p r o b a b i l i t ie s  m a y  s e e m  p a r ­
t i c u la r ly  d i f f i c u l t .  I b e l i e v e  th a t ,  in  fa c t , t h e y  r e f le c t  th e  p la u s ib i l i t y  a r g u ­
m e n ts  s c ie n t i s t s  o f te n  b r in g  to  b e a r  in  th e ir  d e l ib e r a t io n s  a b o u t  s c ie n t i f ic  
h y p o th e s e s . I s h a l l  d is c u s s  th is  is s u e  in  [ s e c t io n ]  4 ; in d e e d ,  in  s u b s e q u e n t  
s e c t io n s  w e  s h a l l  h a v e  to  ta k e  a  c lo s e  lo o k  a t  a l l  o f  th e  p r o b a b i l i t ie s  th a t  
e n te r  in to  B a y e s 's  t h e o r e m . .

In  th is  s e c t io n  I h a v e  b e e n  c o n c e r n e d  to  p r e s e n t  B a y e s ’s th e o r e m  a n d  
to m a k e  a  f e w  p r e l im in a r y  r e m a r k s  a b o u t  its  a p p l ic a t io n  to  th e  p r o b le m  
o f e v a lu a t in g  s c i e n t i f i c  h y p o th e s e s .  In  th e  n e x t  s e c t io n  I s h a l l  try  to  s p e l l  
o u t th e  c o n n e c t io n s  b e tw e e n  B a y e s ’s th e o r e m  a n d  K u h n ’s v ie w s  o n  th e  
n a tu r e  o f  t h e o r y  c h o ic e .  B e fo r e  m o v in g  o n  to  th a t  d is c u s s io n , h o w e v e r ,  I 
w a n t  to  p r e s e n t  tw o  o th e r  u s e f u l  fo rm s  in  w h ic h  B a y e s ’s th e o r e m  c a n  b e  
g iv e n . In  th e  f irs t  p l a c e ,  b e c a u s e  o f  th e  th e o r e m  o n  to ta l p r o b a b i l i t y :

P (E | B )  = P (T | B )  P (E | T .B )  + P ( ~ T | B )  P (E | ~ T .B ) ,  2

e q u a t io n  ( 1 )  c a n  o b v io u s ly  b e  r e w r it t e n  a s :

P (T | E .B )
P (T | B  x  P (E | B .T )  

: P (E | B )

3

In th e  s e c o n d  p l a c e ,  e q u a t io n  (1 )  c a n  b e  g e n e r a l i z e d  to  h a n d le  s e v e r a l  
a l t e r n a t iv e  h y p o th e s e s ,  in s t e a d  o f  ju s t  o n e  h y p o th e s is  a n d  its  n e g a t io n ,  a s  
fo llo w s :

P (T ,| B )  x  P ( E | T ,B )  
P (T ,| B .E )  -  ^  [ p ( T  ) B )  x  P ( E |T i B ) ]  ’ 4
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w h e r e  T ,  -  T k a r e  m u t u a l ly  e x c lu s iv e  a n d  e x h a u s t iv e  a lte rn a t iv e  hypotheses 

a n d  1 ^  i <  k .
S t r ic t ly  s p e a k in g , (4 )  is th e  fo rm  th a t  is n e e d e d  for r e a l is t ic  historical 

e x a m p le s —s u c h  as  th e  c o r p u s c u la r  ( T , )  a n d  w a v e  ( T 2) th e o r ie s  o f  ligh t in 

th e  n in e t e e n th  c e n tu r y . In  th a t  c a s e , a l th o u g h  w e  c o u ld  c o n s tru e  T ( and 
T 2 as  m u t u a l ly  e x c lu s iv e , w e  c o u ld  n o t le g i t im a t e ly  c o n s id e r  them  ex­
h a u s t iv e ,  fo r w e  c a n n o t  b e  su re  th a t  o n e  o r th e  o th e r  is tru e . T herefore, 
w e  w o u ld  h a v e  to in t r o d u c e  T , —w h a t  A b n e r  S h im o n y  h as  c a lle d  the 
catchall hypothesis— w h ic h  say s  th a t  T , a n d  T 2 a r e  b o th  fa lse . T , - T ,  thus
c o n s t itu te  a  m u t u a l ly  e x c lu s iv e  a n d  e x h a u s t iv e  se t o f  h yp o th e se s . T h is is 
th e  so rt o f  s itu a t io n  th a t  o b ta in s  w h e n  s c ie n t is t s  a r e  a t te m p t in g  to choose 
a  c o r r e c t  h y p o th e s is  fro m  a m o n g  tw o  o r  m o re  s e r io u s  c a n d id a te s .

3 | Kuhn and Bayes

F o r  p u rp o se s  o f  d is c u s s io n , K u h n  is w i l l in g  to a d m it  th a t  “e a c h  scientist 
c h o o s e s  b e tw e e n  c o m p e t in g  th e o r ie s  b y  d e p lo y in g  so m e  B ayes ian  algo­
r i th m  w h ic h  p e rm its  h im  to c o m p u te  a  v a lu e  fo r P (T | E ), i .e ., for the 
p r o b a b i l i t y  o f  th e  th e o ry  T  o n  th e  e v id e n c e  E  a v a i la b le  b o th  to h im  and 
th e  o th e r  m e m b e r s  o f  h is  p ro fe s s io n a l g ro u p  a t  a  p a r t ic u la r  period of 
t im e .” 10 H e  th e n  fo rm u la te s  th e  c r u c ia l  is s u e  in  te rm s  o f  th e  question  of 

w h e th e r  th e r e  is o n e  u n iq u e  a lg o r ith m  u s e d  b y  a l l  r a t io n a l sc ien tis ts , yield­
in g  a  u n iq u e  v a lu e  for P , o r  w h e th e r  d if f e r e n t  s c ie n t is t s , th o u g h  fu lly  ra­
t io n a l ,  m a y  u s e  d if f e r e n t  a lg o r ith m s  y ie ld in g  d if f e r e n t  v a lu e s  o f  P. I want 
to  s u g g e s t  a  th ird  p o s s ib il i t y  to  a c c o u n t  fo r th e  p h e n o m e n a  o f theory 
c h o ic e — n a m e ly ,  th a t  m a n y  d if f e r e n t  s c ie n t is t s  m ig h t  u se  th e  sam e algo­
r i th m , b u t  n e v e r th e le s s  a r r iv e  a t  d if f e r e n t  v a lu e s  o f  P .

W h e n  o n e  sp e a k s  o f  a  B a y e s ia n  a lg o r i th m , th e  first th o u g h t  that comes 
to  m in d  is B a y e s ’s th e o r e m  its e lf , as e m b o d ie d  in  a n y  o f  th e  eq u a tio n s  (1), 
(3 )  o r  (4 ) .  W e  h a v e , fo r in s ta n c e :

= P(T|B) x P(E|B.T) 3

w h ic h  c o n s t itu te s  a n  a lg o r ith m  in  th e  m o s t s tra ig h tfo rw a rd  sen se  of the 
t e r m . L e t  u s  c a l l  P (E | B ) th e  expectedness o f  th e  e v id e n c e . G iven  values 
fo r th e  p r io r  p r o b a b i l i t y ,  l ik e l ih o o d , a n d  e x p e c te d n e s s , th e  v a lu e  of the 
p o s te r io r  p r o b a b i l i t y  c a n  b e  c o m p u te d  b y  t r iv ia l  a r i th m e t ic a l  operations."

I f  w e  p ro p o se  to u se  e q u a t io n  (3 )  as  a n  a lg o r ith m , th e  obv ious ques­
t io n  is h o w  to  g e t  v a lu e s  fo r th e  e x p re s s io n s  o n  th e  r ig h t-h a n d  s id e . Several 
a n s w e r s  a r e  p o s s ib le  in  p r in c ip le ,  d e p e n d in g  o n  w h a t  in te rp re ta t io n  of the 
p ro b a b il ity ' c o n c e p t  is e s p o u s e d . I f  o n e  a d o p ts  a  C a r n a p ia n  app roach  to 
in d u c t iv e  lo g ic  a n d  c o n f ir m a t io n  th e o ry , a l l  o f  th e  p ro b a b il it ie s  th a t appear
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in Bayes’s theorem can be derived a priori from the structure of the de­
scriptive language and the definition of degree of confirmation.* Since it 
is extremely difficult to see how any genuine scientific case could be 
handled by means of the highly restricted apparatus available within that 
approach, not many philosophers are tempted to follow this line. More­
over, even if a rich descriptive language were available, it is not philo­
sophically tempting to suppose that the probabilities associated with 
serious scientific theories are a priori semantic truths.

Two major alternatives remain. First, one might maintain that the 
probabilities on the right-hand side of (3)—especially the prior probability 
P(T|B)—are objective and empirical. I have attempted to defend the view 
that they refer, at bottom, to the frequencies with which various kinds of 
hypotheses or theories have been found successful.12 Clearly, enormous 
difficulties are involved in working out that alternative; I shall return to 
the issue below. In the meantime, let us consider the other—far more 
popular—alternative.

The remaining alternative approach involves the use of personal prob­
abilities. Personal probabilities are subjective in character; they represent 
subjective degrees of conviction on the part of the individual who has 
them, provided that they fulfill the condition of coherence.11 Consider a 
somewhat idealized situation. Suppose that, in the presence of background 
knowledge B (which may include initial conditions, boundary conditions, 
and auxiliary hypotheses) theory T deductively entails evidence E. This is 
the situation to which the hypothetico-deductive method appears to be 
applicable. In this case, P(E|T.B) must equal 1, and equation (3) reduces 
to:

P(T|E.B) = P(T|B)/P(E|B). 5

One might then ask a particular scientist for his or her plausibility rat­
ing of theory T on background knowledge B alone, quite irrespective of

* Salmon is referring to the formal approach to inductive logic pioneered by Ru­
dolf Carnap. The Carnapian approach starts with a well-defined artificial language. 
Every well-formed sentence in that language gets assigned a numerical value for 
its prior probability via an a priori choice of a measure function over the state 
descriptions expressible in the language. (A state description is a statement that 
describes a possible state of the world in as much detail as the language permits.) 
The axioms and definitions of probability theory can then be used to calculate the 
degree of inductive probability (confirmation or partial entailment) that any one 
sentence or conjunction of sentences confers on any other. As Salmon notes, it is 
very difficult to see how Carnap’s formal treatment of inductive logic could be 
applied to real-life scientific theories. For a simple introduction to Carnap’s ap­
proach, see Rudolf Carnap, “Statistical and Inductive Probability,” in The Structure 
of Scientific Thought, ed. E. H. Madden. (Boston: Houghton Mifflin, 1960), 
269-79, and Henry E. Kyburg Jr., Probability and Inductive Logic (London: 
Collier-Macmillan, 1970), ch. 5.
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w h e th e r  e v id e n c e  E o b ta in s  o r n o t. L ik e w is e , th e  s a m e  in d iv id u a l  m ay  be 
q u e r ie d  r e g a r d in g  th e  d e g r e e  to w h ic h  e v id e n c e  E  is to b e  ex p e c te d  irre­
s p e c t iv e  o f  th e  tru th  o r fa ls ity  o f  T . A c c o r d in g  to  th e  p e r s o n a lis t , it should 
b e  p o s s ib le — b y  d ir e c t  q u e s t io n in g  o r b y  s o m e  le ss  d ir e c t  m e th o d —to e lic it 
s u c h  psychological fac ts  r e g a r d in g  a s c ie n t is t  in v o lv e d  in  in v e s t ig a t io n s  con­
c e r n in g  th e  th e o ry  in  q u e s t io n . T h is  in fo r m a t io n  is s u f f ic ie n t  to d e te rm in e  
th e  d e g r e e  o f  b e l i e f  th is  in d iv id u a l  s h o u ld  h a v e  in  th e  th e o ry  T  g iven  the 
b a c k g r o u n d  k n o w le d g e  B  a n d  th e  e v id e n c e  E , n a m e ly ,  th e  p o ste r io r prob­
a b i l i t y  P (T | E .B ) .

In  th e  m o re  g e n e r a l  c a s e , w h e n  T  a n d  B d o  n o t d e d u c t iv e ly  en ta il E, 
th e  p r o c e d u r e  is th e  s a m e , e x c e p t  th a t  th e  v a lu e  o f  P (E | T .B ) m u st also 
b e  a s c e r t a in e d .  In  m a n y  c o n te x ts , w h e r e  s t a t is t ic a l  s ig n if ic a n c e  tests can 
b e  a p p l ie d ,  a v a lu e  o f  th e  l ik e l ih o o d  P (E | T .B ) c a n  b e  c a lc u la t e d ,  and the 
p e r s o n a l p r o b a b i l i t y  w i l l  c o in c id e  w ith  th e  v a lu e  th u s  d e r iv e d . In  an y  case, 
w h e th e r  s t a t is t ic a l  tests a p p ly  o r n o t, th e r e  is n o  new p ro b le m  in  p rin c ip le  
in v o lv e d  in  p r o c u r in g  th e  n e e d e d  d e g r e e  o f  c o n f id e n c e .  T h is  re flec ts  the 
s ta n d a rd  B a y e s ia n  a p p ro a c h  in  w h ic h  a l l  o f  th e  p r o b a b il i t ie s  a re  taken  to 
b e  p e r s o n a l p ro b a b il i t ie s .

In  a n y  c a s e , w h e th e r  o n e  a d o p ts  a n  o b je c t iv e  o r  a  p e rso n a lis t ic  inter­
p r e ta t io n  o f  p ro b a b il i ty ,  e q u a t io n  ( 3 ) — o r so m e  o th e r  v e rs io n  o f  Bayes’s 
t h e o r e m — c a n  b e  ta k e n  as  a n  a lg o r ith m  for e v a lu a t in g  s c ie n t if ic  hypotheses 
o r  th e o r ie s . I n d iv id u a l  s c ie n t is t s , u s in g  th e  s a m e  a lg o r i th m , m a y  arrive at 
d if f e r e n t  e v a lu a t io n s  o f  th e  s a m e  h y p o th e s is  b e c a u s e  th e y  p lu g  in  different 
v a lu e s  fo r th e  p ro b a b il i t ie s .  I f  th e  p r o b a b i l i t ie s  a r e  c o n s t ru e d  as ob jective, 
d if f e r e n t  in d iv id u a ls  m a y  w e l l  h a v e  d if f e r e n t  e s t im a te s  o f  th e se  objective 
v a lu e s .  I f  th e  p ro b a b il i t ie s  a r e  c o n s t ru e d  a s  p e r s o n a l ,  d if f e r e n t  ind iv iduals 
m a y  w e l l  h a v e  d if fe r e n t  s u b je c t iv e  a s s e s sm e n ts  o f  th e m . B a y e s ’s theorem  
p ro v id e s  a  m e c h a n ic a l  a lg o r ith m , b u t  th e  ju d g m e n t s  o f  in d iv id u a l scien­
tists  a r e  in v o lv e d  in  p r o c u r in g  th e  v a lu e s  th a t  a r e  to  b e  fed  in to  it. T h is  is 
a  g e n e r a l  f e a tu r e  o f  a lg o r ith m s ; th e y  a r e  n o t r e s p o n s ib le  fo r th e  data  they 
a r e  g iv e n .

4 | Prior Probabilities

In  [ s e c t io n ]  2 I r e m a rk e d  th a t  th e  p r io r  p r o b a b i l i t ie s  in  B a y e s ’s theorem  
c a n  b e s t  b e  s e e n  as  e m b o d y in g  th e  k in d s  o f  p la u s ib i l i t y  ju d g m e n ts  that 
s c ie n t is t s  r e g u la r ly  m a k e  r e g a r d in g  th e  h y p o th e s e s  w ith  w h ic h  th ey  are 
c o n c e r n e d .  E in s te in , w h o  w as  c le a r ly  a w a r e  o f  th is  c o n s id e r a t io n , con­
tr a s te d  tw o  p o in ts  o f  v ie w  fro m  w h ic h  a  th e o r y  c a n  b e  c r i t ic iz e d  or eval­
u a te d :

T h e  first p o in t of v iew  is obvious: the theory m ust not con trad ict empirical 
facts. . . . [it] is co n cern ed  w ith  the  co n firm atio n  o f the theo retica l foundation
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by the available empirical facts. The second point of view is not concerned 
with the relation of the material of observation but with the premises of the 
theory itself, with what may briefly but vaguely be characterized as the “nat­
uralness” or “logical simplicity” of the premises. . . . The second point of 
view may briefly be characterized as concerning itself with the “inner perfec­
tion” of a theory, whereas the first point of view refers to the “external 
confirmation.”14

Einstein’s second point of view is the sort of thing I have in mind in 
referring to plausibility arguments or judgments concerning prior probabil­
ities.

Plausibility considerations are pervasive in the sciences; they play a 
significant—indeed, indispensable—role. This fact provides the initial rea­
son for appealing to Bayes’s theorem as an aid to understanding the logic 
of evaluating scientific hypotheses. Plausibility arguments serve to enhance 
or diminish the probability of a given hypothesis prior to—i.e., without 
reference to—the outcome of a particular observation or experiment. They 
are designed to answer the question, “Is this the kind of hypothesis that is 
likely to succeed in the scientific situation in which the scientist finds 
himself or herself?” On the basis of their training and experience, scientists 
are qualified to make such judgments.

This point can best be explained, I believe, in terms of concrete ex­
amples. Since before the time of Newton, for instance, a well-known plau­
sibility argument for the inverse square character of gravitational forces 
has been around. It is natural to think of the gravitational force emanating 
from a particle of matter as one that spreads spherically from it in a uni­
form manner. In the seventeenth and eighteenth centuries all competent 
physical scientists believed that physical space has a three-dimensional 
Euclidean structure. Since the surface of a Euclidean sphere increases as 
the square of the radius, it is reasonable to suppose that the force of gravity 
is diluted in just the same way, for the farther one goes from the particle, 
the greater the spherical surface over which the force must be spread.

A famous Canadian study of the effects of the consumption of large 
doses of saccharin provides another example.15 A statistically significant 
association between heavy saccharin consumption and bladder cancer in 
a controlled experiment with rats lends considerable plausibility to the 
hypothesis that use of saccharin as an artificial sweetener in diet soft drinks 
increases the risk of bladder cancer in humans. This example, unlike the 
preceding one, is inherently statistical and does not have even the prima 
facie appearance of a hypothetico-deductive inference.

In order to come to a clearer understanding of the nature of prior 
probabilities, it will be necessary to look at them from the point of view 
of the personalist and that of the objectivist (frequency or propensity the­
orist).16 The frightening thing about pure unadulterated personalism is that 
nothing prevents prior probabilities (and other probabilities as well) from
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b e in g  d e te rm in e d  by a ll sorts o f  id io s y n c ra t ic  a n d  o b je c t iv e ly  irrelevant 
c o n s id e ra t io n s . A g iv en  h yp o th es is  m ig h t g e t a n  e x tr e m e ly  low  prior prob­
a b il i t y  b e c a u s e  the  sc ie n t is t  c o n s id e r in g  it h as  a h a n g o v e r , h as had  a recent 
f igh t w ith  h is  or h er lo ver , is in  p a ss io n a te  d is a g r e e m e n t  w ith  the politics 
o f  th e  s c ie n t is t  w ho first a d v a n c e d  th e  h y p o th e s is , h a rb o rs  d e e p  prejudices 
a g a in s t  th e  e th n ic  g ro u p  to w h ic h  th e  o r ig in a to r  o f th e  h yp o th es is  belongs, 
e tc . W h a t  w e w an t to d e m a n d  is th a t th e  in v e s t ig a to r  m a k e  every  effort to 
b r in g  a l l  o f  h is  or h e r  relevant e x p e r ie n c e  in  e v a lu a t in g  h yp o th eses  to bear 
on  th e  q u e s t io n  of w h e th e r  th e  h yp o th es is  u n d e r  c o n s id e ra t io n  is o f a type 
l ik e lv  to s u c c e e d , an d  to le av e  a s id e  e m o t io n a l ir r e le v a n c ie s

4 7

It is r a th e r  easy  to co n stru c t r e a l ly  p e rv e rse  system s o f b e lie f  that do 
n o t v io la te  th e  c o h e re n c e  r e q u ir e m e n t . B u t w e  n e e d  to k e e p  in  m ind  the 
o b je c t iv e s  o f  s c ie n c e . W h e n  w e h ave  a lo n g  se r ie s  o f  ev en ts , su ch  as tosses 
o f  fa ir  or b ia sed  co in s , or ra d io a c t iv e  d e c a y s  o f  u n s ta b le  n u c le i ,  we want 
o u r  su b )e c t iv e  d eg ree s  o f c o n v ic t io n  to m a tc h  w h a t  e ith e r  a frequence 
th eo ris t o r a p ro p en s ity  th eo r is t w o u ld  re g a rd  as th e  o b ie c t iv e  probability. 
C a rn a p  w as p ro fo u n d ly  co rre c t in  h is  n o tio n  th a t in d u c t iv e  or logical 
or e p is te m ic  p ro b ab ilit ie s  sh o u ld  be re a so n a b le  e s t im a te s  o f re lative fre­
q u e n c ie s .

A se n s ib le  p e rso n a l ist, I w o u ld  su g g e s t , is so m e o n e  w h o  w ants his or 
h e r  p e rso n a l p ro b a b ilit ie s  to re f le c t  o b je c t iv e  fact. B e tt in g  on  a sequence 
o f  tosses o f  a c o in , a p e rso n a lis t  w an ts  no t o n ly  to av o id  D u tch  books,1' 
b u t a lso  to stan d  a re a so n a b le  c h a n c e  o f  w in n in g  (o r o f  not losing too 
m u c h  too fast). As I read  it, th e  w h o le  p o in t o f  F . P. R a m se y ’s famous 
a r t ic le  on  d e g re e s  o f b e l ie f  is to c o n s id e r  w h a t yo u  g e t i f  yo u r  subjective 
d e g re e s  o f b e l ie f  m a tch  th e  re le v a n t f r e q u e n c ie s .IK O n e  o f the facts rec­
o g n iz e d  by th e  se n s ib le  p e rso n a lis t  is th a t w h e th e r  th e  c o in  lands heads 
o r ta ils  is no t a ffec ted  b y  on  w h ic h  s id e  o f th e  b ed  h e  o r sh e  got out that 
m o rn in g . If w e g ran t th a t th e  p e r so n a lis t ’s a im  is to do  as w e ll as possible 
in  b e tt in g  on  h ead s  an d  ta ils , it w o u ld  be o b v io u s ly  co u n te rp ro d u c tiv e  to 
a llo w  th e  b e tt in g  odds to be a ffe c ted  by su c h  ir r e le v a n c ie s .

T h e  sam e  g e n e ra l sort o f  c o n s id e ra t io n  sh o u ld  be b ro u gh t to bear 
o n  th e  a s s ig n m e n t o f p ro b a b ilit ie s  to h yp o th e se s . W h e th e r  a particular 
s c ie n t is t  is d y sp ep tic  on  a g iv en  m o rn in g  is ir r e le v a n t  to th e  question  of 
w h e th e r  a p h y s ic a l h yp o th es is  th a t is u n d e r  c o n s id e ra t io n  is co rrec t or not. 
M u c h  m o re  tro u b lin g , o f  c o u rse , is th e  fac t th a t  a n y  g iv en  sc ien tist may 
b e  in a d v e r te n t ly  in f lu e n c e d  by id e o lo g ic a l o r m e ta p h y s ic a l pre|udices. It 
is o b v io u s th a t an  u n c o n sc io u s  c o m m itm e n t  to c a p ita l is m  or rac ism  might 
s e r io u s ly  a ffe c t th e o r iz in g  in  th e  b e h a v io ra l s c ie n c e s .

S im i la r  s itu a t io n s  m a y  a r ise  in  th e  p h y s ic a l s c ie n c e s  as w e ll; another 
h is to r ic a l e x a m p le  w il l  i l lu s tra te  th e  p o in t . In 1800  A le ssan d ro  Volta in­
v e n te d  th e  b a tte ry , th e re b y  p ro v id in g  sc ie n t is ts  w ith  a w ay  o f producing 
s te a d y  e le c t r ic a l  cu rren ts . It w as n o t u n t i l  1820  th a t H an s C h r is t ian  Oer­
sted  d isco v e red  th e  e ffec t o f an  e le c t r ic a l  c u r r e n t  o n  a m a g n e t ic  needle. 
W h y  w as th e re  su ch  a d e la y ?  O n e  rea so n  w as th e  p re v io u s ly  established
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fact that a static electric charge has no effect on a magnetic needle. An­
other reason that has been mentioned is the fact that, contrary to the 
expectation if there were such an effect, it aligns the needle perpendicular 
to the current carrying wire. As Holton and Brush remark, “But even if 
one has currents and compass needles available, one does not observe the 
effect unless the compass is placed in the right position so that the needle 
can respond to a force that seems to act in a direction around  the current 
rather than toward it.”19 I found it amusing when, on one occasion, a 
colleague set up the demonstration with the magnetic needle oriented at 
right angles to the wire to show why the experiment fails if one begins 
with the needle in that position. When the current was turned on, the 
needle rotated through 180 degrees; he had neglected to take account of 
polarity. How many times, between 1800 and 1820, had the experiment 
been performed without reversing the polarity? Not many. The experiment 
had apparently not been tried by others because of Cartesian metaphysical 
commitments. It was undertaken by Oersted as a result of his proclivities 
toward naturphilosophie.*

How should scientists go about evaluating the prior probabilities of 
hypotheses? In elaborating a view he calls tempered personalism—a view 
that goes beyond standard Bayesian personalism by placing further con­
straints on personal probabilities—Shimony20 points out that experience 
shows that the hypotheses seriously advanced by serious scientists stand 
some chance of being successful. Science has, in fact, made considerable 
progress over the past four or five centuries, which constitutes strong em­
pirical evidence that the probability of success among members of this 
class is nonvanishing. Likewise, hard experience has also taught us to reject 
claims of scientific infallibility. Thus, we have good reasons for avoiding

* By “Cartesian metaphysical commitments,” Salmon is referring to the fact that, 
prior to the nineteenth century, the three inverse-square law forces that had been 
discovered — of gravity, electricity, and magnetism —were either attractions or re­
pulsions that acted in a straight line between their sources. To most physicists it 
seemed inevitable that all forces must have this linear, push-and-pull character. 
Oersted’s discovery, in 1820, that the interaction between a current-carrying wire 
and a magnet was rotatory and polar in nature, came as a profound shock. To 
observe the reversal of polarity noted by Salmon, put the wire above the compass 
needle and at right angles to it, with the current running from east to west. The 
needle will swivel through 180 degrees, clearly indicating the magnetic polarity of 
the force that circulates around the wire. Salmon also refers to the role of natur­
philosophie in Oersted’s discovery. Naturphilosophie (philosophy of nature) was an 
antimechanistic, holistic, and idealist system of thought associated with the 
German philosopher Friedrich Schelling (1775-1854). Its main features were an 
insistence on the fundamental unity of nature (in the form of a few basic patterns 
or archetypes) and the appeal to opposed forces or “polarities” to explain diversity. 
It motivated Oersted to search for an underlying connection between electricity 
and magnetism and made him receptive to the possibility of polar forces that do 
not conform to the mechanistic, “Cartesian” push-pull pattern.
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th e  a s s ig n m e n t of ex trem e  v a lu e s  to th e  p rio rs o f th e  hypotheses with 
w h ic h  w e a re  se r io u s ly  c o n c e rn e d . M o reo v er , S h im o n y  rem in d s us, ex- 
p e r ie n c e  has tau g h t th a t s c ie n c e  is d if f icu lt  an d  fru stra tin g ; consequently, 
w e  o u g h t to assign  fa ir ly  low  p rio r p ro b a b ilit ie s  to th e  h yp o th eses that have 
b een  e x p lic it ly  ad v an ced , a llo w in g  a fa ir ly  h ig h  p rio r for the catchall 
h y p o th e s is—th e  h yp o th esis  that w e h ave  not y e t th o u g h t o f the correct 
h yp o th es is . T h e  h isto ry  o f s c ie n c e  ab o u n d s  w ith  s itu a tio n s  of choice 
a m o n g  th eo rie s  in w h ich  the su ccessfu l c a n d id a te  has not even  been con­
c e iv e d  at th e  tim e .

In The Foundations of Scientific Inference, I p roposed  that the problem 
o f p rio r p ro b ab ilit ie s  be ap p ro ach ed  in  term s o f an  o b jec tiv e  interpretation 
o f p ro b ab ility ', in p a r t ic u la r , the fre q u e n c y  in te rp re ta t io n . I suggested  three 
sorts o f c r ite r ia  that c an  be b ro u gh t to b ea r  in  a sse ss in g  the prior proba­
b il it ie s  o f h yp o th eses : fo rm al, m a te r ia l, an d  p ra g m a tic .

P rag m a tic  c r ite r ia  h ave  to do w ith  the c ir c u m s ta n c e s  in  w h ich  a new 
h yp o th es is  o r ig in a te s . W e  have a lre a d y  seen  an  e x a m p le  o f a pragmatic 
c r ite r io n  in  S h im o n y ’s o b servation  th at h yp o th eses  ad vo cated  by serious 
sc ien tis ts  h ave  n o n v an ish in g  c h a n c e s  o f su ccess . T h e  opposite side of the 
sam e  co in  is p rov ided  by M a rt in  G a rd n e r , w h o  offers an  enlightening 
c h a ra c te r iz a t io n  o f sc ie n t if ic  c ra n k s .21 S in c e  it is d o u b tfu l that a single 
u se fu l s c ie n t if ic  su ggestio n  has ever b een  o r ig in a te d  by an yo n e in that 
c a te g o ry , h yp o th eses ad v an ced  by p eo p le  o f th a t ilk  have negligible 
c h a n c e s  o f b e in g  co rrec t. I re c a ll w h en  L. R on H u b b a rd ’s Dianetics was 
first p u b lish e d . A p sych o lo g ist fr ien d , asked  w h a t h e  th o u gh t o f it, said, “1 
c a n 't  c o n d e m n  th is book befo re r e a d in g  it, b u t a fte r I h ave read it, I w ill.” 
W h e n  c o m p e ten t sc ien tis ts  offer h yp o th eses  o u ts id e  o f th e ir  areas of spe­
c ia l iz a t io n , w e  have a r igh t to w o n d er w h e th e r  a p p re c ia b le  plausibility 
a c c ru e s  to su ch  su ggestio n s. H u b b ard  w as, in c id e n ta lly , an  en g in eer with 
no  t r a in in g  in  p sych o lo gy .

T h e  formal criteria h ave to do not o n ly  w ith  m atters  o f in ternal con­
s is te n c y  o f a n ew  h yp o th es is , b u t a lso  w ith  re la t io n s  o f en ta ilm en t or in­
c o m p a t ib il ity  o f th e  n ew  hy p o th esis  w ith  a c c e p te d  law s an d  theories. The 
fac t th a t Im m a n u e l V e lik o v sk y ’s Worlds 22 co n trad ic ts  many of
th e  a c c e p te d  b as ic  law s o f p h y s ic s—e .g ., th e  law  o f co n serva tio n  of angular 
m o m e n tu m —ren d ers  h is  ‘e x p la n a t io n s ’ o f su ch  b ib l ic a l ly  reported inci­
d en ts  as th e  p a r t in g  o f th e  w aters o f th e  R ed  S e a  an d  the b r ie f  interruption 
o f  th e  ro ta tio n  of th e  earth  (th e  su n  s ta n d in g  s t ill)  u tte r ly  im p lausib le .

It sh o u ld  be re c a lle d  th at a m o n g  h is five co n s id e ra tio n s  for the eval­
u a t io n  o f  s c ie n t if ic  th e o r ie s—m e n tio n e d  a b o v e —K uhn  in c lu d es  consis­
te n c y  o f  th e  sort w e a re  d iscu ss in g . I take  th is as a p o w erfu l h in t that one 
o f  th e  m a in  issues K uhn  has ra ised  ab o u t s c ie n t if ic  theory' ch o ice  involves 
th e  u se  o f p rio r p ro b ab ilit ie s  an d  p la u s ib il ity  ju d g m e n ts .

T h e  material criteria h av e  to do  w ith  th e  a c tu a l s tru c tu re  and  content 
o f  th e  h yp o th es is  or th eo ry  u n d e r  c o n s id e ra t io n . T h e  m ost obvious ex­
a m p le  is s im p lic ity —a n o th e r  o f  K u h n 's  five item s. S im p lic ity  strikes me as



S a l m o n  ■  R a t i o n a l i t y  and  O b j e c t i v i t y  in S c i e n c e I 563

singularly important, for it has often been treated by scientists and philos­
ophers as an a priori criterion. It has been suggested, for example, that the 
hypothesis that quarks are fundamental constitutents of matter loses plau­
sibility as the number of different types of quarks increases, since it be­
comes less simple as a result.2’ It has also been advocated as a universal 
methodological maxim: Search for the simplest possible hypothesis. Only 
if the simpler hypotheses do not stand up under testing should one resort 
to more complex hypotheses.

Although simplicity has obviously been an important consideration in 
the physical sciences, its applicability in the social/behavioral sciences is 
problematic. In a recent article, “Slips of the Tongue,” Michael T. Motley 
criticizes Freud’s theory for being too simple—an oversimplification.

Further still, the categorical nature of Freud’s claim that all slips have hidden 
meanings makes it rather unattractive. It is difficult to imagine, for example, 
that my six-year-old daughters mealtime request to “help cut up my m eef” 
was the result of repressed anxieties or anything of that kind. It seems more 
likely that she simply merged “meat” and “beef” into “meef.” Similarly, about 
the only meaning one can easily read into someone’s saying “roon mock” 
instead of “moon rock” is that the m and r got switched. Even so, how does 
it happen that words can merge or sounds can be switched in the course of 
speech production? And in the case of my “pleased to beat you” error [to a 
competitor for a job], might Freud have been right?24

The most reasonable way to look at simplicity, I think, is to regard it 
as a highly relevant characteristic, but one whose applicability varies from 
one scientific context to another. Specialists in any given branch of science 
make judgments about the degree of simplicity or complexity that is ap­
propriate to the context at hand, and they do so on the basis of extensive 
experience in that particular area of scientific investigation. Since there is 
no precise measure of simplicity as applied to scientific hypotheses and 
theories, scientists must use their judgment concerning the degree of sim­
plicity a given hypothesis or theory possesses and concerning the degree 
of simplicity that is desirable in the given context. The kind of judgment 
to which I refer is not spooky; it is the kind of judgment that arises on the 
basis of training and experience. This experience is far too rich to be the 
sort of thing that can be spelled out explicitly. As Patrick Suppes25 has 
pointed out, the assignment of prior probability by the Bayesian can be 
regarded as the best estimate of the chances of success of the hypothesis 
or theory on the basis of all relevant experience in that particular scientific 
domain. The personal probability represents, not an effort to contaminate 
science with subjective irrelevancies, but rather an attempt to facilitate the 
inclusion of all relevant evidence.

Simplicity is only one among many material criteria. Another closely 
related criterion—frequently employed in contemporary physics—is sym-
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metry. Perhaps the most striking historical example is de Broglie’s hypoth- 
esis regarding matter waves. Since light exhibits both particle and wave 
behavior, which are linked in terms of linear momentum, he suggested, 
why should not material particles, which obviously possess linear momen­
tum, also have such wave characteristics as wavelength and frequency? 
Unbeknownst to de Broglie, experimental work by Davisson was, at that 
very time, providing positive evidence of wavelike behavior of electrons.

A third w'idelv used material criterion is analogy, as illustrated bv the 
saccharin study. The physiological analogy between rats and humans is 
sufficiently strong to lend considerable plausibility to the hypothesis that 
saccharin can cause bladder cancer in humans. I suspect that the use of 
arguments by analogy in science is almost always aimed at establishing 
prior probabilities. The formal criteria enable us to take account of the 
wins in which a given hypothesis fits d edu c t i v e l y  with what else we know. 
Analogy helps us to assess the degree to which a given hypothesis fits
induc t i v e l y  with what else we know.

*

The moral I would draw' concerning prior probabilities is that thev 
can be understood as our best estimates of the frequencies with which 
certain kinds of hypotheses succeed. These estimates are rough and in­
exact; some philosophers might prefer to think of them in terms of inter­
vals. If, however, one wants to construe them as personal probabilities, 
there is no harm in it, as long as we attribute to the subject who has them 
the aim of bringing to bear all his or her experience that is relevant to the 
success or failure of hypotheses sim ilar to that being considered. The per- 
sonalist and the frequentist need not be in any serious disagreement over 
the construal of prior probabilities.^

One point is apt to be immediately troublesome. If we are to use 
Bayes's theorem to compute values of posterior probabilities, it would ap­
pear that we must be prepared to furnish numerical values for the prior 
probabilities. Unfortunately, it seems preposterous to suppose that plausi­
bility arguments of the kind we have considered could yield exact nu* 
mcrical values. The usual answer is that, because of a phenomenon know n 
as "washing out of the priors” or “swamping of the priors,” even very crude 
estimates of the prior probabilities will suffice for the kinds of scientific 
judgments w'e are concerned to make. Obviously, however, this sort ot 
convergence depends upon agreement regarding the likelihoods.

5 The Expectedness
The term “P(K|B)M occurring in the denominator of equation (>) 
called the expectedness  because it is the opposite of surprisingness. I he 
smaller the value of P(E|B), the more surprising K is; the larger the value 
of P(1£|B), the less surprising, and hence, the more expected E is. Since
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the expectedness occurs in the denominator, a smaller value tends to in­
crease the value of the fraction. This conforms to a widely held intuition 
that the more surprising the predictions a theory can make, the greater is 
their evidential value when they come true.

A classic exam ple of a surprising prediction that came true is the 
Poisson bright spot. If we ask someone who is completely naive about 
theories of light how probable it is that a bright spot appears in the center 
of the shadow of a brightly illuminated circular object (ball or disk), we 
would certain ly anticipate the response that it is very improbable indeed. 
There is a good inductive basis for this answer. In our everyday lives we 
have all observed many shadows of opaque objects, and they do not con­
tain bright spots at their centers. Once, when I demonstrated the Poisson 
bright spot to an introductor)' class, one student carefully scrutinized the 
ball bearing that cast the shadow because he strongly suspected that it had 
a hole through it.

Another striking example, to my mind, is the Cavendish torsion- 
balance experiment. If we ask someone who is totally ignorant of Newton’s 
theory of universal gravitation how strongly they expect to find a force of 
attraction between a lead ball and a pith ball in a laboratory, I should 
think the answer, again, would be that it is ver)' unlikely. There is, in this 
example as well, a sound inductive basis for the response. We are all 
familiar with the gravitational attraction of ordinary-size objects to the 
earth, but we do not have everyday experience of an attraction between 
two such relatively small (electrically neutral and unmagnetized) objects 
as those Cavendish used to perform his experiment. Newton’s theory pre­
dicts, of course, that there will be a gravitational attraction between any 
two material objects. The trick was to figure out how to measure it.

As the foregoing two examples show, there is a possible basis for as­
signing a low' value to the expectedness; it was made plausible by assuming 
that the subject was completely naive concerning the relevant physical 
theory. The trouble w'ith this approach is that a person who wants to use 
Bayes’s theorem —in the form of equation (3), say—cannot be totally in­
nocent of the theory T  that is to be evaluated, since the other terms in 
the equation refer explicitly to T. Consequently, we have to recognize the 
relationship between P(E|B) and the prior probabilities and likelihoods 
that appear on the right-hand side in the theorem on total probability':

P(E|B) = P(T|B) P(E|T.B) + P(~T|B) P(E| ~T.B). 2

Suppose that the prior probability of T  is not negligible and that T, in 
conjunction with suitable initial conditions, entails E. Under these cir­
cumstances E cannot be totally surprising; the expectedness cannot be 
vanishingly sm all. Moreover, to evaluate the expectedness of E we must 
also consider its probability' if T  is false. By focusing on the expectedness, 
we cannot really avoid dealing with likelihoods.
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T h e r e  is a fu r th e r  d if f ic u lt y .  S u p p o s e , fo r e x a m p le ,  th a t  th e  w ave the­

o ry  o f  l ig h t  is t ru e . It is s u r e ly  true enough in  th e  c o n te x t  o f  th e  Poisson 

b r ig h t  sp o t e x p e r im e n t . If w e  w a n t  to e v a lu a t e  P (E | B ) w e  m u s t  include 
in  B th e  in i t ia l  c o n d it io n s  o f  th e  e x p e r im e n t — th e  c i r c u l a r  o b je c t  illu m i­

n a te d  b y  a b r ig h t  l ig h t  in  s u c h  a w a y  th a t  th e  s h a d o w  f a l ls  u p o n  a screen 

G iv e n  th e  tru th  o f  th e  w a v e  th e o ry , th e  objective probability o f  th e  bright 

sp o t is o n e , for w h e n e v e r  th o se  in i t i a l  c o n d it io n s  a r e  r e a l iz e d ,  th e  bright 
sp o t a p p e a r s . It m a k e s  n o  d if f e r e n c e  w h e th e r  w e  k n o w  th a t  th e  w av e  theory 

is t r u e , o r b e l ie v e  it , o r  r e je c t  it, o r  h a v e  e v e r  t h o u g h t  o f  it. U n d e r  the 

c o n d it io n s  s p e c if ie d  in  B th e  b r ig h t  sp o t in v a r ia b ly  o c c u r s .  In terpreted 

e i th e r  as  a f r e q u e n c y  o r a p ro p e n s ity , P (E | B ) = 1. I f  w e  a re  to avoid 

t r iv ia l iz a t io n  in  m a n y  im p o r ta n t  c a s e s , th e  e x p e c t e d n e s s  m u s t  be treated 

as  a p e r so n a l p ro b a b il ity . T o  a n y o n e  w h o , l ik e  m e ,  w a n ts  to  b a se  scien tific  

th e o ry  p r e f e r e n c e  o r c h o ic e  on  o b je c t iv e  c o n s id e r a t io n s ,  th is  re su lt  poses 
a s e r io u s  p ro b le m .

T h e  n e t  r e s u lt  is a tw o fo ld  p ro b le m . F ir s t , b y  f o c u s in g  o n  th e  expect­

e d n e s s , w e  do  not e s c a p e  th e  n e e d  to d e a l  e x p l ic i t ly  w ith  th e  like lihoods. 

In  [s e c t io n ]  6  I s h a ll  d is c u s s  th e  d if f ic u l t ie s  th a t  a r is e  w h e n  w e  focus on 

th e  l ik e l ih o o d s , e s p e c ia l ly  th e  p r o b le m  o f  th e  l ik e l ih o o d  o n  th e  catchall 

h y p o th e s is . S e c o n d , th e  e x p e c te d n e s s  d e f ie s  in t e r p r e t a t io n  as  a n  objective 

p ro b a b il ity . In  [s e c t io n ]  7  I s h a l l  p ro p o se  a  s t r a te g y  fo r a v o id in g  involve­

m e n t  w ith  e i th e r  th e  e x p e c te d n e s s  o r  th e  l ik e l ih o o d  o n  th e  c a tc h a l l .  That 

m a n e u v e r  w i l l ,  I h o p e , k e e p  o p e n  th e  p o s s ib i l i t y  o f  a n  o b je c t iv e  basis for 
th e  e v a lu a t io n  o f  s c ie n t if ic  h y p o th e s e s .

6 | Likelihoods

E q u a t io n s  (1 ) , ( 3 ) ,  a n d  (4 )  a r e  d if f e r e n t  fo rm s  o f  B a y e s ’s th e o re m , and 

e a c h  o f  th e m  c o n ta in s  a l ik e l ih o o d , P (E | T .B ) , in  th e  n u m e ra to r . Two 

t r iv ia l c a s e s  c a n  b e  n o te d  a t  th e  o u ts e t . F ir s t , i f  th e  c o n ju n c t io n  o f theory 

T  a n d  b a c k g ro u n d  k n o w le d g e  B a r e  lo g ic a l l y  in c o m p a t ib le  w ith  evidence 

E , th e  l ik e l ih o o d  e q u a ls  z e ro , a n d  th e  p o s te r io r  p r o b a b i l i t y ,  P(T|E.B), 

a u to m a t ic a l ly  b e c o m e s  z e r o .27 S e c o n d , a s  w e  h a v e  a l r e a d y  n o t ic e d , if  T.B 

e n ta i ls  E , th a t  l ik e l ih o o d  e q u a ls  o n e , a n d  c o n s e q u e n t ly  d ro p s  o u t, as in 

e q u a t io n  (5 ) .

A n o th e r  e a s y  c a s e  o c c u r s  w h e n  th e  h y p o th e s is  T  in v o lv e s  v a r io u s  kinds 

o f  r a n d o m n e s s  a s s u m p t io n s , fo r e x a m p le ,  th e  in d e p e n d e n c e  o f  a series of 

t r ia ls  o n  a  c h a n c e  s e tu p .28 C o n s id e r ,  fo r e x a m p le ,  th e  c a s e  o f  a co in  that 
h a s  b e e n  to ssed  100  t im e s , w ith  th e  r e s u l t  th a t  h e a d s  s h o w e d  in  63  cases 

a n d  ta i ls  in  37 . W e  a s s u m e  th a t  th e  to sse s  a r e  in d e p e n d e n t ,  b u t  we are 
c o n c e r n e d  w h e th e r  th e  s y s te m  c o n s is t in g  o f  th e  c o in  a n d  to ss in g  m echa­
n is m  is b ia s e d . C a lc u la t io n  sh o w s  th a t  th e  p r o b a b i l i t y ,  g iv e n  a n  unbiased 
c o in  a n d  to s s in g  m e c h a n is m , o f  th e  a c t u a l  f r e q u e n c y  o f  h e a d s  differing
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from Vi b y  2 0  p e r c e n t  o r  m o re  o n  100  tosses ( i .e . ,  f a l l in g  o u ts id e  o f  th e  
ran ge  4 0  to  6 0 )  is a b o u t  .0 5 . T h u s ,  th e  l ik e l ih o o d  o f  th e  o u t c o m e  o n  
the h y p o th e s is  th a t  th e  c o in  a n d  m e c h a n is m  a re  fa ir  is le s s  th a n  .0 5 . O n  
the h y p o th e s is  th a t  th e  c o in  h a s  a  6 0  to  4 0  b ia s  fo r h e a d s , b y  c o n t r a s t ,  th e  
p ro b a b ility  th a t  th e  n u m b e r  o f  h e a d s  in  100  tr ia ls  d if fe rs  fro m  6/\o b y  le s s  
than  20  p e r c e n t  ( i . e . ,  l ie s  w ith in  th e  4 8  to 72  r a n g e )  is w e l l  a b o v e  .9 5 .  
T h ese  a re  th e  k in d s  o f  l ik e l ih o o d s  th a t  w o u ld  b e  u se d  to c o m p a r e  th e  
hypothesis th a t  th e  c o in  is fa ir  w ith  th e  h y p o th e s is  th a t  it  h a s  a  c e r t a in  
b ia s .29 T h is  e x a m p le  ty p if ie s  a w id e  v a r ie ty  o f  c a se s , in c lu d in g  th e  a b o v e -  
m e n t io n e d  c o n t r o l le d  e x p e r im e n t  o n  rats a n d  s a c c h a r in ,  in  w h ic h  s ta t is ­
tica l s ig n if ic a n c e  tests  a r e  a p p lie d . T h e s e  y ie ld  a c o m p a r is o n  b e tw e e n  th e  
p ro b a b ility  o f  th e  o b se rv e d  r e s u lt  i f  th e  h y p o th e s is  is c o r r e c t  a n d  th e  p ro b ­
ab ility  o f  th e  s a m e  r e s u lt  o n  a n u l l  h yp o th e s is .

In s t i l l  a n o th e r  k in d  o f  s itu a t io n  th e  l ik e l ih o o d  P (E | T .B )  is s t r a ig h t ­
forw ard . C o n s id e r ,  for e x a m p le , th e  c a se  in  w h ic h  a  p h y s ic ia n  ta k e s  a n  
X-ray for d ia g n o s t ic  p u rp o se s . L e t  T  b e  th e  h y p o th e s is  th a t  th e  p a t ie n t  h a s  
a p a r t ic u la r  d is e a s e  a n d  le t  E b e  a  c e r ta in  a p p e a r a n c e  o n  th e  f i lm . F r o m  
long m e d ic a l  e x p e r ie n c e  it  m a y  b e  k n o w n  th a t  E o c c u r s  in  9 0  p e r c e n t  o f  
a ll c a se s  in  w h ic h  th a t  d is e a s e  is p re se n t . In  m a n y  c a s e s , as  th is  e x a m p le  
suggests , th e r e  m a y  b e  a c c u m u la t e d  f r e q u e n c y  d a ta  fro m  w h ic h  th e  v a lu e  
of P (E | T .B ) c a n  b e  d e r iv e d .

U n fo r tu n a te ly , l if e  w ith  l ik e l ih o o d s  is n o t a lw a y s  as s im p le  as  th e  fo re ­
go in g  c a s e s  s u g g e s t . C o n s id e r  a n  im p o r ta n t  c a s e , w h ic h  I w i l l  p r e s e n t  in  
a h ig h ly  u n h is to r ic a l  w a y . In  c o m p a r in g  th e  C o p e r n ic a n  a n d  P t o le m a ic  
c o sm o lo g ie s , it  is e a s y  to s e e  th a t  th e  p h a se s  o f  V e n u s  a r e  c r i t ic a l .  A c c o r d ­
ing  to th e  C o p e r n ic a n  sy s te m , V e n u s  sh o u ld  e x h ib it  a b ro a d  se t  o f  p h a s e s  
from a n a r ro w  c r e s c e n t  to  an  a lm o s t  fu ll  d isk . A c c o rd in g  to  th e  P to le m a ic  
system , V e n u s  s h o u ld  a lw a y s  p re s e n t  n e a r ly  th e  s a m e  c r e s c e n t - s h a p e d  a p ­
p e a ra n c e . O n e  o f  G a l i le o 's  c e le b r a te d  te le s c o p ic  o b se rv a t io n s  w a s  o f  th e  
phases o f  V e n u s .  T h e  l ik e l ih o o d  o f  su c h  e v id e n c e  o n  th e  C o p e r n ic a n  
system  is u n it y ;  o n  th e  P to le m a ic  it is z e ro . T h is  is th e  d e c is iv e  so r t  o f  
case th a t  w e  c h e r is h .

T h e  C o p e r n ic a n  sy s te m  d id , h o w e v e r , fa c e  o n e  s e r io u s  o b s ta c le .  O n  
the P to le m a ic  s y s te m , b e c a u s e  th e  e a r th  d o es  n o t m o v e , th e  f ix e d  s ta rs  
sh o u ld  n o t a p p e a r  to c h a n g e  th e ir  p o s it io n s . O n  th e  C o p e r n ic a n  s y s te m , 
b e c au se  th e  e a r th  m a k e s  a n  a n n u a l  tr ip  a ro u n d  th e  s u n , th e  f ix e d  s ta rs  
sh o u ld  a p p e a r  to  c h a n g e  th e ir  p o s it io n s  in  th e  c o u r s e  o f  th e  y e a r .  T h e  
very b est a s t r o n o m ic a l  o b se rv a t io n s , in c lu d in g  th o se  o f  T y c h o  B r a h e ,  f a i le d  
to rev ea l a n y  o b se rv a b le  s t e l la r  p a r a l la x . î0 H o w e v e r , it  w as  r e a l iz e d  th a t ,  i f  
the f ix ed  sta rs  a r e  a t  a  v e ry  g r e a t  d is ta n c e  fro m  th e  e a r th , s t e l la r  p a r a l la x ,  
th o u gh  r e a l ,  w o u ld  b e  too  s m a ll  to  b e  o b se rv ed . C o n s e q u e n t ly ,  th e  l ik e ­
lih o o d  P (E | T .B ) , w h e r e  T  is th e  C o p e r n ic a n  s y s te m  a n d  E  th e  a b s e n c e  
of o b se rv a b le  s t e l la r  p a r a l la x , is n o t z e ro . A t th e  t im e  o f  th e  s c ie n t i f ic  
rev o lu tio n , p r io r  to  th e  a d v e n t  o f  N e w to n ia n  m e c h a n ic s ,  th e r e  s e e m e d  n o  
re a so n ab le  w a y  to  e v a lu a te  th is  l ik e l ih o o d . T h e  a s s u m p t io n  th a t  th e  f ix e d
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s ta rs  a r e  a lm o s t  u n im a g in a b ly  d is ta n t  fro m  th e  e a r th  w as  a h ig h ly  ad hoc, 
a n d  c o n s e q u e n t ly  im p la u s ib le ,  a u x i l i a r y  h y p o th e s is  to a d o p t ju s t to save 
th e  C o p e r n ic a n  s y s te m . A m o n g  o th e r  th in g s , C h r is t ia n s  d id  no t lik e  the 
id e a  th a t  h e a v e n  w as  so  v e ry  fa r  a w a y .

T h e  m o s t  r e a s o n a b le  r e s o lu t io n  o f  th is  a n o m a ly  w as  o ffe red  by Tycho 
B r a h e ,  w h o s e  c o s m o lo g y  p la c e d  th e  e a r th  at re s t , w ith  th e  su n  an d  moon 
m o v in g  in  o rb its  a r o u n d  th e  e a r th ,  b u t  w ith  a l l  o f  th e  o th e r  p la n e ts  moving 

in  o rb its  a r o u n d  th e  s u n . In  th is  w a y  b o th  th e  o b se rv e d  p h a se s  o f Venus 
a n d  th e  a b s e n c e  o f  o b s e rv a b le  s t e l la r  p a r a l la x  c o u ld  b e  acco m m o dated . 
U n t i l  N e w to n ’s d y n a m ic s  c a m e  u p o n  th e  s c e n e , it  s e e m s  to m e , T ycho ’s 
s y s te m  w a s  c le a r l y  th e  b e s t a v a i la b le  th e o ry .

In  [ s e c t io n ]  2 I s u g g e s te d  th a t  th e  fo l lo w in g  fo rm  o f  B a y e s ’s theorem 
is th e  m o s t  a p p r o p r ia te  fo r u se  in  a c tu a l  s c ie n t if ic  c a s e s  in  w h ic h  more 
th a n  o n e  h y p o th e s is  is a v a i la b le  for s e r io u s  c o n s id e r a t io n :

P(T,|B) x P(E|Tj.B) 4
P(T,|B.E) = ! i[P(Xj B )x p(E|Ti.B)|

It c e r t a in ly  fits  th e  fo r e g o in g  e x a m p le  in  w h ic h  w e  c o m p a re d  the  Ptole­
m a ic ,  C o p e r n ic a n ,  a n d  T y c h o n ic  s y s te m s . T h is  e q u a t io n  invo lves a mu­
t u a l l y  e x c lu s iv e  a n d  e x h a u s t iv e  se t o f  h y p o th e s e s  T , ,  . . . , T k_ ,, T k, where 

T ,  — T k _ ! a r e  s e r io u s ly  e n te r t a in e d  a n d  T k is th e  c a t c h a l l .  T h u s , the 
s c ie n t is t  w h o  w a n ts  to c a lc u la t e  th e  p o s te r io r  p r o b a b il i t y  o f  o n e  particu lar 
h y p o th e s is  T , o n  th e  b a s is  o f  e v id e n c e  E  m u s t  a s c e r t a in  l ik e lih o o d s  o f three 
ty p e s : (1 )  th e  p r o b a b il i t y  o f  e v id e n c e  E g iv e n  T , ,  (2 )  th e  p ro b a b ility  o f that 
e v id e n c e  o n  e a c h  o f  th e  o th e r  s e r io u s ly  c o n s id e r e d  a lte rn a t iv e s  T j (j ^  i, 
j k ) , a n d  (3 )  th e  p r o b a b il i t y  o f  th a t  e v id e n c e  o n  th e  c a tc h a l l  T k.

In  c o n s id e r in g  th e  fo re g o in g  e x a m p le ,  I s u g g e s te d  th a t , a lth o u g h  like­
l ih o o d s  in  th e  f irs t tw o  c a te g o r ie s  a re  s o m e t im e s  s tra ig h tfo rw a rd , there are 
c a s e s  in  w h ic h  th e y  tu rn  o u t  to b e  q u it e  p r o b le m a t ic .  W e  sh a ll look at 
m o re  e x a m p le s  in  w h ic h  th e y  p re s e n t  d if f ic u lt ie s  as o u r  d iscu ss io n  pro­
c e e d s .  B u t  th e  p o in t  to b e  e m p h a s iz e d  r ig h t  n o w  is th e  u tte r  in tractab ility  
o f  th e  l ik e l ih o o d  o n  th e  c a t c h a l l .  T h e  re a so n  fo r th is  d if f ic u lty  is easy to 

s e e . W h e r e a s  th e  s e r io u s ly  c o n s id e r e d  c a n d id a te s  a r e  b o n a  f id e  hypotheses, 
th e  c a t c h a l l  is a h y p o th e s is  o n ly  in  a  P ic k w ic k ia n  s e n s e . It refers to a ll of 
th e  h y p o th e s e s  w e  a r e  not t a k in g  s e r io u s ly , in c lu d in g  a l l  th o se  th at have 
n o t b e e n  th o u g h t  o f  as  y e t ; in d e e d , th e  c a t c h a l l  is lo g ic a l ly  e q u iv a le n t to 
t h e i r  d is ju n c t io n .  T h e s e  w i l l  o f te n  in c lu d e  b r i l l i a n t  d is c o v e r ie s  in  the fu­
tu r e  h is to ry  o f  s c ie n c e  th a t  w i l l  e v e n tu a l ly  so lv e  o u r  m o st perp lex ing 

p ro b le m s .
A m o n g  th e  h y p o th e s e s  h id d e n  in  th e  c a t c h a l l  a r e  so m e  th a t, in  con­

ju n c t io n  w ith  p r e s e n t  a v a i la b le  b a c k g r o u n d  in fo rm a t io n , e n ta i l  th e  present 

e v id e n c e  E . O n  s u c h  a s -y e t -u n d is c o v e re d  h y p o th e s e s  th e  l ik e lih o o d  is one. 
O b v io u s ly , h o w e v e r , th e  fa c t  th a t  its p r o b a b il i t y  o n  o n e  p a r t ic u la r  hypoth-
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esis is u n it y  d o e s  n o t e n ta i l  a n y th in g  a b o u t  its p r o b a b il i t y  o n  s o m e  
d is ju n c t io n  c o n t a in in g  th a t  h y p o th e s is  as o n e  o f  its d is ju n c ts . T h e s e  c o n ­
s id e ra t io n s  su g g e s t  to m e  th a t  th e  l ik e lih o o d  o n  th e  c a t c h a l l  is to t a l ly  in ­
tra c ta b le . T o  try  to  e v a lu a te  th e  l ik e lih o o d  o n  th e  c a t c h a l l  in v o lv e s , it 
seem s to m e , a n  a t te m p t  to  g u e s s  th e  fu tu re  h is to ry  o f  s c ie n c e .  T h a t  is 
so m e th in g  w e  c a n n o t  d o  w ith  a n y  r e l ia b i l i t y .

In a n y  s itu a t io n  in  w h ic h  a s m a ll n u m b e r  o f  th e o r ie s  a re  c o m p e t in g  
for a s c e n d e n c y  it  is te m p t in g , th o u g h  q u ite  i l le g i t im a te ,  s im p ly  to ig n o r e  
the l ik e l ih o o d  o n  th e  c a t c h a l l .  In th e  n in e te e n th  c e n tu r y ,  for in s t a n c e ,  
sc ien tis ts  a sk ed  w h a t  th e  p ro b a b il ity  o f  a g iv e n  p h e n o m e n o n  is o n  th e  
w ave th e o ry  o f  l ig h t  a n d  w h a t  it is on  th e  c o r p u s c u la r  th e o ry . T h e y  d id  
not s e r io u s ly  c o n s id e r  its p ro b a b il ity  if  n e ith e r  o f  th e se  th e o r ie s  is c o r r e c t .  
Yet w e  s e e , fro m  th e  v a r io u s  fo rm s in  w h ic h  B a y e s ’s th e o re m  is w r it t e n , 
that e i th e r  th e  e x p e c te d n e s s  o r th e  l ik e lih o o d  o n  th e  c a t c h a l l  is a n  in d is ­
p e n sa b le  in g r e d ie n t .  In th e  n ex t s e c t io n  I s h a ll  o ffer a legitimate w a y  o f  
e l im in a t in g  th o se  p ro b a b il it ie s  from  o u r  c o n s id e r a t io n .

7 | Choosing Between Theories

K uhn h a s  o ften  m a in t a in e d  th a t  in  a c tu a l s c ie n c e  th e  p ro b le m  is n e v e r  to  
e v a lu a te  o n e  p a r t ic u la r  h y p o th e s is  o r th e o ry  in  is o la t io n ; it is a lw a y s  a  
m a tte r  o f  c h o o s in g  fro m  a m o n g  tw o  o r m o re  v ia b le  a lte rn a t iv e s . H e  h a s  
e m p h a s iz e d  th a t  a n  o ld  th e o ry  is n e v e r  c o m p le te ly  a b a n d o n e d  u n le s s  th e r e  
is c u r r e n t ly  a v a i la b le  a r iv a l to  ta k e  its p la c e . G iv e n  th a t  c i r c u m s t a n c e ,  it  
is a m a tte r  o f  c h o o s in g  b e tw e e n  th e  o ld  a n d  th e  n e w . O n  th is  p o in t  I 
th in k  th a t  K u h n  is q u ite  r ig h t , e s p e c ia l ly  as re g a rd s  r e a s o n a b ly  m a tu r e  
s c ie n c e s . A n d  th is  in s ig h t  p ro v id e s  a u se fu l c lu e  o n  h o w  to u se  B a y e s ’s 
th eo rem  to  e x p l ic a te  th e  lo g ic  o f  s c ie n t if ic  c o n f irm a t io n .

S u p p o se  th a t  w e  a r e  t r y in g  to ch o o se  b e tw e e n  T ,  a n d  T 2, w h e r e  th e r e  
m ay  o r m a y  n o t b e  o th e r  s e r io u s  a lte rn a t iv e s  in  a d d it io n  to th e  c a t c h a l l .  
By le t t in g  i = 1 a n d  i = 2 , w e  c a n  p ro c e e d  to  w r ite  e q u a t io n  (4 )  fo r e a c h  
of th e se  c a n d id a te s .  N o t in g  th a t th e  d e n o m in a to r s  o f  th e  tw o  a re  id e n t ic a l ,  
w e c a n  fo rm  th e ir  ra t io  as fo llo w s:

P (T ,| E .B )  = P ( T ,| B ) x P ( E | T , .B ) 6

P (T 2|E .B ) P (T 2| B ) x P (E | T 2.B )

No r e fe r e n c e  to th e  c a t c h a l l  h y p o th e s is  a p p e a r s  in  th is  e q u a t io n .  S in c e  
the c a t c h a l l  is n o t a  b o n a  f id e  h y p o th e s is , it is n o t a  c o n te n d e r ,  a n d  w e  
n eed  n o t try  to  c a lc u la t e  its p o s te r io r  p ro b a b il ity . T h e  u se  o f  e q u a t io n  (6 )  
frees u s fro m  th e  n e e d  to d e a l e i th e r  w ith  th e  e x p e c te d n e s s  o f  E  o r  w ith  
its p ro b a b il ity  o n  th e  c a t c h a l l .

E q u a t io n  (6 )  y ie ld s  a  r e la t io n  th a t  c a n  b e  r e g a rd e d  as  a  Bayesian
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algor i thm for theory preference.  Suppose that, prior to the emergence of 
evidence E, you prefer T, to T2; that is, P(T,|B) > P(T2|B). Then E 
becomes available. You should change your preference in the light of E 
if and only if P(T2|E.B) > P(T,|E.B). From (6) it follows that

P(T2|E.B) > P(T,|E.B) iff P(E|T2.B)/P(E|T1.B) > P(T,|B)/P(T2|B). 7

In other words, you should change your preference to T2 if the ratio of 
the likelihoods is greater than the reciprocal of the ratio of the respective 
prior probabilities. A corollary is that, if both T,.B and T2.B entail E, so 
that:

P(E|T,.B) = P(E|T2.B) = 1,

the occurrence of E can never change the preference rating between the 
two competing theories.

At the end of [section] 4 I made reference to the well-known phe­
nomenon of washing out of priors in connection with the use of Bayes’s 
theorem. One might well ask what happens to this swamping when we 
switch from Bayes’s theorem to the ratio embodied in equation (6).51 The 
best answer, I believe, is this If we are dealing with two hypotheses that 
are serious contenders in the sense that they do not differ too greatly in 
plausibility, the ratio of the priors will be of the order of unity. If, as the 
observational evidence accumulates, the likelihoods come to differ greatly, 
the ratio of the likelihoods will swamp the ratio of the priors. Recall the 
example of the tossed coin. Suppose we consider the prior probability of 
a fair device to be ten times as large as that of a biased device. If about 
the same proportion of heads occurs in 500 tosses as occurred in the 
aforementioned 100, the likelihood on the null hypothesis would be vir­
tually zero and the likelihood on the hypothesis that the device has a bias 
approximating the observed frequency would be essentially indistinguish­
able from unity. The ratio of prior probabilities would obviously be com­
pletely dominated by the likelihood ratio.

8 | Plausible Scenarios

Although, by appealing to equation (6), we have eliminated the need to 
deal with the expectedness or the likelihood on the catchall, we cannot 
claim to have dealt adequately with the likelihoods on the hypotheses we 
are seriously considering, for their values are not always straightforwardly 
ascertainable. We have already mentioned one example, namely, the prob­
ability of absence of observable stellar parallax on the Copemican hypoth­
esis. We noted that, by adding an auxiliary hypothesis to the effect that
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the f ix ed  s ta rs  a r e  lo c a te d  a n  e n o rm o u s  d is ta n c e  from  th e  E a r th , w e  c o u ld  
a u g m e n t  th e  C o p e r n ic a n  h y p o th e s is  in  su c h  a  w a y  th a t  th e  l ik e l ih o o d  o n  
th is a u g m e n te d  h y p o th e s is  is o n e . B u t, for m a n y  re a so n s , th is  a u x i l i a r y  
a s su m p tio n  c o u ld  h a r d ly  b e  c o n s id e re d  p la u s ib le  in  th a t  h is to r ic a l  c o n te x t . 
By n o w , o f  c o u r s e , w e  h a v e  m e a s u re d  th e  p a r a l la x  o f  r e la t iv e ly  n e a r b y  
stars, a n d  fro m  th o se  v a lu e s  h av e  c a lc u la te d  th e se  d is ta n c e s . T h e y  a r e  
e x tr e m e ly  fa r  fro m  u s in  c o m p a r iso n  to th e  f a m il ia r  o b je c ts  in  o u r  s o la r  
system .

C o n s id e r  a n o th e r  w e ll-k n o w n  e x a m p le . D u r in g  th e  s e v e n te e n th  a n d  
e ig h te e n th  c e n tu r ie s  th e  w av e  an d  c o rp u s c u la r  th e o r ie s  o f  l ig h t  r e c e iv e d  
c o n s id e r a b le  s c ie n t if ic  a t te n t io n . E a c h  w as a b le  to e x p la in  c e r t a in  im p o r ­
tan t o p t ic a l  p h e n o m e n a , a n d  e a c h  fa c e d  fu n d a m e n ta l  d if f ic u lt ie s .  T h e  
c o rp u s c u la r  h y p o th e s is  e a s i ly  e x p la in e d  h o w  l ig h t  c o u ld  trav e l v ast d is ­
tan ces  th ro u g h  e m p ty  s p a c e , a n d  it r e a d i ly  e x p la in e d  sh a rp  sh a d o w s . T h e  
theory' o f  l ig h t  as a  lo n g itu d in a l  w av e  e x p la in e d  v a r io u s  k in d s  o f  d if f r a c t io n  
p h e n o m e n a , b u t  f a i le d  to d e a l a d e q u a te ly  w ith  p o la r iz a t io n . W h e n ,  e a r ly  
in th e  n in e t e e n th  c e n tu r y ,  l ig h t  w as c o n c e iv e d  as a  tran sv e rse  w a v e , th e  
w ave th e o ry  e x p la in e d  p o la r iz a t io n  as w e ll as  d if f ra c t io n  q u ite  s t r a ig h tfo r ­
w ard ly . A n d  H u y g e n s  h a d  lo n g  s in c e  sh o w n  h o w  th e  w a v e  th e o ry  c o u ld  
h a n d le  r e c t i l in e a r  p ro p a g a t io n  a n d  sh a rp  sh ad o w s . F o r  m o st o f  th e  n in e ­
teen th  c e n tu r y  th e  w a v e  th e o ry  d o m in a te d  o p tic s .

T h e  p ro p o n e n t  o f  th e  p a r t ic le  th e o ry  c o u ld  s t i l l  r a is e  a  s e r io u s  o b je c ­
tion . W h a t  is th e  l ik e l ih o o d  o f  a w av e  p ro p a g a t in g  in  e m p ty 's p a c e ?  L a c k in g  
a m e d iu m , th e  a n s w e r  is z e ro . S o  w av e  th eo ris ts  a u g m e n te d  th e ir  th eo ry ' 
w ith  th e  a u x il ia r y ' a s s u m p t io n  th a t  a ll o f  sp a c e  is f i l le d  w ith  a  p e c u l i a r  
su b s ta n c e  k n o w n  as th e  luminiferous ether. T h is  s u b s ta n c e  w as p o s tu la te d  
to h av e  p r e c is e ly  th e  p ro p e r t ie s  r e q u ir e d  to t r a n s m it  l ig h t  w av e s

T h e  p ro c e s s  I h a v e  b e e n  d e s c r ib in g  c a n  a p p ro p r ia te ly  b e  r e g a r d e d  a s  
the d is c o v e ry  a n d  in t ro d u c t io n  o f  plausible scenarios. A  th e o ry  is c o n ­
fron ted  w ith  an  anomaly— a p h e n o m e n o n  th a t  a p p e a rs  to h a v e  a  s m a l l ,  
p o ss ib ly  z e ro , l ik e l ih o o d  g iv e n  th a t  th eo ry . P ro p o n e n ts  o f  th e  th eo ry ' s e a r c h  
for so m e  a u x i l ia r y  h y p o th e s is  th a t , if  c o n jo in e d  to th e  th e o ry , r e n d e r s  th e  
lik e lih o o d  h ig h , p o s s ib ly  u n ity . T h is  m o v e  sh ifts th e  b u rd e n  o f  th e  a r g u ­
m en t to th e  p la u s ib i l i t y  o f  th e  n e w  a u x ilia ry ' h y p o th e s is . I m e n t io n e d  tw o  
in s ta n c e s  in v o lv e d  in  th e  w av e  th e o ry  o f  l ig h t . T h e  first w a s  th e  a u x i l i a r y  
a s su m p tio n  th a t  th e  w a v e  is tran sv e rse . T h is  m o d if ic a t io n  o f  th e  th e o r y  
w as s u f f ic ie n t ly  p la u s ib le  to b e  in c o rp o ra te d  as a n  in te g r a l  p a r t  o f  th e  
th eo ry . T h e  s e c o n d  w as  th e  lu m in if e r o u s  e th e r . T h e  p la u s ib i l i t y  o f  th is  
a u x i l ia r y  h y p o th e s is  w as  d e b a te d  th ro u g h o u t  th e  n in e t e e n th ,  a n d  in to  th e  
tw e n t ie th , c e n tu r y . T h e  e th e r  h a d  to b e  d e n se  e n o u g h  to t r a n s m it  t r a n s ­
verse w av e s  (w h ic h  r e q u ir e  a d e n s e r  m e d iu m  th a n  d o  lo n g itu d in a l  w a v e s )  
an d  th in  e n o u g h  to  a l lo w  a s t ro n o m ic a l b o d ie s  to  m o v e  th ro u g h  it w ith o u t  
n o t ic e a b le  d im in u t io n  o f  sp e e d . A ttem p ts  to  d e te c t  th e  m o t io n  o f  th e  e a r th  
re la t iv e  to th e  e th e r  w e re  u n s u c c e s s fu l . T h e  L o re n tz -F itz g e r a ld  c o n t r a c t io n  
h yp o th es is  w a s  a n  a t te m p t  to  sav e  th e  e th e r  th e o r y —th a t  is, a n o th e r  a t t e m p t
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a t  a  p l a u s ib l e  s c e n a r io — b u t  i t  w a s ,  o f  c o u r s e ,  a b a n d o n e d  in  favo r of special 

r e la t iv i t y .

I a m  c a l l i n g  th e s e  a u x i l i a r i e s  scenarios b e c a u s e  t h e y  a r e  stories about 

h o w  s o m e t h in g  c o u ld  h a v e  h a p p e n e d ,  a n d  plausible b e c a u s e  they must 

h a v e  s o m e  d e g r e e  o f  a c c e p t a b i l i t y  i f  t h e y  a r e  to  b e  o f  a n y  h e lp  in handling 

p r o b le m a t ic  p h e n o m e n a .  T h e  w a v e  t h e o r y  c o u ld  h a n d le  th e  Poisson 

b r ig h t  sp o t  b y  d e d u c in g  it  f ro m  th e  th e o r y .  T h e r e  s e e m e d  to be no plau­

s ib le  s c e n a r io  a v a i l a b le  to  th e  p a r t i c l e  t h e o r y  th a t  c o u ld  d e a l with tins 

p h e n o m e n o n .  T h e  s a m e  h a s  b e e n  s a id  w i t h  r e s p e c t  to  F o u c a u lt ’s dem­

o n s t r a t io n  th a t  th e  v e lo c i t y  o f  l i g h t  is g r e a t e r  in  a i r  t h a n  it is in  water

O n e  n in e t e e n t h  c e n t u r y  o p t ic ia n  o f  c o n s id e r a b le  im p o r ta n c e  who did 
n o t  a d o p t  th e  w a v e  th e o r y , b u t  r e m a in e d  c o m m it t e d  to th e  Newtonian 
e m is s io n  th eo ry ', w a s  D a v id  B r e w s t e r .”  In  a  “ R e p o r t  o n  th e  P resen t State 
o f  P h y s ic a l  O p t ic s ,” p r e s e n te d  to  th e  B r it is h  A s s o c ia t io n  fo r th e  Advance­
m e n t  o f  S c i e n c e  in  1 8 3 1 , h e  m a in t a in e d  th a t  th e  u n d u la to rv  theory is

“ s t i l l  b u r t h e n e d  w ith  d i f f ic u l t ie s  a n d  c a n n o t  c l a im  o u r  im p l ic i t  assent " 

B r e w s te r  f r e e ly  a d m it t e d  th e  u n p a r a l l e l e d  e x p la n a to r y ' a n d  p red ic tive  suc­

c e s s  o f  th e  w a v e  th e o r y ; n e v e r th e le s s ,  h e  c o n s id e r e d  it  fa lse .

A m o n g  th e  d if f ic u l t ie s  B r e w s te r  f o u n d  w ith  th e  w a v e  th eo rs , two 
m ig h t  b e  m e n t io n e d .  F ir s t ,  h e  c o n s id e r e d  th e  w a v e  th e o r y  im p la u s ib le , tor 
th e  r e a s o n  th a t  it r e q u ir e d  “ a n  ether in v i s ib le ,  in t a n g ib le ,  im po nderab le  
in s e p a r a b le  fro m  a l l  b o d ie s , a n d  e x t e n d in g  f ro m  o u r  o w n  e\ e  to the re­
m o te s t  v e rg e  o f  th e  s ta r r y  h e a v e n s .” ”  H is to r y  h a s  c e r t a in ly  v in d ic a te d  him 
o n  th a t  is s u e .  S e c o n d , h e  fo u n d  th e  w a v e  th e o r y  in c a p a b le  o f explaining 
a  p h e n o m e n o n  th a t  h e  h a d  d is c o v e r e d  h im s e l f ,  n a m e ly ,  ab­

sorption-dark l in e s  in  th e  s p e c t r u m  o f  s u n l ig h t  th a t  h a s  p a sse d  through 
c e r t a in  g a s e s . B re w s te r  p o in ts  o u t  th a t  a  g a s  m a y  b e  o p a q u e  to lig h t of one 
p a r t i c u la r  in d e x  o f  r e f r a c t io n  in  f l in t  g la s s ,  w h i l e  t r a n s m it t in g  freeh  light 
w h o s e  r e f r a c t iv e  in d ic e s  in  th e  s a m e  g la s s  a r e  o n ly  th e  t in ie s t  bit higher 
o r  lo w e r . B r e w s te r  m a in t a in e d  th a t  t h e r e  w a s  n o  p la u s ib le  sc en a r io  the 
w a v e  th e o r is t s  c o u ld  d e v is e  th a t  w o u ld  e x p la in  w h y  th e  e th e r  perm eating 
th e  g a s  t r a n s m it s  tw o  w a v e s  o f  v e r y  n e a r ly  th e  s a m e  w a v e le n g th ,  but does 
n o t  t r a n s m it  l ig h t  o f  a  v e r y  p r e c is e  w a v e le n g th  l y in g  in  betw  e e n .

T h e re  is no fac t an a lo go u s to th is in  th e  p h en o m en a  o f sound , and 1 can 
form  no co n cep tio n  o f a s im p le  e la s t ic  m e d iu m  so m od ified  b\ the particles 

of the  body w h ich  co n ta in s it, as to m ak e  su ch  an  extraord inary selection ot 

th e  u n d u la tio n s  w h ich  it stops or tran sm its . . . ,c

B r e w s te r  n e v e r  fo u n d  a  p la u s ib le  s c e n a r io  b y  m e a n s  o f  w h ic h  the New­
to n ia n  th e o r y  h e  fav o red  c o u ld  c o p e  w ith  a b s o rp t io n  l in e s ,  n o r co u ld  pro­
p o n e n ts  o f  th e  w a v e  th e o r y  f in d  o n e  to  b o ls te r  th e ir  v ie w p o in t  Dark 
a b s o rp t io n  l in e s  r e m a in e d  a n o m a lo u s  fo r b o th  th e  w a v e  a n d  p a rtic le  thé­
o r ie s ; n e i t h e r  c o u ld  s e e  a  w a y  to  fu r n is h  th e m  w ith  h ig h  l ik e lih o o d .

W it h  h in d s ig h t  w e  c a n  s a y  th a t  th e  c a t c h a l l  h y p o th e s is  w as looking

i
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very strong at this point. W e recognize that the dark absorption lines in 
the spectrum of sunlight are closely related to the discrete lines in the 
emission spectra of gases, and that they, in turn, are intim ately hound up 
with tl le problem of the stability of atoms. These phenom ena played a 
major role in the overthrow of classical physics at the turn of the twentieth 
century'.

I have introduced the notion of a plausible scenario to deal with 
problematic likelihoods. Likelihoods can cause trouble for a scientific the­
ory for either of two reasons hirst, if you have a pet theory that confers 
an extremely sm all—for all practical purposes zero—likelihood on some 
observed phenom enon, that is a problem for that favored theory'. You try 
to come up with a p lausible scenario according to which the likelihood 
will be larger—ideally, unity. Second, if there seems to be no way to 
evaluate the likelihood of a piece of evidence with respect to some hy­
pothesis of interest, that is another sort of problem. In this case, we search 
fora plausible scenario that w ill make the likelihood m anageab le, w hether 
this involves assigning it a high, m edium , or low value.

What does this m ean in terms of the Bayesian approach I am  advo­
cating? Let 11s return to:

P(T,|E.B) _ P(T 11B) x  P(E|T,.B)

P(T2|E.B) P(T2|B) x  P(E|T2.B)

which contains two likelihoods. Suppose, as in nineteenth-century' optics, 
that both likelihoods are problem atic. As we have seen , we search for 
plausible scenarios A, and A2 to augm ent T , and T ; respectively. If the 
search has been successful, we can assess the likelihoods of E w ith respect 
to the augm ented theories A ,.T , and A2.T 2. C onsequently , we can  m odify 
(6) so as to y ie ld

P(A,.T,|E.B)

P(A2.T2|E.B)

P(A,.T,|B) x P(E[A,.T,.B) 

P(A2.T2|B) x P(E|A2.T2.B)

In order to use this equation to compare the posterior probabilities of the 
two augmented theories, we must assess the plausibilities of the scenarios, 
for the prior probabilities of both augmented theories—Ai.Tt and A2.T2— 
appear in it. In [section] 4 I tried to explain how prior probabilities can 
be handled—that is, how we can obtain at least rough estimates of their 
values. If, as suggested, the plausible scenarios have made the likelihoods 
ascertainable, then we can use them in conjunction with our determina­
tions of the prior probabilities to assess the ratio of the posterior probabil­
ities. We have, thereby, handled the central issue raised by Kuhn, namely, 
what is the basis for preference between two theories.37 Equation (8) is a 
Bayesian algorithm.



C u .  5 C onfi rmati on  and R hlisvanc»!:

If c i t h e r  a u g m e n te d  th e o ry , in  c o n ju n c t io n  w ith  b a c k g ro u n d  know,, 
e d g e  B , e n t a i l s  K, th e n  th e  c o r r e s p o n d in g  l ik e l ih o o d  is o n e  an d  it drops 

o u t  o f  (8 ) .  If b o th  l ik e l ih o o d s  d ro p  o u t w e  h a v e  th e  s p e c ia l  c a se  in whu

P(A,:r,|K.B) _ P(A, T,|B)

P(A2.T2|K.B) P(A2.T2|B)'

th e r e b y  p la c in g  th e  whole b u r d e n  o n  th e  p r io r  p r o b a b i l i t ie s —the plausi­
b i l i t y  c o n s id e r a t io n s . E q u a t io n  (9 )  r e p re s e n ts  a  s im p l if ie d  B ayes ian  algo­

r i t h m  th a t  is  a p p l ic a b le  in  th is  typ e  o f  s p e c ia l  c a s e .

A n o th e r  ty p e  o f  s p e c ia l  c a s e  w as  m e n t io n e d  a b o v e . If, as in  o u r com 
to s s in g  e x a m p le ,  th e  v a lu e s  o f  th e  p r io r  p r o b a b i l i t ie s  d o  not d iffe r  diasti- 
c a l l y  fro m  o n e  a n o th e r ,  b u t th e  l ik e l ih o o d s  b e c o m e  w id e ly  d iv e rg en t <h 
th e  o b s e rv a t io n a l e v id e n c e  a c c u m u la t e s ,  th e r e  w i l l  b e  a w a s h in g  out ol 
th e  p r io rs . In  t in s  c a s e , th e  ra t io  o f  th e  p o s te r io r  p ro b a b il i t ie s  e q u a ls , for 
p r a c t ic a l  p u rp o s e s , th e  ra t io  o f  th e  l ik e l ih o o d s .

T h e  u s e  o f  e i t h e r  (8 )  o r ( 9 )  as a n  a lg o r i th m  for th e o ry  c h o ic e  docs 
n o t im p ly  th a t  a l l  s c ie n t is t s  w il l  a g r e e  o n  th e  n u m e r ic a l  v a lu e s  or prefer 
th e  s a m e  th e o ry . T h e  e v a lu a t io n  o f  p r io r  p r o b a b i l i t ie s  c le a r ly  d e m a n d s  the 
k in d  o f  s c ie n t i f ic  ju d g m e n t  w h o se  im p o r ta n c e  K u h n  h a s  r igh tlv  insisted 
u p o n . It s h o u ld  a ls o  b e  c le a r ly  r e m e m b e r e d  th a t  th e s e  fo rm u la s  provide 
n o  e v a lu a t io n s  o f  in d iv id u a l  th e o r ie s ; th e y  fu rn is h  o n lv  c o m p a ia t iv e  eval­
u a t io n s  T h u s ,  in s te a d  o f  y ie ld in g  a  p r e d ic t io n  r e g a r d in g  th e  c h a n c e s  ol 

o n e  p a r t ic u la r  th e o ry  b e in g  a c o m p o n e n t  o f  “ c o m p le t e d  s c ie n c e ,  tliev 
c o m p a r e  e x is t in g  th e o r ie s  w ith  r e g a rd  to th e ir  p r e s e n t  m e r its

9 Kuhn’s Criteria

E a r ly  in  th is  p a p e r  1 q u o te d  five  c r i t e r ia  th a t K u h n  m e n t io n e d  in co n n ec­
t io n  w ith  h is  v ie w s  o n  th e  r a t io n a l i t y  a n d  o b je c t iv it y  o f  s c ie n c e  T h e  inuc­
h a s  c o m e  to r e la t e  th e m  e x p l ic i t ly  to th e  B a y e s ia n  a p p ro a c h  1 h ave  been 
a t t e m p t in g  to  e la b o r a t e  In  o rd e r  to a p p r e c ia t e  th e  s ig n if ic a n c e  ol lln.se 
c r i t e r ia  it is im p o r ta n t  to d is t in g u is h  th r e e  a sp e c ts  o f  s c ie n t if ic  th e o r ie s  that 
m a y  b e  c a l l e d  informational virtues, confmnational virtues, a n d  economic 
virtues U p  to  th is  p o in t  w e  h a v e  c o n c e r n e d  o u r s e lv e s  a lm o s t cacIu m w Iv 
w ith  c o n f ir m a t io n ,  fo r o u r  u s e  o f  B a y e s ’s th e o r e m  is g e r m a n e  onlv to the 
c o n f m n a t io n a l  v ir tu e s . B u t  s in c e  K u h n ’s c r i t e r ia  p a t e n t ly  re fe r  to the other 
v ir tu e s  a s  w e l l ,  w e  m u s t  a lso  s a y  a l i t t le  a b o u t  th e m .

C o n s id e r ,  fo r e x a m p le ,  th e  m a t te r  o f  . N e w to n ’s th re e  laws of 

m o t io n  a n d  h is  la w  o f  u n iv e r s a l  g r a v it a t io n  o b v io u s ly  h a v e  g re a te r  scope 

th a n  th e  c o n ju n c t io n  o f  G a l i le o 's  la w  o f  f a l l in g  b o d ie s  a n d  K ep ler 's  ihtee 

la w s  o f  p la n e t a r y  m o t io n . T h is  m e a n s ,  s im p ly ,  th a t  N e w to n ia n  m ech an ics 

c o n t a in s  m o re  in fo r m a t io n  th a n  th e  la w s  o f  K e p le r  a n d  G a li le o  taken
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to geth er. G iv e n  a s itu a t io n  o f th is  so rt, w e  p re fe r  th e  m o re  in fo rm a t iv e  
theo ry  b e c a u s e  it is a b a s ic  go a l o f  s c ie n c e  to in c r e a s e  o u r  k n o w le d g e  a s  
m u ch  as p o s s ib le . W e  m ig h t , o f c o u rse , h e s ita te  to c h o o se  a h ig h ly  in ­
fo rm ative  th e o ry  i f  th e  e v id e n c e  for it w e re  e x t r e m e ly  l im it e d  o r  s h a k y , 
b ecau se  th e  d e s ir e  to b e  r ig h t m ig h t  o v e r ru le  th e  d e s ir e  to  h a v e  m o r e  
in fo rm atio n  c o n te n t . B u t in  th e  c a se  a t  h a n d  th a t  c o n s id e r a t io n  d o e s  n o t  
arise .

In  sp ite  o f  its in tu it iv e  a t tr a c t io n , h o w e v e r , th e  a p p e a l  to s c o p e  is n o t  
a lto g e th e r  u n p r o b le m a t ic .  T h e r e  a re  tw o  w ays  in  w h ic h  w e  m ig h t  c o n s t r u e  
the G ah le o -K e p le r -N e w 'to n  e x a m p le  o f  th e  p r e c e d in g  p a r a g r a p h . F ir s t , w e  
m igh t ig n o re  th e  s m a ll  c o r re c t io n s  m a n d a te d  b y  N e w to n ’s th e o r y  in  th e  
law s o f G a l i le o  a n d  K e p le r . In th a t  c a se  w e  c a n  c le a r ly  c la im  g r e a t e r  s c o p e  
for N e w to n ’s la w s  th a n  for th e  c o n ju n c t io n  o f  G a l i le o ’s a n d  K e p le r ’s law 's , 
s in ce  th e  la t te r  is e n t a i le d  by th e  fo rm e r  b u t n o t c o n v e r s e ly . W h e r e  a n  
e n ta ilm e n t  r e la t io n  h o ld s  w e  c a n  m a k e  go o d  se n se  o f  c o m p a r a t iv e  s c o p e .

K u h n , h o w e v e r , a lo n g  w ith  m o st o f  th e  h is to r ic a l ly  o r ie n te d  p h i lo s o ­
phers, h a s  b e e n  a t p a in s  to d e n y  th a t  s c ie n c e  p ro g re sse s  b y  f in d in g  m o r e  
g en e ra l th e o r ie s  th a t  in c lu d e  e a r l ie r  th e o r ie s  as s p e c ia l  c a s e s . T h e o r y  
ch o ice  o r p r e f e r e n c e  in v o lv e s  competing th e o r ie s  th a t  a r e  mutually incom­
patible o r mutually incommensurable. T o  th e  b est o f  m y  k n o w le d g e  K u h n  
has no t o ffe red  a n y  p r e c is e  c h a r a c te r iz a t io n  o f  s c o p e ; K arl P o p p e r , in  c o n ­
trast, h as  m a d e  s e r io u s  a t te m p ts  to d o  so. In re sp o n se  to P o p p e r ’s e f fo r ts , 
A do lf G r i in b a u m  h a s  e f f e c t iv e ly  a r g u e d  th a t  n o n e  o f  th e  P o p p e n a n  m e a ­
sures c a n  b e  u s e f u l ly  a p p l ie d  to m a k e  c o m p a r is o n s  o f  s c o p e  a m o n g  m u ­
tu a lly  in c o m p a t ib le  c o m p e t in g  th e o r ie s . C o n s e q u e n t ly ,  th e  c o n c e p t  o f  
scope r e q u ir e s  f u n d a m e n ta l  c la r if ic a t io n  i f  w'e a r e  to  u s e  it  to  u n d e r s t a n d  
p re fe re n c e s  a m o n g  c o m p e t in g  th e o r ie s . H o w e v e r , s in c e  s c o p e  r e f e r s  to  
in fo rm a tio n  r a th e r  th a n  c o n f ir m a t io n , it p la y s  n o  ro le  in  th e  B a y e s ia n  
p rogram  I h a v e  b e e n  e n d e a v o r in g  to e x p l ic a t e .  W e  c a n  th u s  p u t  a s id e  th e  
p ro b lem  o f  e x p l ic a t in g  th a t  d if f ic u lt  c o n c e p t .

A n o th e r  o f  K u h n ’s c r i t e r ia  is accuracy. It c a n ,  I th in k ,  b e  c o n s t r u e d  
in two d if f e r e n t  w a y s . T h e  first h a s  to d o  w ith  in f o r m a t io n a l  v i r t u e s ;  t h e  
second  w ith  e c o n o m ic .  O n  th e  o n e  h a n d , tw o  th e o r ie s  m ig h t  b o th  m a k e  
true p r e d ic t io n s  r e g a r d in g  th e  s a m e  p h e n o m e n a ,  b u t  o n e  o f  t h e m  m ig h t  
give u s  p r e c is e  p r e d ic t io n s  w h e re  th e  o th e r  g iv e s  o n ly  p r e d ic t io n s  th a t  a r e  
less e x a c t . If, fo r e x a m p le ,  o n e  th e o ry  e n a b le s  u s  to  p r e d ic t  th a t  t h e r e  w i l l  
be a s o la r  e c l ip s e  o n  a  g iv e n  d a y , a n d  th a t  its p a th  o f  t o t a l i t y  w i l l  c ro s s  
N orth A m e r ic a ,  i t  m a y  w e l l  b e  f u r n is h in g  c o r r e c t  in f o r m a t io n  a b o u t  th e  
e c lip se . I f  a n o th e r  th e o r y  g iv e s  n o t o n ly  th e  d a y , b u t  a ls o  th e  t im e ,  a n d  
not o n ly  th e  c o n t in e n t ,  b u t  a lso  th e  p r e c is e  b o u n d a r ie s ,  th e  s e c o n d  p r o ­
vides m u c h  m o r e  in fo r m a t io n , a t  le a s t  w ith  r e s p e c t  to  th is  p a r t i c u l a r  o c ­
c u r re n c e . It is n o t  th a t  e i t h e r  is in c o r r e c t ;  r a th e r ,  th e  s e c o n d  y ie ld s  m o r e  
k n o w le d g e  th a n  th e  f irst. H o w e v e r , it s h o u ld  b e  c l e a r l y  n o t e d — a s  i t  w a s  
in  th e  c a s e  o f  s c o p e — th a t  th e s e  th e o r ie s  a r e  n o t  in c o m p a t ib le  o r  in c o m ­
m e n su ra b le  c o m p e t i to r s  ( a t  le a s t  wdth r e s p e c t  to  th is  e c l ip s e ) ,  a n d  h e n c e



do not illustrate the interesting type of theory preference with which Kuhn 
is primarily concerned.

On the other hand, one theory may yield predictions that arc nearlv, 
but not quite, correct, while another theory yields predictions that arc 
entirely correct—or, at least, more nearly correct. Newtonian astrophysics 
does well in ascertaining the orbit of the earth, but general relativity in­
troduces a correction of 3.8 seconds of arc per century in the precession 
of its perihelion.59 Although the Newtonian theory' is literally false, it is 
used in contexts of this sort because its inaccuracy is small, and the eco­
nomic gain involved in using it instead of general relativity (the saving in 
computational effort) is enormous.

The remaining three criteria are simplicity, consistency, and fruitful­

ness , all of them have direct bearing upon the confirmational virtues 
In the treatment of prior probabilities in [section] 4, I briefly mentioned 
simplicity' as a factor having a significant bearing upon the plausibility of 
theories. More examples could be added, but I think the point is clear

In the same section I also made passing reference to consistency, but 
more can profitably be said on that topic. Consistency has two aspects, 
internal consistency of a theory and its compatibility' with other accepted 
theories. While scientists may be fully justified in entertaining collections 
of statements that contain contradictions, the goal of science is sureh to 
accept only logically consistent theories.40 The discovery of an internal 
inconsistency has a distinctly adverse effect on the prior probability of that 
theory, to wit, it must go straight to zero.

When we consider the relationships of a given theory to other ac­
cepted theories we again find two aspects. There are deductive relations of 
entailment and incompatibility, and there are inductive relations of ht- 
tmgness and incongruity. The deductive relations are quite straightforward 
Incompatibility writh an accepted theory' makes for implausibihty, being a 
logical consequence of an accepted theory' makes for a high prior prob­
ability'. Although deductive subsumption of narrower theories under 
broader theories is probably something of an oversimplification of actual 
cases, nevertheless, the ability of an overarching theory' to deductivek 
unify diverse domains furnishes a strong plausibility argument.

When it comes to the inductive relations among theories, analogs is. 
I think, the chief consideration. 1 have already mentioned the use of anal­
ogy in inductively transferring results of experiments from rats to humans 
In archaeology, the method of ethnographic analogy, which exploits 
similarities between extant primitive societies and prehistoric societies, is 
widely used. In physics, the analogy between the inverse square law of 
electrostatics and the inverse square law of gravitation provides an example 
of an important plausibility consideration.

Kuhns criteria of consistency (broadly construed) and simplicity seem 
clearly to pertain to assessments of the prior probabilities of theories. They 
cry out for a Bayesian interpretation.
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T h e  f in a l c r it e r io n  in  K u h n 's  lis t is fruitfulness, it  h a s  m a n y  a s p e c ts . 
Som e th e o r ie s  p ro v e  f ru itfu l b y  u n if y in g  a  g re a t  m a n y  a p p a r e n t ly  d if f e r e n t  
p h e n o m e n a  in  te rm s  o f  a few  s im p le  p r in c ip le s . T h e  N e w to n ia n  s y n th e s is  
is, p e rh ap s , th e  o u ts ta n d in g  e x a m p le , M a x w e ll ia n  e le c t r o d y n a m ic s  is a ls o  
an e x c e l le n t  c a s e . As I su g g e s te d  ab o v e , th is  a b i l i t y  to a c c o m m o d a te  a  w id e  
variety o f  fac ts  te n d s  to  e n h a n c e  th e  p r io r  p ro b a b il ity  o f  a g iv e n  th e o ry . 
To a ttr ib u te  d iv e r s e  su c c e s s  to h a p p e n s ta n c e , r a th e r  th a n  b a s ic  c o r r e c tn e s s ,  
is im p la u s ib le .

A n o th e r  so rt o f  fe r t il ity  in v o lv e s  th e  p r e d ic ta b i l i t y  o f  th e re to fo re  u n ­
known p h e n o m e n a . W e  m ig h t  m e n t io n  as f a m il ia r  i l lu s t r a t io n s  th e  p r e ­
d iction  o f  th e  P o isso n  b r ig h t spot by th e  w av e  th e o ry  o f  l ig h t  a n d  th e  
p red ic tio n  o f  t im e  d ila t io n  by s p e c ia l re la t iv ity . T h e s e  a r e  th e  k in d s  o f  
in stances in  w h ic h ,  in  a n  im p o rta n t s e n se , th e  e x p e c te d n e s s  is lo w . A s w e  
have n o ted , a  s m a ll  e x p e c te d n e s s  ten d s  to in c re a s e  th e  p o s te r io r  p r o b a b i l i t y  
of a h yp o th es is .

A fu r th e r  typ e  o f  fe r t il ity  re la te s  d ir e c t ly  to p la u s ib le  s c e n a r io s ;  a th e o ry  
is fru itfu l in  th is  w a y  if  it s u c c e s s fu lly  co p es  w ith  d if f ic u lt ie s  w ith  th e  a id  
of su ita b le  a u x i l ia r y  a s su m p tio n s  N e w to n ia n  m e c h a n ic s  a g a in  p ro v id e s  a n  
ex ce llen t e x a m p le  T h e  p e r tu rb a t io n s  o f  U ra n u s  w e re  e x p la in e d  b y  p o s­
tu la tin g  N e p tu n e . T h e  p e r tu rb a t io n s  o f N e p tu n e  w e re  e x p la in e d  b y  p o s ­
tu la tin g  P lu to .41 T h e  m o tio n s  o f  stars w ith in  g a la x ie s  a n d  o f  g a la x ie s  w ith in  
clusters a r e  e x p la in e d  in  te rm s  o f  dark matter, c o n c e r n in g  w h ic h  th e r e  a r e  
m any c u r r e n t  th e o r ie s . A  th e o ry  th a t r e a d i ly  g iv e s  r ise  to p la u s ib le  s c e n a r io s  
to dea l w ith  p r o b le m a t ic  l ik e l ih o o d s  c a n  boast th is  sort o f  f e r t i l ity

T h e  d is c u s s io n  o f  K u h n ’s c r ite r ia  in  th is  s e c t io n  is in t e n d e d  to  show ' 
how a d e q u a te ly  th e y  c a n  b e  u n d e rs to o d  w ith in  a B a y e s ia n  f r a m e w o r k — 
insofar as th e y  a r e  g e r m a n e  to c o n f irm a t io n . If it is s o u n d , w e  h a v e  c o n ­
structed a  f a ir ly  s u b s ta n t ia l b r id g e  c o n n e c t in g  K u h n ’s v ie w s  o n  th e o r y  
cho ice w ith  th o se  o f  th e  lo g ic a l  e m p ir ic is t s —at le a s t , th o se  w h o  f in d  in  
Bayes’s th e o re m  a  s u it a b le  s c h e m a  for c h a r a c te r iz in g  th e  c o n f ir m a t io n  o f  

hypotheses a n d  th e o r ie s .

10 I Rationality vs. Objectivity

In the t it le  o f  th is  e s sa y  I h a v e  u se d  b o th  th e  c o n c e p t  o f  rationality a n d  
that o f  objectivity. It is t im e  to say  s o m e th in g  a b o u t  th e ir  r e la t io n s h ip  
Perhaps th e  b e s t w a y  to a p p ro a c h  th e  d is t in c t io n  b e tw e e n  th e m  is to e n u ­
m erate v a r io u s  g r a d e s  o f  r a t io n a lity . In a c e r t a in  s e n se  o n e  c a n  b e  r a t io n a l  
w ithout p a y in g  a n y  h e e d  a t a l l  to o b je c t iv ity . It is e s s e n t ia l ly  a  m a t t e r  o f  
good h o u s e k e e p in g  as fa r as o n e ’s b e lie f s  a n d  d e g r e e s  o f  c o n f id e n c e  a r e  
co n ce rn ed . As B a y e s ia n s  h a v e  o ften  e m p h a s iz e d , it is im p o r ta n t  to  a v o id  
logical c o n t r a d ic t io n s  in  o n e ’s b e lie f s  a n d  to a v o id  p r o b a b i l is t ic  in c o h e r ­
ence in  o n e ’s d e g r e e s  o f  c o n v ic t io n . If  c o n t r a d ic t io n  o r in c o h e r e n c e  a r e
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discovered, they must somehow be eliminated; the presence of either con­
stitutes a form of irrationality But the removal of such elements of irra­
tionality can be accomplished without any appeal to facts outside of the 
subject's corpus of beliefs and degrees of confidence. To achieve this sort 
of rationality is to achieve a minimal standard that I have elsewhere called 
static rationality.42

One way in which additional facts may enter the picture is via Baves’s 
theorem. We have a theory T in which we have a particular degree of 
confidence. A new piece of evidence turns up—some objective fact E ot 
which we were previously unaware—and we use Bayes's theorem to cal­
culate a posterior probability of T. To accept this value of the posterior 
probability' as one’s degree of confidence in T is known as Bayesian con- 

ditionahzation. Use of Bayes’s theorem does not, however, guarantee ob­
jectivity If the resulting posterior probability' of T is one we are not willing 
to accept, we can make adjustments elsewhere to avoid incoherence After 
all, the prior probabilities and likelihoods are simply personal probabilities, 
so they can be adjusted to achieve the desired result If, however, the 
requirement of Bayesian conditionalization is added to those of static 
rationality we have a stronger type of rationality that I have called kine­
ma t i c .4i

The highest grade of rationality'—what I have called dynamic ra­

tionality’—requires much fuller reference to objective fact than is de­
manded by advocates of personalism. The most obvious way to miecl a 
substantia] degree of objectivity into our deliberations regarding c h o ic e s  

of scientific theories is to provide an objective interpretation of the j>rob- 
abilities in Bayes’s theorem. Throughout this discussion I have adopted 
that approach as thoroughly as possible. For instance, I have argued that 
prior probabilities can be given an objective interpretation in terms of 

frequencies of success. I have tried to show how likelihoods could he 
objective—by virtue of entailment relations, tests of statistical significance, 
or observed frequencies. When the likelihoods created major difficulties. 
I appealed to plausible scenarios. The result w>as that an intractable like­
lihood could be exchanged for a tractable prior probability—namelv. the 
prior probability of a theory in conjunction with an auxiliary assumption.

We noted that the denominators of the right-hand sides of the various 
versions of Bayes’s theorem—equations (1), (3), and (4)—contain either 
an expectedness or a likelihood on the catchall. It seems to me futile to 
try' to construe either of these probabilities objectively. Consequenth. m 
[section] 7 I introduced equation (6), w’hich involves a ratio of two in­
stances of Bayes's theorem, and from which the expectedness and the 
likelihood on the catchall drop out. Confining our attention, as Kuhn 
recommends, to comparing the merits of competing theories, rather than 
offering absolute evaluations of individual theories, we w'ere able to elim­
inate the probabilities that most seriously defy objective interpretation
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11 | Conclusions

For m a n y  y e a r s  1 h a v e  b e e n  c o n v in c e d  th a t p la u s ib i l i t y  a r g u m e n ts  m  s c i­
e n c e  h a v e  c o n s t i t u t e d  a  m a jo r  s tu m b l in g  b lo c k  to a n  u n d e r s t a n d in g  o f  th e  
lo g ic  o f  s c ie n t i f ic  in f e r e n c e .  K u h n  w as  n o t a lo n e ,  I b e l ie v e ,  in  r e c o g n iz in g  
that c o n s id e r a t io n s  o f  p la u s ib i l i t y  c o n s t itu te  a n  e s s e n t ia l  a s p e c t  o f  s c ie n t i ­
fic r e a s o n in g ,  w i th o u t  s e e in g  w h e r e  th e y  fit in to  th e  lo g ic  o f  s c ie n c e  If 
o n e  se e s  c o n f ir m a t io n  s o le ly  in  te rm s  o f  th e  c r u d e  h y p o th e t ic o -d e d u c t iv e  
m e th o d , t h e r e  is n o  p la c e  for th e m  T h e r e  is, c o n s e q u e n t ly ,  a n  o b v io u s  
in c e n t iv e  fo r r e le g a t in g  p la u s ib i l i t y  c o n s id e r a t io n s  to h e u r is t ic s . I f  o n e  a c ­
cep ts  th e  t r a d i t io n a l  d is t in c t io n  b e tw e e n  th e  context of a n d  th e
context of justification, it is t e m p t in g  to p la c e  th e m  in  th e  fo rm e r  c o n te x t . 
But K u h n  r e c o g n iz e d ,  I th in k , th a t p la u s ib i l i t y  a r g u m e n ts  e n te r  in to  th e  
ju s t if ic a t io n s  o f  c h o ic e s  o f  th e o r ie s , w ith  th e  re su lt  th a t h e  b e c a m e  sk e p ­
tic a l o f  th e  v a lu e  o f  th a t  d is t in c t io n  If, us I b e l ie v e , p la u s ib i l i t y  c o n s id ­
e ra tio n s  a r e  s im p le  e v a lu a t io n s  o f  p r io r  p ro b a b il i t ie s  o f  h y p o th e s e s  o r 
th e o r ie s , t h e n  it b e c o m e s  a p p a r e n t  v ia  B a y e s ’s th e o re m  th a t  th e y  p la y  a n  
in d is p e n s a b le  ro le  in  th e  c o n te x t  o f  ju s t if ic a t io n . W c  d o  n o t n e e d  to g iv e  
up th a t  im p o r ta n t  d is t in c t io n

At s e v e r a l  p la c e s  in  th is  p a p e r  I h a v e  sp o k e n  o f  B a y e s ia n  a lg o r i th m s , 
m a in ly  b e c a u s e  K u h n  in t r o d u c e d  th a t n o t io n  in to  th e  d is c u s s io n  I h a v e  
c la im e d  th a t  s u c h  a lg o r i t h m s  e x is t—a n d  a t te m p te d  to e x h ib it  t h e m — b u t  I 
acco rd  very little s ig n i f i c a n c e  to th a t  c la im . T h e  a lg o r ith m s  a re  t r iv ia l ,  w h a t  
is im p o r ta n t  is th e  s c ie n t i f ic  ju d g m e n t  in v o lv e d  in  a s s e s s in g  th e  p r o b a b i l­
ities th a t  a r e  fed  in to  th e  e q u a t io n s .  T h e  a lg o r ith m s  g iv e  f ra m e w o rk s  in  
term s o f  w h ic h  to  u n d e r s t a n d  th e  ro le  o f  th e  so rt o f  ju d g m e n t  u p o n  w h ic h  
K uhn r ig h t ly  p la c e d  g r e a t  e m p h a s is .

T h e  h is to r y  o f  s c ie n c e  c h r o n ic le s  th e  s u c c e s s e s  a n d  f a i lu r e s  o f  a t te m p ts  
at s c ie n t if ic  t h e o r iz in g  I f  th e  B a y e s ia n  a n a ly s is  I h a v e  b e e n  o f fe r in g  is a t 
a ll s o u n d , h is to r y  o f  s c i e n c e — in  a d d it io n  to c o n te m p o ra ry  s c ie n t i f ic  e x ­
p e r ie n c e , o f  c o u r s e — p ro v id e s  a  r ic h  s o u rc e  o f  in fo rm a t io n  r e le v a n t  to  th e  
p rio r p r o b a b i l i t ie s  o f  th e  th e o r ie s  a m o n g  w h ic h  w e  a r e  a t  p r e s e n t  c o n ­
c e rn ed  to  m a k e  o b je c t iv e  a n d  r a t io n a l c h o ic e s . T h is  v ie w p o in t  c a p tu r e s ,  I 
b e lie v e , th e  p o in t  K u h n  m a d e  a t th e  b e g in n in g  o f  h is  first book-

But an age as dominated by science as our own does need a perspective from 
which to examine the scientific beliefs which it takes so much for granted, 
and history provides one important source of such perspective If we can 
discover the origins of some modern scientific concepts and the way m which 
they supplanted the concepts of an earlier age, we are more likely to evaluate 
intelligently their chances for suru\al.‘M

I s u g g e s te d  a t  th e  o u ts e t  th a t  a n  a p p e a l  to B a y e s ia n  p r in c ip le s  c o u ld  
p rov ide s o m e  a id  in  b r id g in g  th e  g a p  b e tw e e n  H e m p e l ’s lo g ic a l - e m p ir ic is t
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approach and Kuhn’s historical approach. I hope I have offered a con­
vincing case However that may be, there remain many unresolved issues 
For instance, I have not even broached the problem of incommensur­
ability of paradigms or theories. This is a major issue. For another exam­
ple, I have assumed uncritically throughout the discussion that the various 
parties to disputes about theories share a common body B of background 
knowledge It is by no means obvious that this is a tenable assumption 
No doubt other points for controversy remain. I do not for a moment 
maintain that complete consensus would be in the offing even if both 
camps were to buy the Bayesian line I have been peddling But I do hope 
that some areas of misunderstanding have been clarified.45
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Why I Am Not a 
Bayesian

The aim of confirmation theory is to provide a true account o f  the  prin­

ciples that guide scientific argument insofar as that argument is not ,  an 

does not purport to he, of a deductive kind. A confirmation therm shnul 
serve as a critical and explanatory instrument quite as much as do theories 

of deductive inference. Any successful confirmation theory s h o u l d ,  lor 

example, reveal the structure and fallacies, if any, in Newton’s a rg u m e n t  

for universal gravitation, m nineteenth-century arguments for and against 
the atomic theory, in Freud’s arguments for psychoanalytic g e n e r a l i z a ­

tions. Where scientific judgments are widely shared, and s o c i o l o g i c a l  fac­

tors cannot explain their ubiquity, and analysis through the l e n s  p rouded  

by confirmation theory reveals no good explicit arguments for  the imm­
inents, confirmation theory ought at least sometimes to suggest s o m e  good 

arguments that may have been lurking misperceived Theories of  d e d u c ­

tive inference do that much for scientific reasoning insofar as t h a t  reason­

ing is supposed to be demonstrative. We can apply quantification tlieors 

to assess the validity of scientific arguments, and although we m u s t  almost 

always treat such arguments as enthymematic, the premises we in terpo late  

are not arbitrary; in many cases, as when the same sub|ect matter is under 

discussion, there is a common set of suppressed premises A g a i n ,  there 

may be differences about the correct logical form of scientific c la ims  

differences of this kind result in (or from) different f o r m a l i z a t i o n s ,  tor 

example, of classical mechanics. But such differences often m a k e  no dif­

ference for the assessment of validity in actual arguments. C o n f i r m a t i o n  

theory should do as well in its own domain. If it fails, then it ma\ still Ik
9

of interest for many purposes, but not for the purpose of understanding 
scientific reasoning.

The aim of confirmation theory' ought not to be simply to proude

F r o m  Theory and Evidence (Princeton, N.J.: Princeton University Press, l% (k  
63-93.

584



G lymoi ' h ■ W hy I Am Not a B ayksian I 585

precise r e p la c e m e n ts  for in fo rm a l m e th o d o lo g ic a l n o tio n s , th a t is, e x p l i­
cations ot th e m . It o u g h t to do  m o re , m p a r t ic u la r , c o n f irm a t io n  th e o ry  
ought to explain bo th  m e th o d o lo g ic a l tru ism s an d  p a r t ic u la r  ju d g m e n ts  
that have o c c u r re d  w ith in  th e  history' o f s c ie n c e . B y “e x p la in ” 1 m e a n  a t 
least that c o n f irm a t io n  th eo ry  o u gh t to p ro v ide  a ra t io n a le  for m e th o d o ­
log ical tru ism s a n d  o u g h t to revea l so m e sy s tem atic  c o n n e c t io n s  a m o n g  
them  a n d , fu r th e r , o u gh t w ith o u t a rb itra ry  or q u e s t io n -b e g g in g  a s s u m p ­
tions to rev ea l p a r t ic u la r  h is to r ic a l lo d g m en ts  as in  co n fo rm ity  w ith  its 
p rin c ip les .

A lm ost e v e ry o n e  in te re s ted  in  co n f irm a tio n  th eo ry  to d ay  b e lie v e s  th a t
J  é

co n firm atio n  re la t io n s  o ugh t to be a n a ly z e d  in  term s o f probability r e la ­
tions. C o n f irm a t io n  th eo ry  is th e  tlieo iy  o f p ro b ab ility  p lu s  in tro d u c t io n s  
and a p p e n d ic e s . M o reo v e r , a lm o st ev e ryo n e  b e liev e s  that c o n f irm a t io n  
proceeds th ro u g h  th e  fo rm ation  ot c o n d it io n a l p ro b ab ilit ie s  o f  h yp o th e se s  
on ev id en ce . T h e  b a s ic  tasks ta cm g  c o n tin u a t io n  theory a re  th u s  ju st th o se  
of e x p lic a t in g  a n d  show in g  how  to d e te rm in e  the p ro b a b ilit ie s  th a t c o n ­
firm ation in vo lves , d e v e lo p in g  ex p lic a t io n s  o f su ch  in e ta s c ie n t if ic  n o tio n s  
as “c o n f irm a t io n ,” “ ex p lan a to ry  p o w er .” “s im p lic ity ,” an d  so on  m  te rm s 
of function s o f  p ro b a b ilit ie s  an d  co n d it io n a l p ro b ab ilit ie s , an d  sh o w in g  
that the c an o n s  a n d  p atte rn s o f sc ie n t if ic  in fe re n c e  re su lt. It w as not a lw a y s  
so. P ro b ab ilis t ic  a c c o u n ts  of co n f irm a tio n  re a lh  b e c a m e  d o m in a n t  o n ly# V

after the p u b lic a t io n  o f C a r n a p ’s Logical Foundations of , :  a l ­
though o f co u rse  m a n y  p ro b ab ilis t ic  a cco u n ts  had  p re c e d e d  C a r n a p ’s. A n  
em inen t c o n te m p o ra n ’ p h ilo so p h e r ' has co m p ared  C a rn a p  s a c h ie v e m e n t  
in in d u c tiv e  lo g ic  w ith  F reg e  s in  d e d u c tiv e  lo g ic  ju st as b efo re  F re g e  
there was o n ly  a sm a ll and  th e o re t ic a lly  u n in te re s t in g  c o lle c t io n  o f  p r in ­
ciples o f d e d u c t iv e  in fe re n c e , but after ln m  the fo u n d a tio n  o f a s y s te m a tic  
and p ro found  theory o f d em o n stra tiv e  re a so n in g , so w ith  C a rn a p  a n d  in ­
ductive re a so n in g . A fter C a r n a p ’s Logical Foundations, d eb a te s  o v er c o n ­
firm ation th eo ry  se e m  to have focused  c h ie f ly  on the in te rp re ta t io n  o f  
probab ility an d  on th e  ap p ro p ria te  p ro b ab ilis t ic  e x p lic a t io n s  o f  v a r io u s  
m eta-sc ien tific  n o tio n s. T h e  m e ta -sc ien tif ic  n o tio n s re m a in  c o n tro v e rs ia l, 
as does th e  in te rp re ta t io n  o f p ro b ab ility , a lth o u g h  in c re a s in g ly  lo g ic a l  in ­
terpretations o f  p ro b ab ility ' a re  g iv in g  w ay  to th e  d o c tr in e  th at p ro b a b ility  
is degree o f b e lie f/  In very re c en t years a few: p h ilo so p h ers  h ave  a t te m p te d  
to ap p ly  p ro b a b ilis t ic  an a ly se s  to d e riv e  an d  to e x p la in  p a r t ic u la r  m e th ­
odological p ra c t ic e s  an d  p recep ts , an d  even  to e lu c id a te  so m e  h is to r ic a l 
cases.

I b e liev e  th e se  efforts, in g e n io u s  an d  a d m ira b le  as m a n y  o f  th e m  a re , 
are n o n e th e le ss  m isg u id e d . For o n e  th in g , p ro b ab ilis t ic  a n a ly s e s  r e m a in  
at too g rea t a d is ta n c e  from  the h isto ry  o f  s c ie n t if ic  p ra c t ic e  to be r e a l ly  
inform ative ab o u t th a t p ra c t ic e , an d  in part th ey  do so e x a c t ly  b e c a u s e  
they are  p ro b ab ilis t ic . A lth o u gh  co n s id e ra tio n s  o f  p ro b a b ility  h av e  p lay ed  
an im p o rtan t p art in  the h isto ry  o f s c ie n c e , u n til very' r e c e n t ly  e x p lic it  
probab ilistic a rg u m e n ts  for th e  co n f irm a tio n  o f  v a r io u s  th e o r ie s , o r p ro b -
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a b i l i s t i c  a n a ly s e s  o f  d a t a ,  h a v e  b e e n  g r e a t  r a r i t ie s  in  th e  h is to ry  o f sc ien ce  
In I h e  p h y s ic a l  s c ie n c e s  a t  a n y  r a te , p r o b a b i l i s t ic  a r g u m e n t s  h av e  rarcK 
o c c u r r e d .  C o p e r n ic u s ,  N e w to n , K e p le r , n o n e  o f  t h e m  g iv e  pro b ab ilis tic  
a r g u m e n t s  fo r th e ir  th e o r ie s , n o r  d o e s  M a x w e l l  o r  K e lv in  o r L av o is ie r  or 
D a lto n  o r F in s t e in  o r  S c h r o d in g e r  o r. . . . T h e r e  a r e  e x c e p t io n s  Jon 
D o r h n g  h a s  d is c u s s e d  a  s e v e n t e e n th - c e n tu r y  P t o le m a ic  a s t ro n o m e r  uho 
a p p a r e n t ly  m a d e  a n  e x te n d e d  c o m p a r is o n  o f  P t o le m a ic  a n d  C o p crm can  
th e o r ie s  in  p r o b a b i l is t ic  te rm s ; L a p la c e ,  o f  c o u r s e ,  g a v e  B a v c s ia n  argu­
m e n ts  fo r a s t r o n o m ic a l  th e o r ie s . A n d  th e r e  a r e  p e o p le ,  M a x w e l l  lor ex­

a m p le ,  w h o  s c a r c e ly  g iv e  a p r o b a b i l is t ic  a r g u m e n t  w h e n  m a k in g  a cast 
fo r o r  a g a in s t  s c ie n t i f ic  h y p o th e s e s  b u t  w h o  d is c u s s  methodology in prob­
a b i l i s t i c  te rm s  T h is  is n o t to d e n y  th a t  th e r e  a r e  m a n y  a r e a s  ot con tem ­
p o ra r y  p h y s ic a l  s c ie n c e  w 'h c re  p ro b a b il i ty  f ig u r e s  la r g e  in  co n firm atio n , 
r e g r e s s io n  a n a ly s is  is n o t u n c o m m o n  in  d is c u s s io n s  o f  th e  o r ig in s  ot cosmic 
r a y s , c o r r e la t io n  a n d  a n a ly s is  o f  v a r ia n c e  in  e x p e r im e n t a l  s e a r c h e s  torgrm - 
i t a t io n a l  w a v e s , a n d  so  o n . It is to s a y  th a t , e x p l ic i t ly ,  p ro b a b ility  is a dis­
t in c t ly  m in o r  n o te  in  th e  h is to ry ' o f  s c ie n t i f ic  a r g u m e n t .

T h e  ra r ity ' o f  p ro b a b il ity ' c o n s id e r a t io n s  in  th e  h is to ry  o f  sc ie n ce  n 
m o r e  a n  e m b a r r a s s m e n t  fo r s o m e  a c c o u n t s  o f  p r o b a b i l i t y  th a n  for others 
L o g ic a l  th e o r ie s ,  w h e th e r  C a r n a p ’s o r  th o se  d e v e lo p e d  b y  M m tik k a  and 
h is  s tu d e n ts ,  s e e m  to  l ie  a t  a g r e a t  d is t a n c e  fro m  th e  h is to ry  o f science 
S t i l l ,  s o m e  o f  th e  p e o p le  w o r k in g  in  th is  t r a d it io n  h a v e  m a d e  in teresting 
s te p s  to w a rd  a c c o u n t in g  fo r m e th o d o lo g ic a l  t r u is m s  M y  o w n  in c lin a tio n  
is to  b e l ie v e  th a t  th e  in te r e s t  s u c h  in v e s t ig a t io n s  h a v e  s te m s  m o re  trom 
th e  in s ig h t s  th e y  o b ta in  in to  s y n t a c t ic  v e r s io n s  o f  s t r u c tu r a l  co n n ectio n s 
a m o n g  e v id e n c e  a n d  h y p o th e s e s  th a n  to  th e  p r o b a b i l i t y  m e a s u re s  tliev 
m e s h  w ith  th e s e  in s ig h ts . F r e q u e n c y  in t e r p r e t a t io n s  s u p p o s e  th a t  lor each 
h y p o th e s is  to  b e  a s s e s s e d  th e r e  is a n  a p p r o p r ia t e  r e f e r e n c e  c la s s  ot lupotli- 
e s e s  to w h ic h  to  a s s ig n  it, a n d  th e  p r io r  p ro b a b il ity ' o f  th e  h y p o th e s is  is the 
f r e q u e n c y  o f  t r u e  h y p o th e s e s  in  th is  r e f e r e n c e  c la s s  T h e  s a m e  is true tor 
s t a t e m e n t s  o f  e v id e n c e ,  w h e th e r  th e y  b e  s in g u la r  o r  g e n e r a l .  T h e  matter 
o f  h o w  s u c h  r e f e r e n c e  c la s s e s  a r e  to  b e  d e t e r m in e d ,  a n d  d e te rm in e d  so 
th a t  th e  f r e q u e n c ie s  in v o lv e d  d o  n o t c o m e  o u t  to b e  z e ro , is a question 
th a t  h a s  o n ly  b e e n  to u c h e d  u p o n  b y  f r e q u e n t is t  w r ite r s  M o re  to th e  point, 
fo r  m a n y  o f  th e  s u g g e s te d  f e a tu r e s  th a t  m ig h t  d e t e r m in e  r e f e r e n c e  classes, 
w e  h a v e  n o  s ta t is t ic s  a n d  c a n n o t  p la u s ib ly  im a g in e  th o se  w h o  figu re  m 
t h e  h is to r y  o f  o u r  s c ie n c e s  to h a v e  h a d  th e m . S o  c o n c e iv e d ,  th e  history ot 
s c ie n t i f ic  a r g u m e n t  m u s t  tu rn  o u t  to  b e  l a r g e ly  a  h is to r y  o f  f a n c i tu l  guesses 
F u r t h e r ,  s o m e  o f  th e  p ro p e r t ie s  th a t  s e e m  n a t u r a l  c a n d id a t e s  for deter­
m in in g  r e f e r e n c e  c la s s e s  fo r  h y p o th e s e s —s im p l ic i t y ,  fo r e x a m p le ,  seem 
l i k e l y  to  g iv e  p e rv e r s e  r e s u lt s . W e  p r e f e r  h y p o th e s e s  th a t  p o sit s im p le  re­
l a t io n s  a m o n g  o b se rv e d  q u a n t i t ie s ,  a n d  so  o n  a  f r e q u e n t is t  v iew  should 
g iv e  th e m  h ig h  p r io r  p r o b a b i l i t ie s .  Y e t  s im p le  h y p o th e s e s ,  a lth o u g h  often 
v e ry ' u s e f u l  a p p r o x im a t io n s ,  h a v e  m o s t  o f te n  t u r n e d  o u t  to  b e  l i t e r a l ly  talse.

A t p r e s e n t ,  p e r h a p s  th e  m o s t  p h i lo s o p h ic a l ly  in f lu e n t ia l  view ' of prob-
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ab ility  u n d e rs ta n d s  it to be d e c re e  o f b e lie f . T h e  su b je c t iv is t  B a y e s ia n  
(h e rea fte r , for b rev ity , s im p ly  B a y e s ia n ) v iew  o f p ro b a b ility  h as  a g ro w in g  
n u m b er o f  ad v o c a te s  w h o  u n d e rs tan d  it to p ro v id e  a g e n e ra l f ra m e w o rk  
for u n d e rs ta n d in g  s c ie n t if ic  re a so n in g  T h e y  a re  s in g u la r ly  u n e m b a r r a s s e d  
bv the ra r ity  o f e x p lic it  p ro b ab ilis t ic  a rg u m e n ts  in  th e  h is to ry  o f  s c ie n c e ,  
for s c ie n t if ic  re a so n in g  n e e d  not be e x p lic it ly  p ro b a b ilis t ic  in  o rd e r  to  be 
p ro b ab ilis t ic  in th e  B aye s ian  sen se  In d eed , a n u m b e r  o f B a y e s ia n s  h a v e  
d iscussed  h is to r ic a l c a se s  w ith in  th e ir  fram ew o rk  B e c a u se  o f  its in f lu e n c e  
and its a p p a re n t  a p p lic a b il i t y ,  in  w hat fo llow s it is to the su b ie c t iv e  B ay ­
esian  a c c o u n t  th a t I sh a ll g ive  m y fu ll a tten tio n

M y th es is  is sev e ra l-fo ld  h irst, th e re  a rc  a n u m b e r  o f  a tte m p ts  to d e m ­
onstrate a p r io r i th e  ra tio n a lity  o f the restr ic tio n s  on  b e l ie f  a n d  in f e r e n c e  
that B ay e s ian s  ad v o ca te  T h e se  a rg u m e n ts  a re  a lto g e th e r  a d m ir a b le  b u t 
ought, I sh a ll m a in ta in , to be u n c o n v in c in g . M v  th es is  m th is  in s ta n c e  is 
not a new r o n e , a n d  1 th in k  m any B avesian s do regard  th ese  a p r io r i a r ­
gum en ts as  in su ff ic ie n t . S e c o n d , th e re  a rc  a v a r ie ty  o f  m e th o d o lo g ic a l 
notions th at an  a c c o u n t  o f c o n f irm a tio n  o u gh t to e x p lic a te , an d  m e th o d ­
o log ica l tru ism s in v o lv in g  th ese  no tion s that a c o n f irm a tio n  th eo ry  o u g h t 
to e x p la in : for e x a m p le , v a r ie ty  o f e v id e n c e  an d  w h y  w e d e s ire  it, ad  h o c  
livpotheses an d  w h y  w e  esch ew  th em , w hat sep ara te s  a h yp o th es is  in te g r a l 
to a th eo ry  from  o n e  " tack ed  o n ” to th e  th eo ry , s im p lic ity  an d  w h y  it is 
so often a d m ire d , w h y  " d e o c c a m iz e d ” th e o r ie s ' a re  so o ften  d is d a in e d , 
what d e te rm in e s  w h e n  a p ie c e  o f e v id e n c e  is re le v an t to a h y p o th e s is , 
what, if  any th in g , m ak e s  th e  co n f irm a tio n  o f o n e  b it o f  th eo ry  by o n e  b it 
of ev id e n c e  s tro n g e r th an  th e  co n f irm a tio n  o f a n o th e r  b it o f  th e o ry  (o r 
possibly th e  sam e  b it) by a n o th e r  (o r p o ssib ly  th e  sa m e ) b it o f  e v id e n c e  
.Although th e re  a re  p la u s ib le  B ayes ian  e x p lic a t io n s  o f  so m e o f  th e se  n o ­
tions, th e re  a re  not p la u s ib le  B aye s ian  e x p lic a t io n s  o f o thers. B a v e s ia n  
accounts o f  m e th o d o lo g ic a l tru ism s an d  o f p a r t ic u la r  h is to r ic a l c a se s  a r e  
of one o f tw o k in d s e ith e r  th ey  d ep en d  on g e n e ra l p r in c ip le s  r e s t r ic t in g  
prior p ro b ab ilit ie s  or th ey  d o n ’t M v  c la im  is th a t m an y o f th e  p r in c ip le s  
proposed by th e  first k in d  o f  B aves ian  a re  e ith e r  im p la u s ib le  o r in c o h e r e n t , 
and that, for w an t o f su c h  p r in c ip le s , th e  e x p la n a t io n s  th e  se c o n d  k in d  o f  
B ayesians p ro v id e  for p a r t ic u la r  h is to r ic a l cases an d  for tru ism s o f  m e th o d  
are c h im e ra s  F in a l ly ,  I c la im  that th e re  a re  e lem en ta ry  bu t p e r fe c t ly  c o m ­
mon fea tu res  o f  th e  re la t io n  o f th eo ry  an d  e v id e n c e  th at th e  B a y e s ia n  
schem e c a n n o t  c a p tu re  at a ll w ith o u t s e r io u s—an d  p e rh ap s  n o t v e ry  p la u s ­
ib le - r e v is io n .

It is no t th a t I th in k  the  B aye s ian  s c h e m e  or re la te d  p ro b a b il is t ic  
accounts c a p tu re  n o th in g . O n the  co n tra ry , th e y  a re  c le a r ly  p e r t in e n t  
where th e  re a so n in g  in vo lved  is e x p lic it ly  s ta t is t ic a l. F u r th e r , th e  a c c o u n ts

* Glymour explains the notion of deoccamizntion later in his article. It means 
adding to a theory a variable for which there is no independent evidence and 
whose values can be determined only bv combining the values of other quantities.
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d e v e lo p e d  b y  C a r n a p ,  h is  p r e d e c e s s o r s , a n d  h is  s u c c e s s o r s  a r e  im pressive 
s y s t e m a t iz a t io n s  a n d  g e n e r a l iz a t io n s ,  in  a  p r o b a b i l i s t ic  f r a m e w o rk , of cer­

t a in  p r in c ip le s  o f  o r d in a r y  r e a s o n in g . B u t  so  fa r  a s  u n d e r s t a n d in g  scientific 

r e a s o n in g  g o e s , I th in k  it is  v e ry  w r o n g  to  c o n s id e r  o u r  s itu a t io n  to be 
a n a lo g o u s  to th a t  o f  p o s t -F r e g e a n  lo g ic ia n s ,  o u r  s u b je c t  m a t t e r  transform ed 

f ro m  a  h o d g e p o d g e  o f  p r in c ip le s  b y  a  p o w e r fu l  th e o r y  w h o s e  o u tlin e s  arc 
c le a r .  W e  f la t te r  o u r s e lv e s  th a t  w e  p o sse ss  e v e n  th e  h o d g e p o d g e  M v opin­

io n s  a r e  o u t la n d is h ,  I k n o w ; few  o f  th e  a r g u m e n t s  1 s h a l l  p re se n t  in their 
fav o r  a r e  n e w , a n d  p e rh a p s  n o n e  o f  th e m  is d e c is iv e  E v e n  so , the\ seem 
s u f f ic ie n t  to w a r r a n t  t a k in g  s e r io u s ly  e n t i r e ly  d if f e r e n t  a p p ro a c h e s  to the 
a n a ly s i s  o f  s c ie n t i f ic  r e a s o n in g .

T h e  th e o r ie s  I s h a l l  c o n s id e r  s h a r e  th e  f o l lo w in g  f r a m e w o rk , m ore or 
le s s : T h e r e  is a  c la s s  o f  s e n te n c e s  th a t  e x p re s s  a l l  h y p o th e s e s  a n d  a ll actual 
o r  p o s s ib le  e v id e n c e  o f  in te r e s t ,  th e  c la s s  is c lo s e d  u n d e r  B o o le a n  opera­
t io n s . F o r  e a c h  id e a l l y  r a t io n a l  a g e n t ,  th e r e  is a  f u n c t io n  d e f in e d  on all 
s e n t e n c e s  s u c h  th a t , u n d e r  th e  r e la t io n  o f  lo g ic a l  e q u iv a le n c e ,  th e  function 
is a  p r o b a b i l i t y  m e a s u r e  o n  th e  c o l le c t io n  o f  e q u iv a le n c e  c la s s e s  The 
p r o b a b i l i t y  o f  a n y  p ro p o s it io n  r e p r e s e n ts  th e  a g e n t 's  d e g r e e  o f  b e l ie f  m that 
p r o p o s it io n  As n e w  e v id e n c e  a c c u m u la t e s ,  th e  p r o b a b i l i t y  o f  a proposition  
c h a n g e s  a c c o r d in g  to  B a y e s ’ r u le :  th e  p o s te r io r  p ro b a b il ity ' o f  a hypothesis 
o n  th e  n e w  e v id e n c e  is e q u a l  to  th e  p r io r  c o n d i t io n a l  p ro b a b ility  of the 
h y p o th e s is  o n  th e  e v id e n c e .  T h is  is a  s c h e m e  s h a r e d  b y  d iv e r s e  accounts 
o f  c o n f ir m a t io n .  I c a l l  s u c h  th e o r ie s  “ B a y e s ia n ,” o r  s o m e t im e s ,  “ personal- 
i s t .”

W e  c e r t a in ly  h a v e  grades o f  b e l ie f .  S o m e  c la im s  I m o re  o r less bel ie\ e. 
s o m e  I f in d  p la u s ib le  a n d  te n d  to  b e l ie v e ,  o th e r s  I a m  a g n o s t ic  about, 
s o m e  I f in d  im p la u s ib le  a n d  f a r - f e tc h e d , s t i l l  o th e r s  I r e g a rd  as positively 
a b s u r d .  I th in k  e v e r y o n e  a d m it s  s o m e  s u c h  g r a d a t io n s ,  a l th o u g h  descrip ­
t io n s  o f  th e m  m ig h t  b e  f in e r  o r  c r u d e r .  T h e  p e r s o n a h s t  s c h o o l o f proba­
b il ity ' th e o r is t s  c l a im  th a t  w e  a lso  h a v e  degrees o f  b e l ie f ,  d e g re e s  th at can 
h a v e  a n y  v a lu e  b e tw e e n  0  a n d  1 a n d  th a t  o u g h t ,  i f  w e  a r e  r a t io n a l ,  to be 
r e p r e s e n t a b le  b y  a  p r o b a b i l i t y  f u n c t io n . P r e s u m a b ly ,  th e  d e g re e s  o f belief 
a r e  to  c o v a r y  w ith  e v e r y d a y  g r a d a t io n s  o f  b e l ie f ,  so  th a t  o n e  regards a 
p r o p o s it io n  a s  p r e p o s te ro u s  a n d  a b s u rd  ju s t  i f  h is  d e g r e e  o f  b e l i e f  m it is 
s o m e w 'h e r e  n e a r  z e r o , a n d  h e  is a g n o s t ic  ju s t  i f  h is  d e g r e e  o f  b e lie f  is 
s o m e w h e r e  n e a r  a  h a lf ,  a n d  so  o n . A c c o r d in g  to  p e r s o n a h s ts , th en , an 
i d e a l l y  r a t io n a l  a g e n t  a lw a y s  h a s  h is  d e g r e e s  o f  b e l i e f  d is t r ib u te d  so as to 
sa tis fy ' th e  a x io m s  o f  p r o b a b i l i t y ,  a n d  w h e n  h e  c o m e s  to a c c e p t  a new belief 
h e  a ls o  fo rm s  n e w  degrees o f  b e l i e f  b y  c o n d i t io n a l i z in g  o n  th e  n e w ly  ac­
c e p t e d  b e l ie f .  T h e r e  a r e  a n y  n u m b e r  o f  r e f in e m e n t s ,  o f  c o u r s e , b u t that 
is  t h e  b a s ic  v ie w .

W h y  s h o u ld  w e  th in k  th a t  w e  r e a l l y  d o  h a v e  degrees o f  b e l ie f ’ Pcr- 

s o n a l is t s  h a v e  a n  in g e n io u s  a n s w e r ; p e o p le  h a v e  th e m  b e c a u s e  we can 
m e a s u r e  th e  d e g r e e s  o f  b e l i e f  th a t  p e o p le  h a v e . A s s u m e  th a t  n o  one (ra­

t io n a l )  w i l l  a c c e p t  a  w a g e r  o n  w h ic h  h e  e x p e c t s  a  lo ss , b u t  an yo n e  (ra-
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tional) will accept any wager on which he expects a gain. Then we can 
measure a person’s degree of belief in proposition P by finding, for fixed 
amount v, the highest amount u such that the person will pay u in order 
to receive u + v if P is true but receive nothing if P is not true. If u is the 
greatest amount the agent is willing to pay for the wager, his expected 
gain on paying u must be zero. The agent’s gam if P is the case is v; his 
gain if P is not the case is -u.Thus*

(v) x Prob(P) + (— u) x Prob(~P) = 0

Since Prob(~P) = 1 -  Prob(P) we have 

Prob(P) = u/(u + v)

The reasoning is c l e a r  a n y  s e n s i b l e  p e r s o n  w i l l  a c t  so a s  to m a x i m i z e  h i s  

expected gain, t h u s ,  p r e s e n t e d  w i t h  a d e c i s i o n  w h e t h e r  o r  n o t  to p u r c h a s e  

a bet, he will m a k e  t h e  p u r c h a s e  p i s l  if Ins e x p e c t e d  g a m  is g r e a t e r  t h a n  

zero So t h e  b e t t i n g  o d d s  h e  w i l l  a c c e p t  d e t e r m i n e  Ins d e g r e e  of b e l i e f  

I t h i n k  t h a t  t h i s  d e u c e  r e a l l v  d o e s  p r o v i d e  e v i d e n c e  t h a t  w e  h a v e ,  o r  

can produce, d e g r e e s  of  b e l i e f ,  in  at  l e a s t  s o m e  p r o p o s i t i o n s ,  b u t  at  t h e  

same time it is ev i d e n t  th a t  b e t t i n g  o d d s  a r e  not  a n  m iob|c  c t i o n a b l e  dev  i c e  

for t h e  m e a s u r e m e n t  of d e g r e e s  of b e l i e f  B e t t i n g  o d d s  c o u l d  ta i l  to  m e a ­

sure degrees of b e l i e !  for  a v a r i c tv  of r e a s o n s  t h e  s u b j e c t  mu\ n o t  b e l i e v e  

tha t  t h e  be t  vvdi  be p a i d  of f  if h e  w i n s ,  o i  h e  inav  d o u b t  t h a t  it i- c l e a r  

w h a t  c o n s t i t u t e s  ■.%n . m n g .  e v e n  t h o u g h  it is c l e a r  w h a t  c o n s t i t u t e s  l o s i n g  

Things h e  v a in -  s < 1 i o  t h a n  m o n c l a r v  g a m  m r  w h a t e v e r 1 m a v  e n t e r  i n t o  

his determ inate.1 ' * t h e  e x p e c t e d  uf i l i tv  of p u r e  b a s i n g  the be t  for  e x ­

ample, he m a v  .d .  v e i t h e r  a p o s i t i v e  or a n e g a t i v e  v a l u e  o n  r i sk  i t s e l f  

And the v e r v  fa-.'-. b a r  he is o f f e r e d  a w a g e r  o n  P  m a v  s o m e h o w  c h a n g e  

his degree o f  b e h e i  :n  P

Let us suppo>v-. then, that we do have degrees of belief in at least 
some propositions, and that in some caves tliev can be at least approxi­
mately measured on an interval from 0 to 1 ! here are two questions- vvliv 
should we think that, for rationality, one’s degrees of belief must satisfy 
the axioms of probability, and vvliv should we think that, again for ration­
ality, changes in degrees of belief ought to proceed bv conclitionahzation? 
One question at a time. In using belting quotients to measure degrees of 
belief it was assumed that the subject would act so as to maximize expected  
gain. The betting quotient determined the degree of belief by determining 
the coefficient by which the gain is multiplied in case that P is true in 
the expression for the expected gain. So the betting quotient determines 
a degree of belief, as it were, in the role of a probability But why should

* Here and elsewhere in Glymour’s article, we have changed the notation slightly 
in die interests of stylistic consistency and ease of comprehension
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th e  th in g s ,  d e g r e e s  o f  b e l ie f ,  th a t  p la y  th is  r o le , b e  p r o b a b i l i t ie s ?  Suppose 
th a t  w e  d o  c h o o s e  th o se  a c t io n s  th a t  m a x im iz e  th e  s u m  o f  th e  p ro d u ct of 
o u r  d e g r e e s  o f  b e l i e f  in  e a c h  p o s s ib le  o u t c o m e  o f  th e  a c t io n  a n d  the gam 
(o r  lo s s )  to  u s  o f  th a t  o u tc o m e  W h y  m u s t  th e  d e g r e e s  o f  b e l ie f  th at enter 
in to  th is  s u m  b e  p r o b a b i l i t ie s ?  A g a in  th e r e  is a n  in g e n io u s  a rg u m e n t , if 
o n e  a c t s  so  a s  to  m a x im iz e  h is  e x p e c te d  g a in  u s in g  a  d e g r e e -o f -b e h e l  func­
t io n  th a t  is n o t a  p r o b a b i l i t y  f u n c t io n , a n d  i f  fo r e v e r )  p ro p o s it io n  there 
w e r e  a  p o s s ib le  w a g e r  (w h ic h ,  i f  it is o f fe re d , o n e  b e l ie v e s  w i l l  b e paid  oft 
i f  it is a c c e p t e d  a n d  w o n ) , th e n  th e r e  is a  c i r c u m s t a n c e ,  a c o m b in a t io n  ot 
w a g e r s ,  th a t  o n e  w o u ld  e n te r  in to  i f  th e y  w e r e  o f fe re d , a n d  in  w h ic h  one 
w o u ld  s u f fe r  a n e t  lo ss w h a te v e r  th e  o u tc o m e . T h a t  is w h a t  th e  Dutch 
B o o k  a r g u m e n t  sh o w s , w h a t  it c o u n s e ls  is p r u d e n c e .

S o m e  o f  th e  re a so n s  w h y  it is n o t c le a r  th a t  b e t t in g  cp io tien ts  arc 
a c c u r a t e  m e a s u r e s  o f  d e g r e e s  o f  b e l i e f  a r e  a ls o  r e a s o n s  w h y  th e  Dutch 
B o o k  a r g u m e n t  is n o t c o n c lu s iv e :  th e r e  a r e  m a n y  c a s e s  o l p ro p o s it io n s  m 
w h ic h  w e  m a y  h a v e  d e g r e e s  o f  b e l ie f ,  b u t  o n  w h ic h ,  w e  m a y  b e su re , no 
a c c e p t a b le  w a g e r  w i l l  b e  o f fe re d  u s ; a g a in ,  w e  m a y  h a v e  v a lu e s  o th e r  than 
th e  v a lu e  w e  p la c e  o n  th e  s ta k e s  a n d  th e s e  o th e r  v a lu e s  m a y  e n te r  into 
o u r  d e t e r m in a t io n  w h e th e r  o r  n o t to  g a m b le ;  a n d  w e  m a y  not have 
a d o p t e d  th e  p o l ic y  o f  a c t in g  so as to  m a x im iz e  o u r  e x p e c te d  g a m  or our 
e x p e c t e d  u t il ity ': th a t  is , w e  m a y  sav e  o u r s e lv e s  fro m  h a v in g  booh made 
a g a in s t  u s  b y  r e f u s in g  to m a k e  c e r t a in  w a g e r s ,  o r  c o m b in a t io n s  ot wagers, 
e v e n  th o u g h  w e  )u d g e  th e  o d d s  to  b e  in  o u r  fav o r .

T h e  D u tc h  B o o k  a r g u m e n t  d o e s  n o t  s u c c e e d  in  show  in g  th a t  m order 
to  a v o id  a b s u r d  c o m m itm e n t s ,  o r  e v e n  th e  p o s s ib il ity ’ o f  s u c h  com m it­
m e n t s ,  o n e  m u s t  h a v e  d e g r e e s  o f  b e l i e f  th a t  a r e  p r o b a b i l i t ie s .  B ut it does 
p r o v id e  a k in d  o f  ju s t if ic a t io n  fo r th e  p e r s o n a l is t  v ie w p o in t ,  to r it shows 
th a t  i f  o n e ’s d e g r e e s  o f  b e l i e f  a r e  p r o b a b i l i t ie s ,  th e n  a  c e r ta in  kind ot 
a b s u r d i t y  is a v o id e d . T h e r e  a r e  o th e r  w a y s  o f  a v o id in g  th a t  k in d  o l absurd­
ity ’, b u t  a t  le a s t  th e  p e r s o n a l is t  w a y  is o n e  s u c h .6

O n e  o f  th e  c o m m o n  o b je c t io n s  to  B a y e s ia n  th e o ry  is th a t it tails to 
p r o v id e  a n y  c o n n e c t io n  b e tw e e n  w h a t  is in f e r r e d  a n d  w h a t  is th e  case 
T h e  B a y e s ia n  r e p ly  is th a t  th e  m e th o d  g u a r a n t e e s  th a t , in  th e  lo n g  run 
e v e r y o n e  w i l l  a g r e e  o n  th e  t r u th . S u p p o s e  th a t  B , a r e  a  se t ot m utualh  
e x c lu s iv e ,  jo in t ly  e x h a u s t iv e  h y p o th e s e s , e a c h  w ith  p ro b a b il ity  Pt/D Let 
x r b e  a  s e q u e n c e  o f  r a n d o m  v a r ia b le s  w ith  a  f in i t e  se t  o f  v a lu e s  an d  con­
d i t io n a l  d is t r ib u t io n  g iv e n  b y  P (x r = x r|B,) = € (x r |B,); th e n  w e  c a n  think 
o f  th e  v a lu e s  x r a s  th e  o u tc o m e s  o f  e x p e r im e n t s ,  e a c h  h y p o th e s is  deter­
m in in g  a l ik e l ih o o d  fo r e a c h  o u tc o m e . S u p p o s e  th a t  n o  tw o  hypotheses 
h a v e  th e  s a m e  l ik e l ih o o d  d is t r ib u t io n , th a t  is , fo r i ¥=■ j it is not the case 
t h a t  fo r  a l l  v a lu e s  x , o f  x r> € (x r| B ,) = € (x r|B,), w h e r e  th e  e ’s a re  defined  as 
a b o v e .  L e t  x  d e n o te  th e  f irs t n  o f  th e s e  v a r ia b le s ,  w h e r e  x  is a v a lu e  ot i.

* In h is  book, G lym o u r follow's S avage  in  w rit in g  P (B ,) as B ( i) .
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Now im a g in e  an  o b se rv a tio n  o f these  n ran d o m  v a r ia b le s . In 
words.

S a v a g e ’s

Before tire observation, the probabilii; that the pro bab ility  given x of which­
ever element of the partition actually obtains will be greater than a  is

2 P tB ,) x P [ (P (B ,| x )> a )| B 1

where summation is confined to those ; ’s for which P(B,) ^  0

In the  l im it  as n ap p ro ac h e s  in f in ity , the p ro b a b ility  th a t th e  p ro b a ­
b ility  g iv en  x o f  w h ic h e v e r  e le m e n t  o f th e  p a rtit io n  a c tu a l ly  o b ta in s  is 
g reater th an  a  is 1. T h a t is th e  th eo rem  f W h at is its s ig n if ic a n c e ?  A c ­
co rd ing  to S a v a g e , "w ith  th e  o bservation  o f an  a b u n d a n c e  o f  re le v an t d a ta , 
the person  is a lm o st c e r ta in  to b eco m e  h ig h ly  c o n v in c e d  o f  th e  tru th , a n d  
it has a lso  b e e n  show n that he h im s e lf  know s th is to be th e  c a s e .” " T h a t  
is a litt le  m is le a d in g . T h e  resu lt invo lves seco n d -o rd e r p ro b a b ilit ie s , b u t 
these too, a c c o rd in g  to p e rso n a lis ts , a re  d eg ree s  o f  b e l ie f  So  w hat has b e e n  
shown seem s to be th is : In the lim it  as n ap p ro ach e s  in f in ity  an  id e a l ly  
rational B ay e s ia n  has d e g re e  o f b e lie f  1 th at an  id e a lly  ra t io n a l B a y e s ia n  
(with d eg ree s  o f  b e l ie f  as in  the th eo rem ) has d e g re e  o f  b e lie f , g iv e n  x , 
greater th an  a  in  w h ic h e v e r  e le m e n t  o f the p artit io n  a c tu a l ly  o b ta in s . T h e  
theorem  does not te ll us that in th e  lim it  an y  ra tio n a l B ay e s ia n  w il l  a ss ig n  
probability I to th e  tru e  h yp o th esis  an d  p ro b ab ility  0 to th e  rest; it o n ly  
tells us that ra t io n a l B aves ian s a re  c e r ta in  that he w ill . It m av  re a ssu re

4  4

those w ho a re  a lr e a d y  B av es ian s , but it is h a rd ly  g ro u n d s  for co n v e rs io n . 
Even the re a s su ra n c e  is s lim . M ary H esse ’' po in ts o u t, e n t ir e ly  c o rre c t ly  I 
believe, that th e  a ssu m p tio n s  o f th e  th eo rem  do not se em  to a p p ly  e v e n  
app ro x im ate ly  in  a c tu a l s c ie n t if ic  con texts. F in a lly , so m e o f  th e  a s su m p ­
tions o f s tab le  e s t im a tio n  th eo rem s can  be d isp en sed  w ith  if  o n e  a s su m e s  
instead that a l l  o f  th e  in it ia l d is tr ib u tio n s  co n s id e red  m u st a g re e  r e g a rd in g  
which e v id e n c e  is re lev an t to w h ich  h yp o th eses . B ut th e re  is no  e v id e n t 
a priori reason  w h y  th e re  sh o u ld  be su ch  a g re e m e n t.

I th in k  re la t iv e ly  few  B avesian s a re  a c tu a lly  p e rsu ad ed  o f  th e  c o r re c t­
ness o f B ay e s ia n  d o c tr in e  by D u tch  Book a rg u m e n ts , s tab le  e s t im a t io n  
theorem s, or o th e r  a p r io r i a rg u m en ts . T h e ir  f ra illy  is too p a lp a b le . I th in k  
that the ap p ea l o f B aye s ian  d o c tr in e  d eriv es from  two o th e r fe a tu re s . F irst, 
with o n ly  very  w eak  or very n a tu ra l a ssu m p tio n s  ab o u t p rio r p ro b a b il it ie s , 
or none at a l l ,  th e  B aye s ian  sc h e m e  g e n e ra te s  p r in c ip le s  th at se e m  to 
accord w e ll w ith  co m m o n  sen se . T h u s  w ith  m in o r  re s tr ic tio n s  o n e  o b ta in s  
the p r in c ip le  th a t h yp o th eses  a re  co n firm ed  by po sitive  in s ta n c e s  o f  th e m ,

’ The notation of Savage's theorem has been changed slightly from the way it 
appears in Glymour’s book to make it easier to read There is an explanation of 
tlie theorem in “Bayesian A Priori Arguments” m the commentary on chapter 5.
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and, again, one obtains the result that if an event that actually occurs is. 
on some hypothesis, very unlikely to occur, then that occurrence renders 
the hypothesis less likely than it would otherwise have been These prin­
ciples, and others, can claim something like the authority of common 
sense, and Bayesian doctrine provides a systematic explication of them 
Second, the restrictions placed a priori on rational degrees of beliet are so 
mild, and the device of probability theory at once so precise and so Ilex 
ible, that Bayesian philosophers of science may reasonably hope to explain 
the subtleties and vagaries of scientific reasoning and inference by applying 
their scheme together with plausible assumptions about the distribution 
of degrees of belief This seems, for instance, to be Professor Hesse's line 
of argument After admitting the insufficiency of the standard arguments
for Bavcsiamsm, she sets out to show that the view can account for a host

*

of alleged features of scientific reasoning and inference. My own view is 
different, particular inferences can almost always be brought into accord 
with the Bavesian scheme by assigning degrees of belief more or less ad 
hoe, but we learn nothing from this agreement What we want is an ex­
planation of scientific argument; what the Bayesians give us is a theory ol 
learning, indeed a theory of personal learning. But arguments are more 
or less impersonal; I make an argument to persuade anyone informed ol 
the premisses, and in doing so I am not reporting any bit of autobiography 
To ascribe to me degrees of belief that make my slide from mv premisses 
to my conclusion a plausible one fails to explain anything not onlv because 
the ascription may be arbitrary’, but also because, even if it is a correct 
assignment of my degrees of belief, it does not explain win what I am 
doing is arguing—why, that is, what I say should have the least influence 
on others, or why I might hope that it should Now, Bayesians might 
bridge the gap between personal inference and argument in either of two 
ways. In the first place, one might give arguments in order to change 
others’ beliefs because of the respect they have for his opinion This is not 
veryr plausible, if that were the point of giving arguments, one would not 
bother with them but would simply state one’s opinion. Alternatively, and 
more hopefully, Bayesians may suggest that we give arguments exactly 
because there are general principles restricting belief, principles that arc 
widely subscribed to, and in giving arguments vve are attempting to show 
that, supposing our audience has certain beliefs, they must m view of these 
principles have other beliefs, those vve are trying to establish There is 
nothing controversial about this suggestion, and I endorse it. What is con­
troversial is that the general principles required for argument can best he 
understood as conditions restricting prior probabilities in a Bavesian frame­
work. Sometimes they can, perhaps, but I think that when arguments turn 
on relating evidence to theory, it is very difficult to explicate them in a 
plausible way within the Bayesian framework. At any rate, it is worth seeing 
in more detail what the difficulties may be.

There is very little Bayesian literature about the hodgepodge of claims
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and notions that are usually canonized as scientific method; very little 
seems to have been written, from a Bavesiau point of view, about what 
makes a hypothesis ad hoc. about what makes one body of evidence more 
various than another bodv of evidence, and why we should prefer a variety 
of ev idence, about why, m some circum stances, we should prefer sim pler 
theories, and what it is that we are preferring when we do. And so on 
There is little  to noth ing of this m Carnap, and more recent, and more 
personahst, statem ents of the Bavesiau position are almost as disappointing. 
In a lengthy discussion of what he calls ‘tempered personalism ,” Abner
S lum onv1" discusses only bow Ins version of Bayesiamsm generalizes and

• *

qualifies hypothetico-dcductivc aigum ents (Shmionv does disc uss sun- 
plicitv, but onh to argue that it is overvalued ) M aiv Hesse devotes the 
ijte r chapters ol her book to an attempt to show that certain features of 
scientific m ethod do result when the Bavesiau schem e is supplem ented 
with a postulate that restricts assignments of prior probabilities (Tifortn- 
natelv, as vve shall see, her restrictive principle is incoherent 11

One aspect of the dem and for <1 variety of evidence arises when there' 
is some defin ite set o f alternative hvpotheses between which we are trying 
to decide In such cases we naturallv prefer the body of evidence that w ill 
be most helpfu l in e lim in atin g  false competitors This aspect of variety is 
an easv and natural one lor Bavcsians to take account of. and w ithin an

0 *

account such as Slum onv s it is taken care of so directly as hardlv to 
require com m ent. But there is more to variety In some situations we have 
some reason to suspect that il a theory is false, its falsity will show tip when 
evidence of certain  kinds is obtained and compared, fo r exam ple, given 
the tradition of Aristotelian distinc tions, there was some teason In dem and 
both terrestrial and celestia l evidence lor sc senteenth-cenlury theories of 
motion that sub jected  .ill matter to the same d\nautical laws. O nce again , 
I see no special reason w hv tins kind of dem and lor a variety of evidence 
cannot be fitted into the Bavesiau schem e But there is still more A com ­
plex theory' may contain  a great many logically independent hypotheses, 
and particu lar bodies of evidence uiav provide grounds for sonic of those 
hypotheses but not for others S tu ck  part of the dem and for a variety of 
evidence, and an im portant part, derives from a desire to see to it that the 
various independent parts of our theories are tested. T aking account of 
this aspect of the dem and for a variety of evidence is just taking account 
of the re levance ot evidence to pieces of theory How Bavesiau'. may do 
this vve shall consider later

S im p lic ity  is another feature of scientific method feu which some Hav- 
estates have attem pted to account th ere  is one aspect of the scientific 
preference for the sim ple that seems beyond Bayesian eapac ilies, and lh.it 
is the d isdain  for "deoeeain i/ed” hvpotheses. for theories that postulate 
the operation of j  num ber of properties, determ inable only in (o itih ina- 
tion, when a single property would do Such theories c an he gene rated by 
taking any ordinary theory and rep lacing some single quantity, wherever
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it occurs in (he statement of the theory, by an algebraic combination of 
new quantities If the original quantity was not one that occurs in the 
statement of some bodv of evidence for the theory, then the new, deoc-

J  •

camized theory will have the same entailment relations with that bodv of
m *

evidence as did the original theory. lithe old theory entailed the evidence, 
so will the new, deoccamized one. Now, it follows from Bayesian princi­
ples that if two theories both entail e, then (provided the prior probabilitv 
of each hypothesis is neither 1 nor 0) ife confirms one of them it confirms 
the other How then is the fact (for so I take it to be) that pieces of 
evidence |ust don’t seem to c o u n t for deoccamized theories to be ex­
plained7 Not by supposing that deoccamized theories have lower prior 
probabilities than undeoccamized theories, for being “deoccamized is a 
feature that a theory has only with respect to a certain body of evidence, 
and it is not hard to imagine artificially restricted bodies of evidence with 
respect to which perfectly good theories might count as deoccamized 
Having extra wheels is a feature a theory has only in relation to a bodv of 
evidence, the onlv Bayesian relation that appears available and relevant to 
scientific preference is the likelihood of the evidence on the theorv, and 
unfortunately the likelihood is the same for a theory and for its deocca- 
mized counterparts whenever the theory' entails the evidence

It is common practice in fitting curves to experimental data, in the 
absence of an established theory relating the quantities measured, to 
choose the “simplest” curve that will fit the data Thus linear relations are 
preferred to polynomial relations of higher degree, and exponential func­
tions of measured quantities are preferred to exponential functions of al­
gebraic combinations of measured quantities, and so on The problem is 
to account for this preference. Harold Jeffreys,12 a Bayesian of sorts, offered 
an explanation along the following lines. Algebraic and differential equa­
tions may be ordered by simplicity; the simpler the hypothetical relation 
between two or more quantities, the greater is its prior probabilitv If mea­
surement error has a known probability distribution, we can then compute 
the likelihood of any set of measurement results given an equation relating 
the measured quantities It should be clear, then, that with these priors 
and likelihoods, ratios of posterior probabilities may be computed from 
measurement results. Jeffreys constructed a Bay esian significance test for 
the introduction of higher-degree terms in the equation relating the mea­
sured quantities. Roughly, if one’s equation fits the data too well, then the 
equation has too many terms and too many arbitrary' parameters, and it 
the equation does not fit the data well enough, then one has not included 
enough terms and parameters in the equation. The whole business de­
pends, of course, entirely on the ordering of prior probabilities In Ins 
T h e o ry  o f  ProbabilityIJ Jeffreys proposed that the prior probabilitv ot a
hypothesis decreases as the number of arbitrary parameters increases, but 
hypotheses having the same number of arbitrary parameters have the same 
prior probability. This leads immediately to the conclusion that the prior
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probability of ever)' hypothesis is zero Karher, Jeffreys proposed a slightly 
more complex assignment of priors that did not suffer this difficulty. The 
problem is not really one of finding a way to assign finite probabilities to 
an infinite number of incompatible hypotheses, for there are plenty of 
wavs to do that The trouble is that it is |ust \er\ implausible that scientists 
typically have their prior degrees of belief distributed according to any 
plausible simplicity ordering, and still less plausible that they would be 
rational to do so. 1 can think of yen few simple relations between exper­
imental!) determined quantities lh,it have withstood continued investiga­
tion, and often simple relations are replaced by relations that are infinitely 
complex, consider the fate of Kepler’s laws Surely it would be naive for 
amone to suppose that a set of newlv measured quantities will truly stand 
in a simple relation, especially in the absence of a well-confirmed theory 
of die matter. Jeffreys’ strategy requires that yye proceed in ignorance of 
our scientific experience, and that can hardly be a rational requirem ent.

Consider another Bayesian attempt, this one due to Mary Hesse. 
Hesse puts a “clustering” constraint on prior probabilities for any posi­
tive r, the conjunction of r + 1 positive instances of a hypothesis is more 
probable than a conjunction of r positive instances yvitli one negative in ­
stance. This postulate, she claims, will lead us to choose, ceteris paribus 
[other things being equal], the most economical, the simplest, hypotheses 
compatible yvitli the evidence Mere is the argument:

Consider firs! evidence consisting of nullsiduuls u,, , an, all of
yylncli base properties P and O Mow consider an individual . ,  yvitli prop­
erty- P Does a, , ; have Q or not7 II nothing else is known the clustering 
postulate will direct us to predict Qa,t , , since, paribus, the universe
is to be postulated to be as homogeneous as possible consistently with the 
data But this is also the prediction that would be made by taking the
most economical neneial law which is both confirmed by the data and of•

sufficient content to make a prediction about the application of O to u ,,,,. For 
h = "All P are Q' is ccitamlv more economical than the “gruified” conflict­
ing hypothesis of equal content h ‘"All a up to a„ that are are Q, and all
other x that are P are ~~Q " | ]

It follows in the |case| considered that if a rule is adopted to choose the 
predic tion resulting from the most probable hypothesis on grounds of content, 
or, in case of a tie in content, the most economical hypothesis of those of 
equal content, this rule will yield the same predictions as the clustering pos­
tulate. [, |

Here is the argument applied to curve fitting-

Let f  be the assertion that two data points (v., y ,), (x: , y2) are obtained 
from an experiment The two points are consistent with the hypothesis 
y = a + bx, and also of course w ith ail indefinite number of other hypotheses
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of the form y = <i„ + <i,x + a:x : . . , where the values of a„, a t , are not
determined by .x,, x2, >n What is the most economical prediction of the
y-value of a further point g, where the x-value of g is x S  Clearly it is ila 
prediction which uses only the information already contained in f, tli.it n 
the calculable values of a, b rather than a prediction which assigns arhilur\ 
values to the parameters of a higher-order hypothesis Hence the most eco­
nomical prediction is about the point g = (x,, a + hx ,), which is also llit 
prediction given by the “simplest" hypothesis on almost all accounts ot (Ik 
simplicity of cunes. Translated into probabilistic language, this is to sa\ tlut 
to conform to intuitions about economy we should assign higher initial prol>- 
abilih to the assertion that points (x,, a + fix,), (,v: , a + hx2), (x-, a -*■ fix,» arc 
satisfied by the experiment, than to that in which the third point is inexpress­
ible m terms of a and h alone In this formulation econoim is <1 function of 
finite descriptive lists of points rather than general hypotheses, and the rcle 
\ant initial probability is that of a universe containing these particular point, 
rather than that of a universe in which the corresponding general law is true 

Description in terms of a minimum number of parameters may therefore 

be regarded as another aspect of homogeneity or clustering ot the mm cist ’

Hesse’s clustering postulate applies directly to the curve-fitting case, 
for her clustering postulate then reepnres that if two paired values of .x ami 
y  satisfy the predicate y  = ax  + fi, then it is more probable than not that 
a third pair of values will satisfy the predicate So the preference tor the 
linear hypothesis in the next instance results from Hesse’s clustering pov 
tulate and the probability axioms Unfortunately, with trivial additional 
assumptions, everything results. For surely if = + bx  is a legitimate
predicate, then so is y = ci, + fi,x2, for any definite values ol a and 
fi,. Now Hesse's first two data points can be equally well described b\ 
(X|, c/, + fi,x,2) and (x2, a x + fi,x22), where

Hence her first two data points satisfy both the predicate y = a + and 
the predicate y  -  d, + fi,x2. So by the clustering postulate the piobahihtx 
that the third point satisfies the quadratic expression must be greater than 
one-half, and the probability that the third point satisfies the linear ex­
pression must also be greater than one-half, which is impossible

Another Bayesian account of our preference for simple theories has 
recently been offered by Roger Rosenkrantz.,s Suppose that wc have some 
criterion for "goodness of fit” of a hypothesis to data, for example, confi­
dence regions based on the x2 distribution for categorical data, or in curve 
fitting perhaps that the average sum of squared deviations is less than some 
figure Where the number of possible outcomes is finite we can compare
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the number of such possible outcomes that meet the goodness of fit cri­
terion with the number that do not. This ratio Rosenkrantz calls the “ob­
served sample coverage’’ of the hypothesis Where the possible outcomes 
are infinite, if the region of possible outcomes meeting the goodness-of-fit 
criterion is always bounded for all relevant hypotheses, we can compare 
the volumes of such regions for different hypotheses and thus obtain a 
measure of comparative sample coverage

It seems plausible enough that the smaller the observed sample cov­
erage of a hypothesis, the more severely it is tested by observing outcomes 
Rosenkrantz’s first proposal is this the smaller the observed sample cov­
erage, the simpler the hypothesis But further, he proves the following for 
hypotheses about categorical data. II Iand H: are hypotheses with pa­
rameters and H  , is a special case of II? obtained bv letting a free parameter 
in H: take its maximum likelihood value, then if we average the likelihood 
of getting evidence that fits each hypothesis well enough over all the pos­
sible parameter values, the average likelihood of //, will be greater than 
the average likelihood of H :The conclusion Rosenkrantz suggests is that 
the simpler the theory' the greater the average likelihood of data that fits 
it sufficiently w ell Hence, even if a simple theorv has a lower prior prob­
ability than more complex theories, because the average likelihood is 
higher for the simple theory’, its posterior probability will increase more 
rapidly than that of more complex theories When sufficient evidence has 
accumulated the simple theory will be preferred. Rosenkrantz proposes to 
identify average likelihood with support.

Rosenkrantz’s approach has main virtues, I shall concentrate on its 
vices. First, observed sample coverage does not correlate neatly with sim­
plicity'. If I I  is a hy pothesis, 7 another utterly irrelevant to I I  and to the 
phenomena about which II  makes predictions, then I I  T will have the 
same observed sample coverage as does II  further, if I I*  is a deoccami- 
zation of H, then I I ” and H  will have the same observed sample coverage. 
Second, Rosenkrantz’s theorem does not establish nearly enough. It does 
not establish, for example, that m curve fitting the average likelihood of a 
linear hypothesis is greater than the average likelihood of a quadratic or 
higher-degree hypothesis We cannot explicate support in terms of average 
likelihood unless we are willing to allow that evidence supports a deoc- 
camized hypothesis as much as undeoccamizcd ones, and a hypothesis 
with tacked-on parts as much as one without such superfluous parts.

Finally, we come to the question of the relevance of evidence to 
theory. When does a piece of evidence confirm a hypothesis according to 
the Bayesian scheme of things? The natural answer is that it does so when 
the posterior probability' of the hypothesis is greater than its prior proba­
bility, that is, if the conditional probability of the hypothesis on the evi­
dence is greater than the probability' of the hypothesis. That is what the 
condition of positive relevance requires, and that condition is the one most 
commonly advanced by philosophical Bayesians. The picture is a kine-
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malic one. a Bayesian agent moves along in time having al each moment 
a coherent set of degrees of belief; at discrete intervals he learns new facts 
and each time he learns a new fact, e, he revises his degrees of belief In 
conditionali/ing on e The discovery that e is the ease has confirmed those 
hvpotheses whose probability after the discovery is higher than their prob­
ability before For several reasons, 1 think this account is unsatisfactory, 
moreover, 1 doubt that its difficulties are remediable without considerable 
changes in the theory

The first difficult} is a familiar one. Let us suppose that we can divide 
the consequences of a theory into sentences consisting of reports ot actual 
or possible observations, and simple generalizations of such observations, 
on the one hand, and on the other hand, sentences that are theoretical 
Then the collection of "observational” consequences of the theory uill 
always be at least as probable as the theory itself, generalh, the theory will 
be less probable than its observational consequences. A theory is never 
am better established than is the collection of its observational conse­
quences. Win, then, should we entertain theories at all? On the prolvibilnt 
view, it seems, they are a gratuitous risk. The natural answer is that the­
ories have some special function that their collection of obscnation.il 
consequences cannot serve; the function most frequently suggested is 
explanation—theories explain, their collection of observational conse­
quences do not. But however sage this suggestion may be, it onl\ nukes 
more vivid the difficulty of the Bayesian way of seeing things For whatever 
explanatory power may be, we should certainly expect that goodness ot 
explanation will go hand in hand with warrant for belief, vet if theories 
explain and their observational consequences do not, the Bayesian must 
deny the linkage The difficulty’ has to do both with the assumption that 
rational degrees of belief are generated by probability' measures and with 
the Bayesian account of evidential relevance. Making degrees of heliet 
probability measures in the Bayesian way already guarantees that a theory 
can be no more credible than any collection of its consequences flic 
Bayesian account of confirmation makes it impossible for a piece of cv i- 
dence to give us more total credence m a theory than in its observational 
consequences. The Bayesian way of setting things up is a natural one, but 
it is not inevitable, and wherever a distinction between thcon and tvi- 
dence is plausible, it leads to trouble

A second difficulty has to do with how praise and blame are dis­
tributed among the hypotheses of a theory'. Recall the case of Kepler’s 
laws . . . .  It seems that observations of a single planet (and, of course, the 
sun) might provide evidence for or against Kepler’s first law (all planets 
move on ellipses) and for or against Kepler’s second law (all planets move 
according to the area rule), but no observations of a single planet would 
constitute evidence for or against Keplers third law (for any two planets, 
the ratio of their periods equals the Vi power of the ratio of their distanc­
es) . . .  . Hypothetico-deductive accounts of confirmation have great dif-
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find tv explaining this elementary indgm int Can the Bavesuns do am  
l>cttci? One tiling th.it Bawsiam  c.m sav «and some have sa id ’ is that our 
decrees of belief are distributed—«ind historic alls were distributed—so tliat 
conditionali/mg on evidence about one planet mav change our degrees 
of belief in the first and second laws, but not our degree of belief in the 
third I tl\v U' I don't sec that this is an explanation tor our intuition at a ll. 
on the eontrarv. it seems merely to restate »with some additional claim s I 
what it is that we want to be explained \rc there am reasons why people 
IijcI then degrees of belief so distributed"’ It their beliefs had been different, 
would it base bee n cepialk rational tor them to view observations of Mars 
as a test of the third law. but not ol the first’ It seems to me that we never 
succeed in explaining a uidclv shaicd lodgment about the relevance or 
irrelevance of some piece ol evidence inertIv In asserting that degrees of 
belief happened to be so clistubuh d as to generate those judgments ac­
cording It) the Bayesian seheint Bavtsi.ins mav instead trv to explain the 
ease In appe.il to some stiuctui.il difference among the hypotheses, the 
only gadget that appears to be available is the likelihood of the evidence 
about a single planet on various combinations of hypotheses If it is sup­
posed that the observations .ire sutb that Keplers first and second l.iws 
entail their description, but Kepler’s llurel law docs not. then it follows 
dial the likelihood of the evidence on the first and second laws—that is. 
the conditional probability of the evidence given those hypotheses—is 
unity, but the likelihood of the evidence on the third law may be less than 
unity*. But any attempt to found an account of the case on these fac ts 
alone is simply an attempt at a hypotlietico-deductive account I lie prob­
lem is reduced to one already unsolved W hat is needed to provide a 
genuine Bayesian explanation of the case in question tas well as of many 
others that could he adduced) is a general principle restricting conditional 
probabilities and having the effect that the distinctions about the bearing 
of evidence that have been noted here do result Presumably any such 
principles will have to make use of relations of content or structure be­
tween evidence and hypothesis. The case does nothing to establish that 
no such principles exist; it does. I believe, make it plain that without them  
the Bayesian scheme does not explain  even very elem entary features of 
the bearing of evidence on theory.

A third difficulty lias to do with Bayesian kinematics Scientists com- 
monly argue for their theories from evidence known long before the the­
ories were introduced Copernic us argued for his theory using observations 
made over the course of m illcm a, not on the basis of any startling new* 
predictions derived trom the theory, and presumably it was on the basis 
of such arguments that lie won the adherence of his early disciples. New­
ton argued for universal gravitation using Kepler’s second and third ljw:s, 
established before the P n n cip ia  was published. The argum ent that E in­
stein gave in 1915 for his gravitational field equations was that they ex­
plained the anomalous advance ot the perihelion of M ercury, established
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more Ilian half a century earlier. Other physicists found the urgum'.iii 
cnonnously forceful, and it is a fair conjecture that without it the IWiIisIi 
would not have mounted the famous eclipse expedition ol 191V Old <v 
idence can in fact confirm new theory, but according to B ausian  lm< 
matics it cannot For let us suppose that evidence e is known before tin or\ 
7 is introduced at time t. Because e is known at t, Prob,(e) -  1 I'nrllui. 
because Prob,(e) = 1, the likelihood of e given T, Prob,(e|7), is al.o I 

We then have

Prob,(7 ) x Prob,(eIT)
Prob,(7 \e) =-------------- = Prob,(T)

Probte)

The conditional probability of T on eis therefore the same as the poor 
probability of T: e cannot constitute evidence for T  in virtue of the puahu 
relevance condition nor in virtue of the likelihood of e on 7 None of the 
Basesian mechanisms applv, and if wre are strictly limited to them, we 
have the absurdity that old evidence cannot confirm new theors I hed

result is fairly stable. If the probability' of e is very high but not uml\ 
Prob,(e|T) will still be unity if T entails e, and so Prob,(7 |e) will he ur\ 
close to Prob,(T) How might Bavesians deal with the old cudcnuVniw 
theory problem?17 Red herrings abound: the prior probability of the evi­
dence, Bayesians may object, is not really unity, when the evidence is 
stated as measured or observed values, the theory does not realh entail 
that those exact values obtain; an ideal Bayesian would never Miller the 
embarrassment of a novel theory. None of these replies will do the ac­
ceptance of old evidence may make the degree of belief m it as close to 
unity as our degree of belief in some bit of evidence ever is; although tlu 
exact measured value (of, for example, the perihelion advance) uu\ not 
be entailed by the theory' and known initial conditions, that the value of 
the measured quantity lies in a certain interval may very well be entailed, 
and that is what is believed anyway, and, finally, it is beside the point that 
an ideal Bayesian would never face a novel theory', for the idea of Bavesian 
confirmation theory is to explain scientific inference and argument In 
means of the assumption that good scientists are, about science at least, 
approximately ideal Bayesians, and we have before us a feature of scientific 
argument that seems incompatible with that assumption.

A natural line of defense lies through the introduction of countable - 
tual degrees of belief When using Bayes’ rule to determine the posterior 
probability of a new theory on old evidence, one ought not to use one s 
actual degree of belief in the old evidence, which is unity or nearly so.

* In his book, Glymour writes the conditional probability of e given T as Prolife, D 
and, later, as Pie, 7 ) We have substituted the slash notation for conditional prob­
abilities used by the other authors in this chapter.
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one ought instead to use the degree of belief one would have had in e 
if . . The problem is to fill in the blanks in such a way that it is both 
plausible that we have the needed eounterfactual degrees of belief and 
that they do serve to determine how old evidence bears on new theory I 
tend to doubt that there is such a completion We cannot merely throw 
e and whatever entails e out of the body of accepted beliefs, we need some 
rule for determining a eounterfactual degree of belief in e and a counter- 
factual likelihood of e on T  To simplify, let us suppose that T  does logi­
cally entail e, so that the likelihood is fixed

If one flips a coin three times and it turns up heads twice and tails 
once, in using this evidence to confirm hypotheses (e g , of the fairness of 
the coin) one does not take the probability of two heads and one tail to 
be what it is after the flipping—namely, unity—but what it was before the 
flipping In this case there is an immediate and natural eounterfactual 
degree of belief that is used in conditionahzing by Bas es’ rule The trouble 
with the scientific cases is that no such immediate and natural alternative 
distribution of degree of belief is available Consider someone try ing, in a 
Bayesian wav, to determine in 1915 how much Einstein’s derivation of 
the perihelion advance confirmed general relativity. There is no single 
event, like the com flipping, that makes the perihelion anomaly virtually 
certain. Rather, Leverrier first computed the anomaly in the middle of the 
nineteenth century, Simon Newcomb calculated it again around 1890 
using Leverrier’s method but new values for planetary masses, and ob­
tained a substantially higher value than had Leverrier Both Newcomb 
and Leverrier had, in their calculations, approximated an infinite series by 
its first terms without any proof of convergence, thus leaving open the 
possibility that the entire anomaly was the result of a mathematical error 
In 1912 Eric Doolittle calculated the anomaly by a wholly different 
method, free of any such assumption, and obtained virtually the same 
value as had New'comb.1* For actual historical cases, unlike the corn- 
flipping case, there is no single eounterfactual degree of belief m the 
evidence ready to hand, for belief in the evidence sentence may have 
grown gradually—in some cases it may have even waxed, waned, and 
waxed again. So the old evidence/new theory problem cannot be assimi­
lated to com flipping.

The suggestion that what is required is a eounterfactual degree of 
belief is tempting nonetheless, but there are other problems w ith it besides 
the absence of any unique historical degree of belief A chief one is that 
various ways of manufacturing eounterfactual degrees of belief in the ev­
idence threaten us w ith incoherence One suggestion, for example, is the 
following, used implicitly by some Bayesian writers. At about the time T 
is introduced, there will be a number of alternative competing theories 
available; call them T,, T,, . . , T*, and suppose that they are mutually
exclusive of T and of each other. Then ) is equal to
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PO\) X P(e|T,) + P(T: ) x  P(e|Tri + • * • + P(T*) x  P(e\Tt )
+ P(~tT, v . . . v T ( ) x  P(e|—(T, v .  . . v T , ) )

and we may trv to use this formula to evaluate the counterfactual decree 
ot be lief in e I he problem is with the last term. Of course, one could 
s u r e s t  that this term just be ignored when evaluating P(e), but it is dif­
ficult to see within a Bayesian framework any rationale at all for doing so 
For if one does ignore this tenn, then the collection of prior probabilities 
used to evaluate the posterior probability of T will  not be coherent unless 
either the likelihood of e on T is zero or the prior probabili tv of 7 is zero 
One could remedy this objection by replacing the last term by

P(TI x  P {e \ T )

but this w ill not do either, for if one s degree of belief in

PVT, v T2 v . . . v Tk v T)

is not unity, then the set of prior degrees of belief wil l  still be incoherent 
Moreover, not onlv will it be the case that if the actual degree of beliet 
in e  is replaced by a counterfactual degree of belief in e  accord ing to 
either ot these proposals then the resulting set of priors wil l  be incoherent, 
it w ill further be the case that if we conditionahze on c  the resulting 
conditional probabilities will be incoherent. For example, if we >impb 
delete the last term, one readih calculates that

4

P(T{ V • • - V
P(T, v • • • v T J x  P(g |T, v - • • v Tt ) 
P(e|T, v • * v Tk)x P(T, v • • v Tk \

1

and further that

__________ P(T) xP (e|T )__________
P(e|T, v . . .  v T J  x  P(T, v . . .  v

But because T is supposed inconsistent with T, v  . . .  v  Tx and P( 7~jci is 
not zero, this is incoherent.

Let us return to the proposal that when new' theory confronts old 
evidence we should look backwards to the time w'hen the old evidence c 
had not yet been established and use for the prior probability of e  whate\er 
degree of belief we would have had at that time. W e cannot just stick in 
such a counterfactual value for the prior probability' of and change noth­
in g  else without, as before, often making both prior and conditionalized 
probabilities incoherent. If we give all of our sentences the degree of beliet 
they would have had in the relevant historical period (supposing we some-
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how know what period that is) and then conditionalize on e, incoherency 
presumably will not arise, but it is not at all clear how to combine the 
resulting completely counterfactual conditional probabilities with our ac­
tual degrees of belief. It does seem to me that the following rather elab­
orate procedure will work when a new theory is introduced. Starting with 
your actual degree of belief function P, consider the degree of belief you 
would have had in e m the relevant historical period, call it H (e ) . Now 
change P by regarding H (e ) as an arbitrary change in degree of belief in 
e and using Richard Jeffrey’s17 rule

P'(S) = H ( e )x P(S|e) + (1 - H (e )) x P(S|~e)

Jeffrey’s rule guarantees that P' is a probability' function. Finally, condi­
tional^ on e

P "(S ) = P\S \c)

and let P" be your new actual degree of belief function. (Alternatively, P" 
can be formed by using Jeffrey’s rule a second time )

There remain a number of objections to the historical proposal. It is 
not obvious that there are, for each of us, degrees of belief we personally 
would have had in some historical period. It is not at all clear which 
historical period is the relevant one. Suppose, for example, that the grav­
itational deflection of starlight had been determined experimentally 
around 1900, well before the introduction of general relativity.20 In trying 
to assess the confirmation of general relativity, how far back in time should 
a twentieth-century physicist go under this supposition? If only to the nine­
teenth, then if he would have shared the theoretical prejudices of the 
period, gravitational deflection of light would have seemed quite probable. 
Where ought he to stop and why? But laying aside these difficulties, it is 
implausible indeed that such a historical Bayesianism, however intriguing 
a proposal, is an accurate account of the principles by which scientific 
judgments of confirmation are made. For if it were, then we should have 
to condemn a great mass of scientific judgments on the grounds that those 
making them had not studied the history of science with sufficient close­
ness to make a judgment as to what their their degrees of belief would 
have been in relevant historical periods. Combined with the delicacy that 
is required to make counterfactual degrees of belief fit coherently with 
actual ones, these considerations make me doubt that we should look to 
counterfactual degrees of belief for a plausible Bayesian account of how 
old evidence bears on new theory.

Finally, consider a quite different Bayesian response to the old evi- 
dence/new theory problem. Whereas the ideal Bayesian agent is a perfect 
logician, none of us are, and there are always consequences of our hy­
potheses that we do not know to be consequences. In the situation in



C ii . 5 C onf i rmati on  and R e l e v a n c e

ulucli old evidence is taken to confirm a new theory, it may he argued 
that there is so m e th in g  new that is learned, and typically, what is learned 
is that the old evidence is entailed by the new theory. Some old anomalous 
result is lying about, and it is not this old result that confirms a new theory, 
hut rather the new discovery that the new theory' entails (and thus explains) 
the old anomaly. If we suppose that senurational agents have degrees of 
belief about the cntailment relations among sentences in their language 
and that

l \ l i  (— c) = 1 implies P(c|/i) = 1

this makes a certain amount of sense." We imagine the semirational Ba\- 
esian changing his degree of belief m hypothesis h in light ot Ins new 
discovery that /? entails e by moving from Ins prior degree of belie! in 
to his conditional degree of belief in h given that e, that /i|— e, and whatever 
background beliefs there may be. Old evidence can, in this vicarious wav. 
confirm a new theory, then, provided that

P { h \h  & e & (/i |- e)) > P(/i| b & e)

Now, in a sense, I believe this solution to the old evidence/neu ilium  
problem to be the correct one; what matters is the discovery of a certain 
logical or structural connection between a piece of evidence and a piece 
of theory', and it is in virtue of that connection that the evidence, it be­
lieved to be true, is thought to be evidence for the bit of theorv. W hat 1 
do not believe is that the relation that matters is simply the entailmcnt 
relation between the theory', on the one hand, and the evidence on the 
other. The reasons that the relation cannot be simply that of entailment 
are exactly the reasons why the hypothetico-deductive account . is 
inaccurate, but the suggestion is at least correct in sensing that our lodg­
ment of the relevance of evidence to theory depends on the perception of 
a structural connection between the two, and that degree of belief is. at 
best, epiphenomenal. In the detennination of the bearing of evidence on 
theory' there seem to be mechanisms and strategems that have no apparent 
connection with degrees of belief, which are shared alike by people ad­
vocating different theories. Save for the most radical innovations, scientists 
seem to be in close agreement regarding what would or would not lx* 
evidence relevant to a novel theory; claims as to the relevance to sonic 
hypothesis of some observation or experiment are frequently buttressed b\ 
detailed calculations and arguments. All of these features of the determi­
nation of evidential relevance suggest that that relation depends somehow 
on structural, objective features connecting statements of evidence and

* The turnstile symbol, {-, denotes entailment. One statement entails another 
when the second is logically deducible or derivable from the first.
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statements of theory. But if that is correct, what is really important and 
really interesting is what these structural features may be The condition 
of positive relevance, even if it were correct, would simply be the least 
interesting part of what makes evidence relevant to theory.

None of these arguments is decisive against the Bayesian scheme of 
things, nor should they be. for in important respects that scheme is un­
doubtedly correct But taken together, I think they do at least strongly 
suggest that there must be relations between evidence and hypotheses that 
are important to scientific argument and to confirmation but to which the 
Bayesian scheme has not yet penetrated
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strapping] described m Chapter V [of my Theory and Evidence], Indeed, the strat- 
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Bayesians involves the bootstrap strategy described in that chapter.

6 For further criticisms of the Dutch Book argument see II Kyburg, "Subjec­
tive Probability Criticisms, Reflections, and Problems,” Journal o f  Philosophical 
Logic 7, 1978, pp 157-180

7. L. Savage, The Foundations o f  Statistics, New York: Dover, 1972, p. 49.
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to anyone for fear of misrepresenting them. Nonetheless, I thank Jon Dorlmg 
Paul Teller, Daniel Garber, Ian Hacking, Patrick Suppes, Richard Jeffrcv and 
Roger Rosenkrantz for valuable discussions and correspondence on the point at 
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18. The actual history is still more complicated. Newcomb and Doolittle obtained 
values for the anomaly differing by about two seconds of arc per century Earls in 
the 1920s, Grossmann discovered that Newcomb had made an error in calculation 
of about that magnitude.

19. See Jeffrey, The Logic o f Decision.

20. Around 1900 is fanciful, before general relativity is not. In 1914 E Freundlicli 
mounted an expedition to Russia to photograph the eclipse of that year m order 
to determine the gravitational deflection of starlight. At that time, Einstein had 
predicted an angular deflection for light passing near the limb of the sun that was 
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equal to twice the Newtonian value until late in 1915 Freundlicli was caught in 
Russia by the outbreak of World War I and was interned there. Measurement ot 
the deflection had to wait until 1919.



Paul Horwich

Wittgensteinian Bayesianism

Belief is not an all-or-nothing matter. Rather, there are various degrees of 
conviction which may be represented by numbers between zero and one. 
Were we ideally rational, our full beliefs (of degree one) would comply 
with the laws of deductive logic; they would be consistent and closed 
under logical implication. And similarly, our degrees of belief should con­
form to the probability calculus.1 This enrichment of epistemology—pro­
vided by the addition of degrees of belief and an appreciation of their 
probabilistic ‘logic’—fosters progress with respect to many problems in the 
philosophy of science.

These statements form the core of a program, which I will call “ther­
apeutic Bayesianism,” whose primar}' goal is the solution of various puzzles 
and paradoxes that come from reflecting on scientific method. Its creed 
is that many of these problems are the product of oversimplification, and 
that the above-mentioned elementar}' probabilistic model of degrees of 
belief often contains just the right balance of accuracy and simplicity to 
enable us to command a clear view of the issues and see where we were 
going wrong.2 This somewhat Wittgensteinian goal and creed distinguishes 
therapeutic Bayesianism from more systematic enterprises in which prob­
abilistic degrees of belief play a prominent role: for example, Bayesian 
decision theory, Bayesian statistics, Bayesian psychology, Bayesian seman­
tics, and Bayesian history of science. It is especially important to appreciate 
the difference between the problem-solving orientation of therapeutic 
Bayesianism—that of exploiting a simple, idealized model in order to help 
illuminate notorious philosophical perplexities—and the quite distinct pro­
ject of providing a perfectly true and complete (descriptive or normative) 
theory of scientific practice. The latter task might well involve the postu-

f •
* •

From P. A. French, T. E. Uehling, Jr., and H. K. Wettstein, eds., Midwest Studies 
in Philosophy, vol. 18 (Notre Dame, Ind.: University of Notre Dame Press, 1993),
62-77,. • • • • • .. • , *
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lation of belief-gradations, and might also be done in the name of philos­
ophy of science. However, its aims are quite different; and one must 
beware of judging one project by adequacy conditions appropriate to the 
other.^

Therapeutic Bayesianism is not self-evidently beneficial, but it does 
have some prima facie plausibility. Moreover, this plausibility is enhanced 
by substantial accomplishments, and, as we shall see, a great deal of the 
criticism it has received is misdirected—commonly for the reason just 
indicated. In this paper I would like to try to make a case for the program 
by discussing it from three, progressively abstract, points of view: substan­
tial, foundational, and metaphilosophical. More specifically, there will 
follow sections on. (I) “The fruitfulness of therapeutic Bayesianism,” in 
which I will sketch treatments of the ‘raven’ paradox and the question ol 
diverse data and mention various other applications; (II) “Probabilistic 
foundations,” in which the propriety of certain idealizations will be 
defended—particularly the representation of belief by numbers, the adop 
tion of probabilistic canons of reason governing such beliefs, the definition 
of confirmation as increase in rational degree of belief, and the idea that 
induction may be codified in a confirmation function; and (III) “Mis­
placed scientism,” in which I criticize a metaphilosophical perspective that 
does not properly distinguish science from the philosophy of science, and 
which overvalues the use of symbolic apparatus. Along the way, I shall 
respond to some criticisms of therapeutic Bayesianism that have recently 
been advanced.

I | The Fruitfulness of Therapeutic Bayesianism

A good illustration of therapeutic Bayesianism at work is its way of treating 
the notorious ‘raven paradox’. It is plausible to suppose that any hypothesis 
of the form ‘All Fs are G’ would be supported by the observation of an F 
that is also G. But if this is generally true, then the discovery of a non­
black non-raven (e.g., a white shoe) confirms that all non-black things are 
non-ravens; and thereby confirms the logically equivalent hypothesis, ‘All 
ravens are black’—a seemingly bizarre conclusion. This is ‘the paradox of 
confirmation’. The Bayesian approach to this problem is to argue that 
observing a known raven to be black will substantially confirm “All ravens 
are black,” whereas observing that a known non-black thing is not a raven 
will confirm it only neg l i g ib l y—the difference being explained, roughly 
speaking, by the fact that, given our background beliefs about the chances 
of coming across ravens and black things, the first of these observations is 
more surprising, more of a test of the hypothesis, and therefore more 
evidentially powerful, than the second. Thus, the paradoxical flavor of our 
conclusion comes from the not unnatural confusion of negligible support
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with no support at all—a confusion sustained by inattention to degrees of 
belief and their bearing on confirmation.

A formal version of this analysis proceeds from the following premises:
a That the amount of support for hypothesis H  provided bv evidence 
E is the factor by which the rational degree of belief in H is enhanced 
by the discovery of E—which is indicated by the ratio of subjective 
probabilities, P(H/E)/P(H), for a rational person.

b That a rational person’s degrees of belief will ideally conform to 
the probability calculus; and, in particular, will obey Bayes’s Theorem:

P(H/E) P (E/H)
P(H) = P(E)

(To appreciate the intuitive plausibility of this theorem, note that it derives 
from the fact that the conditional probability of H given E is equal to the 
probability of the conjunction of H and E, divided by the probabil­
ity of E: i.e., P(H/E) = P (H& E)/P(E). See figure 1. Therefore, since 
P(H  &  E) = P(E & H), we obtain P(H/E)P(E) = P(E/H)P(H), and hence 
Bayes’s Theorem).

c That our degree of belief (prior to the investigation, and given the 
known scarcity of ravens) that a randomly selected non-black thing 
would turn out to be a non-raven is high.

d That our prior degree of belief (prior to the investigation, and given 
the known abundance of non-black things) that a randomly selected 
raven would turn out not to be black is substantial.

1

Now let us compare the support for the hypothesis, H, that all ravens 
are black, provided, first, by the discovery concerning a known raven that



6io | C u .  5 C onf i r mat i on  and R elevance

it is black (which is symbolized as R* B), and, second, by the discovery 
that a known non-black thing is not a raven (-B* —R). Applying premise 
(a) and then (b), we find:

Support provided
by (R*B)

Support provided 
by ( -  B* -  R)

P (H /R * B ) P (R * B / H )

P'(H) ” P(R*B)

P( H / - B *  -  R) P( -  B* -  R / H )  

P(H) ~ P( - B*- R)

But our hypothesis e n ta ils  that any known raven would be black and any 
known non-black thing would not be a raven; therefore, P(R* B/H) = 
1 and P(-B* -  R / H )  = 1. Therefore

Support from p(H/R*B)
raven found to = -------------

be black P(^)

1
P(R°B)

1 /prior degree of 
belief that a known 

raven would be black

Support from
non-black thing_ P(H ! -  B -  R) _____ 1_____

found not to P(H P( -  B* -  R) 
be a raven

1/prior degree of belief 
that a known non-black 
thing would not be a 

raven

Now one may assume (premise (c)) that a normal investigator of the 
hypothesis has prior background knowledge about the rough distribution 
of ravens and black things in his vicinity, and that this will lead him to 
expect that there is a very good chance that a randomly selected non-black 
thing will turn out not to be a raven. Thus P(-B* -  R) is very nearly 1; 
and the amount of support for the hypothesis provided by observing that 
a non-black thing is not a raven is very little.

On the other hand, we would expect the background of investigation 
to dictate, in addition, (premise (d)) that the likelihood of a randomly 
selected raven being black is not especially high. After all, as far as we 
know at the outset of the research, there are many colors that the raven 
could perfectly well have. Thus P(R'‘ B) is a good deal less than one. 
Therefore, the amount of support provided by observing that a known 
raven is black is substantial.

One might object to this reasoning that the final assumption is false, 
since the objective chances of finding that a raven is black are actually 
extremely high. However, this objection is based on a slip which is easy 
to identify. It confuses “probability” in the sense of subjective degree of 

b e lie f  and “probability” in the sense of relativ e frequency. All the proba­
bilities mentioned in the argument are rational subjective probabili­
ties, and it is under that construal that we may reasonably assume that 
P(R* B) is not near to 1. The feeling that this assumption is wrong derives
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from incorrectly reading P(R* B) as a relative frequency assertion. In that 
sense, since in fact almost all ravens are black, the probability that a ran­
domly selected raven will be black is indeed very great But this fact has 
no bearing on the argument.4

A similar objection is to deny that there could be any difference in 
evidential import between identifying a known raven as black and iden­
tifying a known black thing as a raven. Howson and Urbach,5 for example, 
maintain that the onlv difference between these two data is the time order 
in which the elements of the observed fact are established. They think 
that in each case what is eventually known is the same, so there can be 
no variation in confirmation power between the two discoveries. Imagine, 
however, that an ornithologist instructs her assistant to go and find a black 
raven and bring it back to the lab for inspection. Surely, that inspection 
would count for nothing. And there is no paradox here, even though we 
might loosely speak of ‘seeing a black raven’ in all three cases. For a more 
precise characterization of the evidence shows that what is discovered in
each case is not reallv the same That a randomlv selected raven turns out

* >

to be black, that a randomly selected black thing turns out to be a raven 
and that a randomlv selected black raven turns out to be a black raven, 
are very different pieces of information, and it should not be surprising 
that they confirm our hypothesis to different degrees.

Therapeutic Bayesianism handles other issues in the philosophy of 
science similarly, putting a lot of weight on premises (a) and (b) By com­
bining the idea of confirmation as enhancement of rational degree of 
belief, with the principle that rational degrees of belief should satisfy' the 
probability calculus, we get a way of treating those problems that hinge 
upon considerations having to do with degree o f  su p p o rt. Therefore the 
method has a wide scope. In particular, one can expect to shed light on 
why ‘surprising’ predictions have relatively great confirmation power, what 
is wrong with ad hoc hypotheses, whether prediction has more evidential 
value than mere accommodation of data, why a broad spectrum of facts 
can confirm a theory more than a narrow data set, why we base our judg­
ments on as much data as possible, how statistical hypotheses can be 
testable despite their unfalsifiability, what is peculiar about ‘grue-like’ hy­
potheses, and various other problems.*

These issues are unified by their involvement with the notion of‘vary­
ing evidential quality’; and this is why traditional epistemology, with its 
fixation on all-or-nothing belief, is not able to resolve them. It is only to 
be expected that the introduction of degrees of belief, together with an 
understanding of the rational constraints to which they are subject, would 
open the way to progress. Of course, there is not the space here to fully 
substantiate this thesis by describing all these applications of therapeu-

* For a discussion of grue-like hypotheses, see “Goodman's Gruesome New Riddle 
of Induction” in the commentary on chapter 3.
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tic Bayesianism. Let me, however, give one further illustration of the 
approach.

How is it that a broad spectrum of different kinds of fact, when en­
tailed by a hypothesis, will confirm it to a greater degree than a uniform, 
repetitive set of data? It is natural to answer as follows. To the extent that 
our observations cover a broad range of phenomena, they are capable of 
falsifying a large number of alternative hypotheses, which then bequeath 
substantial credibility to those hypotheses that survive. Now, this solution 
does not quite work. For a narrow data set can preclude just as 
hypotheses as a diverse data set. Nevertheless, we can repair the solution 
by noting that there is a significant difference in the kinds of hypotheses 
that are excluded by the two sets of facts. We should notice that the diverse 
data tend to exclude more of the s imple  hypotheses than do the narrow 
data. Given a representation of simplicity in terms of high prior probabil­
ity,6 this suggests that diverse data tend to rule out more high-probability 
alternatives than narrow data. But if so, then a hypothesis that survives 
relatively diverse observations becomes more probable than one that is left 
in the running by a narrow set of data. (See figure 2).

In particular, the data points E(narrow) exclude (given experimental 
error) just as many alternatives to the line H(straight) as does E(diverse). 
Nonetheless E(diverse) confirms H(straight) more strongly than E(narrow) 
does, because E(diverse) is better than E(narrow) at excluding simple al­
ternatives to H(straight)—for example, gradual curves—which have an in­
itially high probability. Thus H(gradual) is ruled out by E(diverse) but not 
by E(narrow). On the other hand, the sort of hypothesis, like H(crazy), 
prohibited by E(narrow) yet not by E(diverse), is not very probable anyway; 
so excluding it does not greatly benefit those hypotheses that survive. Thus,
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with the help of a probabilistic representation of simplicity, we can begin 
to account for our methodological intuitions concerning diverse data.7

Il I Probabilistic Foundations

In the last section I have tried to indicate something of the fruitfulness of 
therapeutic Bayesianism. Let me now consider various foundational ques­
tions that might be thought to cast doubt on the project:

1 Do people actually have numerical degrees of belief?
2 If so, can it be shown that r a tio n a l degrees of belief conform to the 

probability calculus?
3 Is it correct to identify degree of confirmation with rational en­

hancement of subjective probability?
4 Are there objective facts of confirmation?
5 Does reason require m erely that one’s beliefs conform to the prob­

ability' calculus? Or is it the case (as Carnap thought) that a rational 
system of beliefs is subject to several further constraints?

6 If further constraints are needed, then what are they?

On the first question, perhaps we should be agnostic. The successes 
of therapeutic Bayesianism will reinforce the evident fact that its basic 
principles are at least ro u g h ly  correct. Thus we know that there are belief 
gradations of some sort, that there are rational constraints governing them 
(prohibiting, for example, a high degree of confidence in two contradictory 
propositions), and that confirmation is not wholly unrelated to increasing 
belief. Moreover, the Bayesian representation of these ideas has a great 
deal of plausibility. Consider a spectrum of situations in which we know 
that the propensities (as manifested by relative frequencies) of certain 
events are x,, x 2, . . . , xN. For each such case there is a corresponding 
epistemic attitude—a degree of confidence—that the next trial will pro­
duce an event of the designated type. Presumably the appropriate attitude 
will vary with the relative frequency. Specifically, since the frequencies 
range over numbers between zero and one, so will the degrees of con­
fidence.

However, despite the attractiveness of such considerations, one must 
of course acknowledge that the Bayesian framework might be wrong. The 
crude ideas that it represents should not be controversial. However, it is 
quite possible that the Bayesian articulation of those ideas is not absolutely 
right; and that, in particular, the assumption of precise-valued, numerical 
degrees of belief is incorrect.
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Even so, such a model could be an excellent idealization, suffic­
ing perfectly well for the primary purposes of therapeutic Bayesianism; 
namely, to dispel confusion, solve problems, and thereby improve our 
understanding of the scientific method. For the paradoxes are caused by 
forgetting the crude facts (that there are gradations of belief, etc.) or by 
billing to recognize their significance. And so the solutions will involve 
noticing that those rough ideas have been overlooked and coming to ap­
preciate how thes bear on the problems. This sort of treatment will not 
depend essentially on any particular theoretical refinements. The function 
of the Bayesian framework is merely to cast the crude, uncontroversial 
ideas into a form where their impact on our problems can have maximal 
claritv and force.

What then is the import of studies that cast doubt on the existence 
of numerical degrees of conviction and which develop more complex and 
allegedly more realistic conceptions of belief? Let me stress that this work 
falls well outside the focus of therapeutic Bayesianism, for there is no 
reason to believe that such improvements will help to solve the standard 
problems in the philosophy of science. Perhaps these developments are 
important in psychology , statistics, semantics, or decision theory; perhaps 
they will become important to philosophy when we have progressed 
enough in our understanding of science so that the details of an inductive 
logic become items of reasonable concern. But at this juncture, confusion 
is rampant, the traditional problems are still very much with us, and it 
seems rather unlikely that the slight gains in accuracy to be derived from 
a more realistic theory' of belief would be worth the price—in terms of 
loss of simplicity—that we would have to pay for it.

Our treatment of the ‘raven paradox’ is a case in point. The problem 
was solved by exposing a certain misconception (that a non-black, non- 
raven would be irrelevant to our hypothesis), and by explaining why we 
are so tempted by that misconception- namely, that in forgetting about 
degrees of belief, we lose sight of the distinction between very slight con­
firmation and no confirmation at all. The simple Bayesian model of belief 
provides a sufficiently perspicuous representation of the situation to enable 
us to put this in a clear way. Further accuracy regarding the nature of 
belief would distract us from the main point, ruin the argument, and not 
help us to understand the basis of the paradox.

Let me give another example. The conflict between realism and in­
strumentalism with respect to the acceptance of scientific theories is fueled 
by a shared tendency to think in terms of all-or-nothing belief. The in­
strumentalist argues, in light of previous scientific revolutions, that it is 
foolishly optimistic to expect that our current theories are true and will 
not eventually be refuted. Whereas the realist complains that it is a dis­
tortion of science to distinguish rigidly between credible observation re­
ports and incredible theoretical claims. However, once we see that the 
issue is not ‘To believe or not to believe?’ but rather, ‘To what degree
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shall we believe?’ then there is room for reconciliation. The crucial move 
is the elimination of the shared misconception. There is no reason to think 
that a fancy model of belief, even more accurate than the Bayesian ide­
alization, would be any further help with the problem.

I do not mean to be suggesting that it is not worthwhile to investigate 
more sophisticated models of belief. On the contrary, I can readily imagine 
research programs—e.g., Bayesian psychology, or attempts to give a per­
fectly accurate description of scientific practice—in which this would be 
crucial. My point is that there is another enterprise—the one I am calling 
“therapeutic Bayesianism”—whose focus is on solving the traditional 
methodological puzzles and paradoxes, and for which the introduction of 
such complex models is likely to do more harm than good.

Suppose, then, that we do have numerical degrees of belief. Is there 
any way of justifying the Bayesian assumption that, to be rational, these 
degrees of belief must conform to the probability calculus7 Although 
there are indeed various lines of reasoning which purport to establish this 
thesis, none is compelling The best known of them is the ‘Dutch book' 
argument8 and it goes roughly as follows. Defining a person’s degree of 
belief in a proposition as a function of the odds at which he is prepared 
to bet on its truth, it can be proved that if his degrees of belief do not 
satisfy the probability calculus then he will be prepared to accept a col­
lection of bets which is guaranteed to lead to a loss. Therefore, since it 
would surely be irrational for him knowingly to put himself in such a no- 
win situation, it would be irrational to have a system of degrees of belief 
that violates the probability calculus. QED. However, the definition of 
‘degree of belief’ that is employed in this argument presupposes that peo­
ple maximize their expected utility. And there is a lot of room for skep­
ticism about that assumption (and about the preference axioms to which 
it is equivalent). So the ‘Dutch book' argument is far from airtight. Worse 
still, there is positive reason to think that its conclusion is false, for it 
requires logical omniscience. The probability of any logical truth is 1 and 
of any contradiction is 0. Yet it is surely quite rational to be less than 
perfectly confident in the truth of some logical truths—those that are es­
pecially hard to prove—and quite rational to give non-zero degrees of 
belief to contradictions that are hard to recognize as such.

The proper response to these difficulties is to repeat that the picture 
of rational degrees of belief obeying the probability calculus should be 
regarded as an id e a liz a tio n  of the real normative facts. It is uncontroversial 
that one ought to be certain of elementary logical truths, and that one 
ought not be confident of the truth of obviously incompatible hypotheses. 
The probabilistic model of belief provides a sharp, perspicuous way of 
capturing these trivialities, and to the extent that it goes beyond them it 
need not be construed realistically.

A similar answer may be given to the third question concerning the 
definition of confirmation. In our discussion of the raven paradox we de-
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fined “the degree by which E confirms H” as “the ratio, P(H/E)/P(/i), 
for a rational person.” Evidently, this explication has at least prima 
facie plausibility, and it certainly helps us to give a neat, compelling so­
lution to the problem. Nonetheless, it is often argued that this particular 
explication is ‘wrong'—yielding counterintuitive consecpiences—and that 
there are better definitions of confirmation which should be used instead1' 

However, these criticisms have little relevance to the project of ther­
apeutic Bayesianism. No doubt our explication leads to some strange- 
sounding consequences. No doubt it is strictly speaking false that the 
ordinary meaning of “confirms” is given by our explication. No doubt 
there are definitions (perhaps involving non-probabilistic notions) that 
come closer to what we ordinarily mean. But the object of therapeutic 
Bayesianism is not to give a theory of science. We are not trying to find 
the most accurate analyses of our concepts, but rather to use explications 
that are at least roughly right, and which are conducive to simple, con­
vincing dissolutions of philosophical problems. Since we assume that these 
problems are the product of confusion, it is desirable to look for ways of 
clarifying the issues, which have the proper blend of accuracy and sim­
plicity. Of course it is possible to oversimplify. But one can conclude that 
this has happened only after finding that the admittedly idealized models 
do not in fact help to solve our problems.10

On the fourth question—Are there objective facts of confirmation?- 
it seems evident that judgments of credibility and confirmation do purport 
to capture objective normative facts. They do not state what any indivi­
dual’s degrees of belief actual ly  are, but rather they say something about 
what one’s degrees of belief ough t  to be, or how they ought  to change 
given the circumstances. Thus we should acknowledge non-subjective 
facts regarding confirmation.

A natural way of capturing this idea, due to Carnap, is to suppose that 
an attribution of probability to a hypothesis reflects the belief in an objec­
tive, logical fact about the degree to which one statement—a summary of 
the available evidence—probabilifies [makes probable] another statement 
—the hypothesis in question. Such logical facts might be codified in a 
confirmation function, c(p/q) = x, which would specify explicitly the de­
gree, x, to which q confirms />, and would specify implicitly the degree to 
which one should believe p  if the total evidence is q. Carnap says, for 
example:

Probability-1 is the degree of confirmation of a hypothesis h with respect to 
an evidence statement e, e.g., an observation report. This is a logical, se­
mantical concept. A sentence about this concept is based, not on obsena- 
tion of facts, but on logical analysis; if it is true, it is L-true (analytic)—  
Probability-2 [relative frequency] is obviously an objective concept. It is im­
portant to recognize that probability-1 is likewise objective.
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Let h be the sentence ‘there will be rain tomorrow’ and j the sentence 
‘there will be ram and wind tomorrow’ Suppose someone makes the state­
ment in deductive logic- ‘h follows logically from The statement ‘the
probability-1 of h on the evidence e is '/s’ has the same general character as 
the former statement. . . . Both statements express a purely logical relation 
between two statements. The difference between the two statements is merely 
this: while the first states a complete logical implication, the second states, so 
to speak, a partial logical implication; hence, while the first belongs to de­
ductive logic, the second belongs to inductive logic."

Thus, Carnap held that certain facts about confirmation are analytic and 
objective, and thought of inductive probability' as a partial version of the 
logical relation of entailment.12

On the fifth question —Does reason impose constraints on belief 
and above the requirement of conformity' w ith the probability calculus?— 
there are grounds for sympathy with Carnap’s viewr that it does. For it is 
hard to see how the probabilistic constraint alone can account for our 
intuitions about the relative plausibility ot competing hypotheses that 
equally well fit the current data In particular, it is hard to see how it can 
solve the ‘grue’ problem.1''

Suppose that such further constraints are indeed required. Still, to 
take up the sixth question, it is no trivial matter to say what they are. 
Carnap tried out various constraints and employed them to derive confir­
mation functions for certain extremely simple formal languages. Unfor­
tunately, these functions have the counterintuitive property that laws of 
nature are never able to acquire more than a negligible probability. And 
this show's a deficiency in Carnap’s constructions: either the languages are 
too simple, or the constraints are w'rong. However, one can certainly not 
conclude that anyone who endorses a Carnapian conception of logical 
probability m u st hold that general laws never attain a non-negligible prob­
ability. This is a non sequitur, arising from a failure to distinguish between 
the general conception of logical probability and the admittedly inade­
quate prototypes with which Carnap experimented.14

For the treatment of various problems it is helpful to suppose that 
inductive reasoning is represented by a specific (but unspecified) real­
valued Carnapian confirmation function, c, allowing general laws to 
achieve a nonnegligible credibility. In light of our responses to questions 
(1), (2), and (3), we see that it can be no objection to this procedure that 
our inductive practice is not in fact precisely described by a single c- 
function. For, once again, the intention is not to get at the exact truth, 
but merely to employ a useful idealization. Nor—as we have just said—is 
it fair to complain that som e c-functions—those Carnap toyed with—always 
give zero probability to general laws. For we can suppose that ‘the right 
c-function’ is one of those that do n o t have that counterintuitive feature.
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III | Misplaced Scientism

Much criticism of therapeutic Bayesianism arises from a conflation of 
philosophy and science. More exactly, it derives from a failure to recog­
nize the legitimacy (even the existence) of non-scientific philosophical 
projects—those prompted, not by a desire to expose the whole truth re­
garding some domain, but by an interest in the resolution of paradoxes 
Let me elaborate.

What one might call ‘theory'-oriented philosophy of science’ aims for 
a systematic account of the scientific method. The criteria of success arc

j

just those that pertain to theory construction w ith in  particular sciences 
namely, empirical adequacy, scope, depth, simplicity, internal consistency, 
and coherence w ith the rest of our know ledge. More specifically, a perfect 
theory' of the scientific method w ould be expected to conform w ith specific 
intuitions about the w'ay that good science is done, to cover all aspects of 
methodology in detail, to expose fundamental principles enabling the 
complex, superficial aspects of scientific practice to be unified and ex­
plained, and to respect results in psychology and sociology. Thus it seems 
appropriate to regard theory-oriented philosophy of science as itself a de­
partment of science—a branch of naturalized epistemology. This charac­
terization neither ignores nor denies that scientific methods are normative 
A description of science will contain a codification of the basic norms 
which are implicit in the evaluation of theories. Moreover, it is quite 
possible that an identification of basic normative principles w ill result in 
the exposure of cases in which science is being done badly. One might 
thereby effect an improvement in the conduct of some science. Indeed, 
this may well be a motive for engaging in theory-oriented philosophy of 
science.

In contrast, the approach portrayed in this paper, oriented
philosophy of science', has very different goals, methods, and adequacy 
conditions. It aims at the resolution of deep puzzles and paradoxes that 
arise from reflection upon science. It includes in its domain, for example, 
the problem of induction, the paradox[es] of confirmation, the question 
of total evidence, and the issue of prediction versus accommodation. The 
problems here are not simply to fill various undesirable gaps in our knowl­
edge about science. Characteristically, they are conceptual tensions, con­
tradictions, absurd conclusions—that is to say, symptoms of confusion. We 
have somehow gone astray, and the task is to understand how this has 
happened and to get a clear view of the issue so that our misguided ways 
of thinking will be exposed and no longer seem so attractive.

These two approaches to the philosophy of science do not compete 
with one another. They are distinct projects with distinct objectives—not 
w h o lly  unrelated to one another, but by no means simply parts of the same 
enterprise. Thus, it is not the case that the sort of full understanding
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provided by a successful theory-oriented philosophy of science would au­
tomatically solve the puzzles that form the domain of problem-oriented 
philosophy of science. For the resolution of a paradox requires a great deal 
more than just locating the wrong move in a fallacious argument. It is 
crucial to a proper resolution that one comes to see why that fallacy was 
natural. And it is important that one obtains a new perspective on the 
issue—a point of view from which the old and troublesome habits of 
thought no longer seem plausible. These elements of the solution do not 
simply fall out of a complete theory of science. (Similarly, the explanation 
of conjuring tricks does not follow from physics.) Thus, theory-oriented 
philosophy of science is not simply a more thorough, systematic, and am­
bitious project than problem-oriented philosophy of science.

Neither is it necessary, in order to solve problems, that one be in 
possession of an adequate theory of science. For confusions can be iden­
tified, understood, and removed without a theory of any particular depth 
or generality. Granted, assumptions about methodology will often be in­
volved in the diagnosis and treatment of a problem, and if these were 
wildly false then it is unlikely that the discussion would be helpful. How­
ever, there is no reason why such assumptions should be tru e  as long as 
their replacement with the truth would not undermine the solution that 
is based on them. Indeed it is quite possible that the perfect theory of 
science would be a very bad tool for solving problems. For the truth may 
be so complicated that it cannot provide the sort of simple and relevant 
perspective that is needed.

If the practice of conceptual troubleshooting is confused, as it often 
is, with the scientific search for a theory of science, then therapeutic Bay­
esianism will be wrongly subjected to all of the methodological require­
ments that are properly applied only in science. Let me describe some of 
the bad effects of this confusion.

One consequence, discussed above, of not seeing the distinctive aim 
of therapeutic Bayesianism is a tendency to misjudge the function of var­
ious helpful idealizations. Thus one commonly finds objections to the use 
of precise-valued degrees of belief, to the assumption that these should 
conform to the probability calculus, to the adoption of a particularly sim­
ple explication of confirmation, and to the idea that our inductive practice 
may be represented by a single Carnapian confirmation function. Doubt­
less some of these assumptions are, strictly speaking, false. (Just as it 
is false that a gas is made of point masses.) And in a different kind of 
study—one aimed at truth—it would be very important to discuss more 
realistic models. However, for the purposes of therapeutic Bayesianism it 
is important to use the simplest roughly accurate models of degrees of 
belief and of confirmation that will help to clarify the issues, and it is 
sufficient to proceed on the basis of their intuitive plausibility and to justify 
these models in retrospect in terms of their utility.

Secondly, a scientific understanding of confirmation aims for the
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truth, the whole  truth, and nothing but the truth. Consequently, those 
wedded to this conception of the philosophy of science will find fault with 
studies that do not discuss every significant aspect of the phenomenon of 
confirmation. Consider, for example, prior ’ assignment, the pro­
cedures for deciding, before data have been gathered, the various intrinsic' 
plausibilities of hypotheses; belief-kinematics, the way that systems of belief 
change over time in the light of new discoveries; or direct inference, the 
impact on our degrees of belief of a knowledge of empirical probabilities. 
These are fascinating topics, and a good theory of science must deal with 
them. But there is no reason why a paradox-oriented Bayesian program 
should incorporate a complete, systematic account of all such elements of 
methodology.15

In the third place, scientism in philosophy engenders a ‘hyper for- 
malist’ fixation on symbolic technique—an overvaluation ot logico- 
mathematical machinery. Among the symptoms of this hyperformalist state 
are: (a) a blindness to the possibility' of philosophical problems distinct 
from the scientific and mathematical issues that arise in statistics, decision 
theory, sociology of science, etc., further questions being dismissed as 
‘merely verbal’;16 (b) a dissatisfaction with informal discussions and con­
clusions; (c) an exaggerated concern with formal rigor for its own sake, 
and (d) an obsession with the elimination of any potential ambiguity or 
vagueness, leading to the feeling that the English language is too confusing 
and vague a medium for intellectual progress, and that it should, wherever 
possible, be replaced with mathematics or logic.

Thus, even if an approach employs formal techniques, as therapeutic 
Bayesianism clearly does, it may still be subjected to hyperformalist criti­
cism. I think this is an unhealthy point of view—in philosophy generally, 
and particularly in the philosophy of science, where it is especially com­
mon. No doubt there are occasions when clarity is gained and confusion 
allayed with the help of formal apparatus. This, I believe, is one of the 
morals of Bayesianism’s success. However, one can withdraw too quickly 
into the secure, regulated territory of a formal system. It is certainly a 
tempting relief from the frustrating vagaries of philosophy to be able to 
obtain definite, proven results and get clear answers to clear questions. 
But, unless we are very careful, these answers and results might have little 
to do with the problems that have traditionally motivated philosophy of 
science. Our methodological puzzles arise when we reflect informally 
about scientific practice; and they can be solved only with an appreciation 
of the misconceptions and confusions to which we are prone and an un­
derstanding of the ways in which they are fostered by the rich conceptual 
resources put at our disposal by natural language. It seems to me that only 
when that sort of understanding is eventually attained will we know what 
we are looking for in a fully fledged inductive logic; and then, perhaps, 
be in a better position to devise one. But this level of understanding will 
not be achieved by trying to express as many questions as possible within
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a formal system, proving some theorems, and dismissing the residue as 
intractable and uninteresting. At its worst, such scientistic hyperformalism 
betrays a lack of concern for truly philosophical problems. If “merely ver­
bal” issues are any that do not make a scientific difference, and if only 
scientific problems are worth worrying about, then philosophy is truly an 
endangered enterprise.

I hope to have clarified what I believe is a valuable approach to the 
philosophy of science, and to have shown that many of the complaints 
about it derive from scientistic hyperformalism and are therefore miscon­
ceived. The goal is not a theory of science but the unravelling of puzzles 
surrounding our ideas about surprising data, prediction versus accommo­
dation, ad hoc postulates, statistical hypotheses, our thirst for new data, 
the tenability of realism, and other aspects of methodology. And given 
some of the successes of therapeutic Bayesiamsm there is reason to have 
a fair amount of confidence m its basic principles.

Thus, the notion of rational degrees of belief conforming to the prob­
ability calculus has an important role in the philosophy ot science. It 
would no doubt be easier to think in terms of all-or-nothing belief, but 
that oversimplification is part of what engendered our methodological puz­
zles in the first place. On the other hand, there are more complex and 
realistic conceptions of belief, but the cause of clarity is not served by 
using them. Therapeutic Bayesianism appears to offer the ideal compro­
mise between accuracy and simplicity, enabling us to represent the issues 
starkly without neglecting the essential ingredients or clouding them with 
unnecessary details.17

■ | Notes

1. The axioms of elementary probability theory are as follows: (1) probabilities are 
less than or equal to one; (2) the probability of a necessary truth is equal to one; 
(3) if two statements are jointly impossible, then the probability that at least one 
of them is true is equal to the sum of their individual probabilities; and (4) the 
conditional probability of p given q equals the probability of the conjunction of 
p and q divided by the probability of q.

2. This project is attempted in my Probability and Evidence (Cambridge, 1982), 
henceforth abbreviated as P & E .  The metaphilosophical outlook is inspired by 
Wittgenstein’s Philosophical Investigations, paragraphs 88-133.

3. Bayesian programs of various kinds have been developed in the work of Rudolf 
Carnap, David Christensen, R. T. Cox, Bruno de Finetti, Ron Giere, I. J. Good, 
John Earman, Ellery Eells, Hartry Field, Allan Franklin, Ian Hacking, Mary Hesse, 
Jaakko Hintikka, Colin Howson, E. T. Jaynes, Richard Jeffrey, Harold Jeffreys, 
Mark Kaplan, J. M. Keynes, Henry Kyburg, Isaac Levi, Patrick Maher, Roger Ro- 
senkrantz, Wesley Salmon, L. J. Savage, Teddy Seidenfeld, Abner Shimony, Brian 
Skyrms, Patrick Suppes, Peter Urbach, Bas van Fraassen and others. Much of this
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work (especially the studies by Good, Hesse, Howson & Urbach, and Earman) 
contains contributions to therapeutic Bayesianism. However, 1 cannot attribute to 
these philosophers the project that I have in mind by that label, since their work 
is oriented towards the discovery of a ‘theory of science’, and thus reflects a ine- 
taphilosophical point of view that is quite distinct from that of the program which 
I am calling “therapeutic Bayesianism.”
4. Stephen Spielman’s objection is based on the mistake described here the iden­
tification of the probabilities with objective proportions. (See his review of P&E, 
Journal o f Philosophy 81 [March 1984], 168-73 Page references for Spielman are 
to this work).

To keep things relatively simple I have assumed that there are just two ob­
servations in question, namely, the discovery regarding a randomly selected raven 
that it is black and the discover)- regarding a randomly selected non-black thing 
that it is not a raven. If we consider instead the discov er)' that a known black thing 
is a raven, or various other ways of seeing black ravens and non-black non-ravens, 
then the existence of confirmation depends on the presence of special additional 
background assumptions (e g., that ravens are quite likely all to have the same 
color). Nonetheless a similar contrast between the degrees of confirmation pro­
vided by black ravens and non-black non-ravens may be established. In I 
suggest that these other ways of seeing black ravens would provide no confirmation 
of the hypothesis This is misleading. Sometimes our background theories include 
a belief in the projectibility of the generalization in question, and in that case all 
the ways of observing an instance of it will normally provide confirmation.

My treatment of the paradox is, in a couple of respects, different from Patrick 
Suppes’s analysis (“A Bayesian Approach to the Paradoxes of Confirmation,’’ m 
Aspects o f Inductive Logic, edited by J. Hintikka and P Suppes, [Amsterdam 
1966]) In the first place, he does not distinguish between the discover)’ that a 
randomly selected object is a black raven and the discovery that a randomly se­
lected raven is black; whereas it is a significant feature of my account that in 
certain circumstances only the latter datum would confirm the hypothesis. And 
secondly, he does not obtain his results from the basic principles of Bavesianism 
—the thesis that degrees of belief should conform to the probability calculus; 
rather, he starts with the assumption that surprising observations have greater con­
firmation power; and this, though correct, is much better derived than simply 
presupposed.

5. C. Howson and P. Urbach, Scientific Reasoning: The Bayesian Approach (La 
Salle, 111., 1989)

6. An argument for associating simplicity with high prior probability is given in
P & E , 70-71.

7. Teddy Seidenfeld maintains that this account goes in the “wrong direction.” 
But he gives no grounds for that claim other than to note the above-mentioned 
deficiencies in our understanding of simplicity—our inability to solve either the 
descriptive or the normative problems surrounding it. And it seems to me that his 
observation is irrelevant in the absence of any reason to believe either (a) that we 
can get a satisfactory explication of simplicity in terms of evidential diversity', or 
(b) that the Bayesian account would not withstand a better grasp of simplicity. 
(See his review of P & E , Philosophical Review, 93 [July 1984] 474-83.)
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8. For a good assessment of this argument and various others see John Earman’s 
Bayes or Bust? (Cambridge, Mass., 1992). Bruno de Finetti perhaps deserves the 
credit for first having argued that degrees of belief ought to be ‘coherent’, i.e., 
conform to the probability calculus—though they need not be coherent if the 
believer is irrational (“Foresight: Its Logical Laws, Its Subjective Sources,” trans­
lated in Studies in Subjective Probability, edited by H E. Kyburg, Jr , and H. E 
Smokier [New York, 1964]) I hesitate to credit Frank Ramsey’s earlier paper (in 
Foundations. Essays in Philosophy, Logic, Mathematics and Economics, edited by 
D. H. Mellor [Atlantic Highlands, N .J, 1977]) with this result, since he defines 
“degrees of belief” in such a way that they must conform to the probability cal­
culus. On Ramsey’s account there is no room for the existence of someone who 
has degrees of belief that are not coherent.

9. For example, I. J. Good (in the British Journal for the Philosophy of Science 19 
[1968]: 123-43) advocates-

W e i g h t  o f  e v i d e n c e  
c o n c e r n i n g  H  p ro v id ed  by  E

P (E / H )

P ( E/- H)

And Seidenfeld (op, cit.), noting that on our account E might confirm both H, 
and H2 yet disconfirm the conjunction (H, suggests that confirmation
cannot be defined in terms of probability alone.

10. A further complaint is that our definition of confirmation seems to go badly 
wrong when we apply it to measure the evidential value of already known data. 
For in that case P(E) = 1, therefore P(H/E) = P(H). This problem for Bayesians 
was first posed by Clark Glymour (see his Theory and Evidence [Princeton, 1980]). 
It has been forcefully reiterated by James Woodward (in his review of P & E ,  Er- 
kenntnis 23 (1985): 213-19) and treated thoroughly by John Earman (in Bayes or 
Bust?). In order to deal with it we should remember that the idea of the definition 
is to compare the credibility of a hypothesis, H, given the knowledge that E is 
true, with its credibility in the absence of such knowledge. Thus we should take 
the prior probability to be that which H would have had if the truth of E had not 
been discovered. Then, in order to assess E’s confirmation power, we should con­
sider what the absolute subjective probability of E would have been in that coun- 
terfactual situation, and also what the conditional probability of E given H  would 
have been. Then we can employ Bayes's Theorem to calculate the factor by which 
the prior probability of H  would have been increased. Doubtless, there is substan­
tial indeterminacy in the assessment of these counterfactual probabilities. But this 
is no objection, since we generally have no reason to expect the magnitude of E’s 
confirmation power to be an especially determinate matter.

11. Rudolf Carnap, Logical Foundations o f Probability (Chicago, 1962), 19, 31.

12. According to Spielman, this construal of Carnap is a “distorted caricature” 
(170), for “any careful reading of LFP [Logical Foundations of Probability] would 
show that Carnap never talks about ‘objective relations of probabilification' or 
objective' relations of partial entailment” (170). Here I am at a loss to explain 
how Spielman could have arrived at his interpretation, and I can only refer the 
reader back to Carnap's work.

13. For further discussion of this point see P & E ,  32-36 and 74-81 and Earman's 
Bayes or Bust?, chapter 6.
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14. Spielman (171) falls into this error, complaining that one cannot endorse 
logical probability and yet still assume that laws can have a non-negligible cred­
ibility.*

1 5. Thus Woodward writes: “The principal defect of Probability and Evidence is 
its unsystematic character. Norwich does not give us a fully worked out general 
theory of confirmation but rather a series of essays which offer solutions to various 
particular puzzles, where the interconnections among these solutions are by no 
means always clear” (214).
16. This is starkly revealed in Seidenfeld’s dismissal of therapeutic Bayesianism 
on the grounds that it is no substitute for a combination of excellent, but highly 
technical, foundational studies in decision theory and statistical inference by Jef­
frey, Fishburn, and Lindley—works that hardly touch upon the traditional philo­
sophical puzzles that form the domain of therapeutic Bayesianism. In a similar 
vein, Spielman is bothered by the “fail(ure) to see that the only difference between 
an objectivist’ account [of the ‘grue’ problem] and a personalist account would 
be verbal an objectivist would say that we ought to assign a much higher proba­
bility' to H, than to H;, and a subjectivist says that this is what intelligent informed 
people in fact do” (170). Spielman thinks the issue between them is ‘merely 
verbal’

17. I have greatly benefited from James Woodward’s thorough and perceptive crit­
icism. I would also like to thank Ned Block, Susan Brison, Josh Cohen, Marcus 
Giaquinto, Mark Kaplan, and Judith Thomson for helping me to improve earlier 
drafts of this paper.



5 | C ommentary

5.1 Bayes for Beginners 627
The Relevance Criterion of Confirmation 

Bayes’s Theorem and the Axioms of Probability Theory 628 
Bayes’s Theorem and Scientific Reasoning 632 

Probabilities and Degrees of Belief 634

5.2 Salmon on Kuhn and Bayes 638
The Inadequacies of Hypothetico-Deductivism 638

Prior Probabilities 640

The Expectedness of Evidence 642

Likelihoods and the Catch-All Hypothesis 643
Salmon’s Bayesian Algorithm for Theory Preference 644

5.3 Why Glymour Is Not a Bayesian 646
Bayesian A Priori Arguments 647  

Methodological Truisms 650 
Simplicity 65 1
The Relevance of Evidence to Theory 6 5 4  

The Problem of Old Evidence 6 5 6

5.4 Horwich’s Defense of Therapeutic Bayesianism 659
The Raven Paradox 659 
Diversity of Evidence 663 
Probabilistic Foundations 665  
Misplaced Scientism 665

5.5 Summary 667

626



5 C o m m e n t a r y

5.1 | Bayes for Beginners

Although the Bayesian approach to confirmation is not inconsistent with 
the hypothetico-deductive (H-D) approach (discussed in chapter 4), it dif­
fers from it in several fundamental respects. The aim of this first section 
is to explain and illustrate those differences as a prelude to the analysis of 
the readings in chapter 5 later in this commentary.

T he  R e l e v a n c e  C r i t e r i o n  o f  C o n f i r m a t i o n

A distinctive feature of the Bayesian approach is its reliance on the math­
ematical theory of probability. Unlike the H-D approach, which treats 
confirmation as a qualitative notion that might be made quantitative later 
on, Bayesians assume that confirmation is quantitative from the outset. 
Even such qualitative notions as evidence confirming a hypothesis and 
evidence confirming one hypothesis more strongly than it does another 
are analyzed in terms of probabilities with numerical values that lie be­
tween 0 and 1. Bayesians contend that this essentially quantitative ap­
proach to confirmation in terms of probability theory can solve the puzzles 
and paradoxes afflicting purely qualitative theories of confirmation, such 
as Hempel’s satisfaction criterion.

The most common way that Bayesians connect confirmation with 
probability is by adopting the relevance criterion of confirmation, accord­
ing to which a piece of evidence, E, confirms a hypothesis, H, if and only 
if E raises the probability of H:

Relevance Criterion E  confirms H if and only if P(H /E) >  P(H);
of Confirmation E disconfirms H if and only if P(H /E) <  P(H).

For convenience, we shall often refer to P(H) as the prior probability o f  
H, and P(H /E) as the posterior probability o fH .  P(H /E) is a conditional 
probability and should be read as the probability o f  H given E.

It should be noted that, although it is defined in terms of quantitative 
probabilities, the notion of confirmation (often called incremental confir­
mation) defined by the relevance criterion is qualitative. The relevance 
criterion does not specify how degrees of confirmation should be mea­
sured; it merely gives a necessary and sufficient condition for that confir­
mation. Indeed, there is an ongoing dispute in the literature about whether 
numerical degrees of confirmation should be a function of the ratio of 
P(H/E) to P(H) or a function of the difference between them.1 Regardless

6 2 7



of where they stand on this issue, all Bayesians agree that the more E 
raises the probability of H, the more E confirms H.

The relevance criterion of confirmation differs significantly from the 
absolute criterion of confirmation, according to which E confirms H if 
and only if P(H/E) exceeds some suitably high threshold value, say, 0.9. 
From the point of view' of those wdio endorse the relevance criterion, the 
absolute criterion confuses confirmation with acceptance. High probability 
may be an appropriate condition for accepting a hypothesis, but it is not 
necessary' for confirmation. Thus, adherents to the relevance criterion 
would consider H confirmed by E even though E raised the probability 
of H only a little, from, say, 0.2 to 0 4, and the posterior probability' ofH, 
P(H/E), remained less than 0.5.

B a y e s ’ s T h e o r e m  and  t h e  Ax i o m s  
o f  P r o b a b i l i t y  T h e o r y

Bayes’s theorem (also called Bayes’s rule, law, or equation) lies at the heart 
of the Bayesian approach to confirmation and gives that approach its 
name. In this section we shall be concerned solely w'ith Bayes’s theorem 
as a formal result in probability' theory'. As such, Bayes’s theorem, like any 
mathematical theorem, is entirely uncontroversial. What is distinctively 
Bayesian about the Bayesian approach to confirmation is not merely its 
use of Bayes’s theorem but its interpretation of the probabilities occurring 
in the theorem. The Bayesian interpretation of probabilities as subjective 
degrees of belief will be discussed later, in the section “Probabilities and 
Degrees of Belief.”

Bayes’s theorem is a deductive consequence of the three basic axioms 
of probability theory. Everything else in probability theory can also be 
deduced from these axioms, supplemented with definitions of notions such 
as conditional probability. Here are the axioms in their unconditional 
form.

Axiom 1 Every probability is a real number between 0 and 1:
0 < P(A) < 1.

Axiom 2 If A is a necessary truth, then P(A) = 1.
Axiom 3 If A and B are mutually exclusive (that is, if it is impossible

for both A and B to be true), then P(A V B) = P(A) + P(B). 
This theorem is often referred to as the special addition rule.

Strictly speaking, the A, B, C, and so on that probability ranges over are 
propositions, but we shall, when convenient, talk about the probability of 
events, theories, classes of theories, and evidence.

Even though the set of axioms is small, several important rules that 
we shall use later on can be deduced from them.

628 | C u  5 C onfirmation and Relevancf.
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Negation
Rule

Implication
Rule

Equivalence
Rule

General 
Addition Rule

P (~ A) -  l-P(A).

If A logically entails B, then P(B) > P(A).

If A and B are logically equivalent, then P(A) = P(B).

P(AvB) = P(A)+P(B) -  P(A&B).

The general addition rule is especially useful, since it applies regardless 
of w hether A and B are exclusive. Obviously, w hen A and B are mutually 
exclusive, P(A&B) is 0 and the general addition rule reduces to the special 
addition rule (axiom 3).

One way to make the general addition rule intuitively obvious is to 
represent propositions by circles and to let the probability of each propo­
sition equal the area of its circle.2 When A and B are mutually exclusive, 
the A-circle and the B-circle do not overlap, and the probability of (AvB) 
is simply the sum of P(A) —the area of the A-circle —and P(B) —the area 
of the B-circle (figure 1). When A and B are not exclusive, the circles 
overlap (figure 2).

Figure 1

Thus, to calculate P(AvB) for figure 2 we add the areas of the two circles 
as before, but then we have to subtract P(A&B), which is the area of the 
overlap, to get the correct answer.’

To derive Bayes’s theorem from the probability axioms, we need a 
definition of P(A/B), the conditional probability of A given B.4 It is:

Definition of
Conditional
Probability

P(A/B) =
P(A&B)

P(B)
where P(B) >  0.
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Figure 2

The rationale for adopting this definition of conditional probability can 
be appreciated by considering figure 2 Suppose that you are told that a 
dart has been thrown, randomly, at the figure and has landed somewhere 
inside the B-circle. Given that the dart is inside the B-circle, what is 
P(A/B), the probability that the dart is also inside the A-circle? The answer 
is simple: it is the area common to both circles divided by the area of the 
B-circle In other words, given that probabilities are proportional to areas, 
P(A/B) is equal to P(A&B) divided by P(B).

It is an immediate consequence of our definition of conditional prob­
ability that a general multiplication rule holds for the probability of any 
conjunction (or for the probability of the joint occurrence of any two 
events).

General Multiplication Rule P(A&B) = P(A/B) x P(B).

When P(A/B) = P(A), A and B are said to be statistically independent of 
one another and the general multiplication rule simplifies to the special 
multiplication rule.

Special Multiplication Rule When A and B are independent,
P(A&B) = P(A) x  P(B).

4 1
• . ' , 1 1

• t

It is only a short step from the general multiplication rule to Bayes’s the­
orem. First, we note that, since (A&B) is logically equivalent to (B&A), it 
follows from the equivalence rule that:

1 * *

P(A&B) = P(B&A).
'  .  •  f :  ;  I  t *  * i , k  • •  •

I I

Substituting, using the general multiplication rule, gives: '
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P(A/B) x P(B) = P(B/A)x P(A).

Rearranging the terms gives the simplest form of Bayes’s theorem:

P(A/B)x P(B)
’ where P(A) >  0.

P(A)

Before trying to apply Bayes’s theorem to scientific reasoning and the 
confirmation of theories by evidence, let us consider a simple example 
that illustrates its essential features Imagine that a make of wheelchair, 
the Samson, is manufactured in just two plants in the United States. One 
factor)’ is in Boston, the other in Chicago The Boston plant makes four- 
fifths of all Samsons; the Chicago plant makes the rest. Of the Samsons 
manufactured in Boston, one-sixth have a special lightweight aluminum 
frame, whereas, three-quarters of the Samsons made in Chicago are of this 
type. You purchase a Samson wheelchair at an auction and discover that 
it has a lightweight aluminum frame. What is the probability' that it was 
made in Boston?

Let A stand for having a lightweight aluminum frame, let B stand for 
being made in Boston, and let C stand for being made in Chicago. We 
want to calculate P(B/A) using Bayes’s theorem. The information we are 
given is that P(B) = 4/5, P(C) = 1/5, P(A/B) = 1/6, and P(A/C) = 3/4. 
Bayes’s theorem tells us that

P(B /A) = P(A/B) x P (B ).

P(A)

Thus, the numerator equals 1/6 x 4/5 = 2/15. But what about the denom­
inator, P(A)? Samsons are made in only two places — Boston and Chi­
cago—so the alternatives are (A&B) and (A&C), which are mutually ex­
clusive and exhaustive. Thus, by axiom 3,

• . 4 • •
• • .  ! * - • • «  . i  ;  ’ i 'A . *'  • :

P(A) = Pi (A&B) v (A&C)1 = P(A&B) + P(A&C),
- * i , • ‘1 * | J . • . J

. * 4 *

ication rule, we get:
f  *  *  « 4

P(A) = P(A/B) x  P(B) +  P(A/C) x  P(C)
= (1/6) x  (4/5) +  (3/4) x  (1/5) =  17/60.

* * ' • » ■ * . , * .  «

. • • *  *’ * ’ * * . . ’ . . 
Thus: . • •. • • • ; i

* ;  '  * ' l i  * ,  ,  i  i  •

P(B/A) = (2/15) x  (60/17) =  8/17. - • i -  • ............ j;

* 1 ■ '

and then, using the general multipl

Bayes’s Theorem P(B/A)
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When using Bayes’s theorem, we need not calculate the denominator, 
P(A), from first principles every time. Instead, we can write down the 
answer immediately using the total probability rule:

Total Probability Rule P(A) = P(A /B) x P(B) + P(A /~B) x P(~B).

In the wheelchair example, there were just two exclusive alternatives: 
either the chair came from Boston (B) or from Chicago (C). So, in this 
example, we can calculate P(A) by substituting C  for ~ B  in the total 
probability' rule:

P(A) = P(A/B) x P(B) + P(A/C) x P(C).

But it is easy to imagine a more complicated example in which aluminum 
chairs were also made in Detroit (D) and Evanston (E). In this case, the 
right-hand side of the equation for P(A) will include two extra factors:

P(A/B) x P(B) + P(A/C) x P(C) + P(A/D) x P(D) + P(A/E) x P(E).

More generally, when B,, B 2, . . . , B„ are n mutually exclusive and ex­
haustive hypotheses, we can express P(A) as the sum of products as follows.

P(A) = P(A/B,) x P(B,) + P(A /B2) x P(B2) + . . . + P (A /B J x P(B„).

This can be written more succinctly as:

P(A) = £ p(A/B,) x P(B,).
r = 1

B a y e s ’ s T h e o r e m  a n d  S c i e n t i f i c  R e a s o n i n g

The wheelchair example used above to illustrate Bayes’s theorem can be 
regarded as a simple analogue of scientific reasoning. Let the theory, T, 
be that our Samson wheelchair was made in Boston. Initially, before we 
discovered that the chair is made of aluminum, the probability that it came 
from Boston was 4/5, since 80 percent of all Samson wheelchairs are made 
there. In other words, in our example the prior probability of theory T, 
P(T), is 4/5. Once we acquire evidence, E , that the chair is made of 
aluminum, we calculate that the posterior probability of T  given evidence 
E , P (T /E ), is 8/17. So the probability of T  has dropped, and E disconfirms 
T. (In fact, in this example, it is now slightly more probable than not that 
the chair came from Chicago rather than Boston.)

In light o f this example, we can summarize the application of Bayes's 
theorem to scientific theories as follows:
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Bayes’s Equation 
(Version 1)

P( T/E) =
P(E/T) x P(T) 

P(E)

P(T) is the prior probability of T, P(E) is tire probability of the evidence 
E (what Salmon calls the expectedness the evidence), and P(T/E), the 
probability of T conditional on E, is the posterior probability of T. The 
meaning of these terms is pretty straightforward and obvious, but the ter­
minology for P(E/T) can be misleading P(E/T), the probability' of E 
conditional on T, is usually referred to as the likelihood of 7 (or, as some 
authors prefer, the likelihood of T on E) To repeat, the likelihood of T 
is P(E/T), not P(7 ), and similarly, the likelihood of T on E is P (E /T ), 
not P(T/E) To avoid possible confusion, we will avoid using the 
term likelihood as a synonym for probay and use it solely to refer to 
P(E/T) and similar expressions.*

When given some new evidence E for theory' T, w’e revise our assess­
ment of the theory’s probability by using Bayes’s equation to calculate 
P(T/E) as a function of P(T), P(E/T), and P(E). We then discard our old 
prior probability', P(T), and replace it with P(T/E) In this way, the pos­
terior probability' of T becomes our new prior probability:

P„JT )  = P(T/E)

Some authors, such as Salmon, explicitly include background knowl­
edge, B, in Bayes’s equation, thus making all the probabilities involved 
conditional. In the wheelchair example, B would include the information 
that the chairs are made either in Boston or Chicago and nowhere else. 
In real-life scientific reasoning, B would include the information about 
the world and other theories that scientists accept as true or highly prob­
able. Including background knowledge, the equation becomes:

Bayes’s Equation 
(Version 2)

P{T/E&B) =
P(E/T&B) x P(T/B) 

P(E/B)

We can also use the total probability rule to expand the denominator as 
follows.

P(T/E&B) = P(E/T&B)x P(T/B)
---------    ------------- ---------------  —   -  -  ---------------------  ----------  —  •

P(E/T&B) x P(T/B) + P(E/~T&B) x P(~T/B)

Since it is cumbersome to write out these equations when every probability 
is explicitly conditionalized upon the background information, we shall 
omit the reference to B whenever it is convenient. Thus, Bayes’s equation 
can be expressed more simply as:
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Bayes’s Equation P(T/F) = __________ P(E/T) x PCI )_______
(Version 3) ( ' ’ P(E/T) x P(T) + P(E/~T) x P(~7’)

And in its most general form, when , 7\, . . . , E, ¿ire mutually exclusive 
and exhaustive, we have:

Bayes’s Equation 
(Version 4) P ( T J E )=

P(E/T,) x
i = /i

TP(E/T,) x PCI])
^1

P robabilities  and D ecrees of Belief

In order to apply Bayes’s equation (in any of its four versions) to scientific 
reasoning, wc have to decide what the probabilities that appear in it mean 
and how they should be measured. The pure Bayesian line is that, subject 
to some important conditions, all probabilities are subjective degrees of 
belief and that rationality requires us to revise our beliefs using Bayes’s 
equation The subjective (or so-called personahst) interpretation of prob­
ability and the alleged connection between rationalit\' and Bayes’s equa­
tion are controversial issues that are debated in the readings in this chapter. 
The purpose of this section is to explain and clarify the main issues in­
volved in that debate

The right-hand side of Bayes’s equation (version 1) contains three sorts 
of probabilities: P(T), P(E), and P(E/T)—the prior probability' of theory' 
T, the expectedness of evidence E, and the likelihood of T. In many 
respects, likelihoods are the least problematic, since, even if P(E/T) is a 
subjective degree of belief, it seems rational to base that probability on 
the objective relation between T and E. For example, if T is a deterministic 
theory that deductively entails E, then everyone agrees that the correct 
value to be assigned to P(E/T) is 1. Similarly, if T is a statistical theory1, 
as in our wheelchair example, then T (together with background infor­
mation B) will specify the probability that E is true on the condition that 
T is true.

Assigning values to P(E) and P(T) is more difficult. Later, in the 
section on Glymour, we discuss the so-called problem of old evidence, 
that is, the problem of assigning to P(E) some value other than 1 when 
E is already known to be true. Of course, one might try to use the second 
or third versions of Bayes’s equation to calculate P(E), but as Salmon 
points out in his article, to do so we would need to calculate P(E/~T), 
and since ~T is simply the negation of T, not a specific theory, we cannot 
infer from ~T the value of P(E/~T). The fourth version of Bayes’s equa­
tion avoids the indeterminate character of ~T but only at the price of 
requiring a complete list of all the possible theories that predict E (or that 
assign to E some definite probability). In practice, only a small handful
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of rivals to T (possibly none) will be candidates for serious consideration. 
Scientists simply do not know what all the logically possible rival theories 
are. For further discussion of this problem, see the articles by Salmon and 
Glymour and the sections on their articles later in this commentary.

Even if values for P(E/Tf) were available for every single theory T, 
that predicts E (either with certainty or some definite probability), the 
problem of determining the prior probabilities, P(T(), of each of these 
theories would remain. At this point subjectivist Bavesians say that the 
prior probability of a theory, T, is simply the actual degree of belief that 
a person has in T. Strictly speaking, on the subjectivist interpretation of 
probability, there is no such thing as the prior probability of T, since 
degrees of belief are relative to persons and it is perfectly possible that 
different people believe the same theory to different degrees, even given 
the same background information. According to subjectivist Bavesians, it 
is an illusion to think that there is one objectively correct answer to the 
question, “What is the prior probability of T?”

It seems incredible, on the face of it, that anything useful could be 
said about scientific inference and confirmation, starting from a basis as 
subjective as each person’s degree of belief. In the remainder of this sec­
tion, we take a brief look at some of the most important objections to the 
subjective interpretation of probability and the Bayesian replies to these 
objections. Many of these issues are explored more fully in Glymour’s 
article and discussed later in this commentary.

Bayesians begin with degrees of belief. What are they, and how can 
they be measured so as to yield numerical probability values? The pioneers 
of Bayesian theory (Frank P. Ramsey, Bruno De Finetti, Leonard J. Sav­
age) interpreted degrees of belief in terms of people’s behavior. Ramsey 
proposed, for example, that a person’s degree of belief in any proposition 
be measured by the least odds at which he would be willing to gamble 
on the proposition being true. In this way, we connect degrees of belief 
with something we can observe and measure, namely, betting behavior. 
But even when they are measured in this way, why should we think that 
the degrees of conviction that a person happens to have in various prop­
ositions qualify as probabilities by satisfying the probability axioms? Surely, 
people violate the axioms in many cases. For example, there might be a 
proposition Q, such that a person's degree of conviction in Q and his 
degree of conviction in ~~Q do not add up exactly to 1.

The Bayesian response to this objection is the Dutch book argument. 
Professional gamblers say that a Dutch book has been made against some­
one if that person accepts a series of bets such that, no matter what the 
outcome, the person is guaranteed to lose money. No rational person 
would knowingly gamble in this way. The Dutch book theorem proves 
that a necessary and sufficient condition for avoiding a book being made 
against you is that your degrees of belief satisfy the axioms of probability 
theory. When this condition is satisfied, your degrees of belief are said to
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be coherent. Thus, when subjective Bayesians interpret probabilities as 
degrees of belief, a certain amount of idealization is involved. The degrees 
of belief in question are not necessarily the actual degrees of conviction 
that a particular person has, but rather the degrees of belief that she would 
have if she were ideally rational and her degrees of belief were coherent.

Bayesians view the coherence requirement as having the same status 
and rationale as the requirement of logical consistency. Rationality re­
quires not only consistency with the laws of logic, but also consistency 
with the probability axioms. Both are necessary conditions for rational 
belief. W hat makes the Bayesian position thoroughly subjective is its in­
sistence that coherence (which entails logical consistency) is not only nec­
essary' but also sufficient for rationality: no matter how crazy one's degrees 
of belief may seem to someone else, if they satisfy the probability axioms, 
then, according to the Bayesians, they cannot be condemned as irrational.

Suppose that Adam and Eve each have a different degree of convic­
tion in the proposition, Q, that it will snow in Phoenix next July. Adam 
gives it a probability of 0.9, while Eve gives it only a 0.05 chance of being 
true. As long as Adam also assigns a probability' of 0.1 to the proposition 
that it will not snow in Phoenix next July his degrees of belief conform to 
the probability’ axioms. Sim ilarly, if Eve’s degrees of belief are coherent, 
then she thinks it 0.95 likely that there will be no July snowfall in Phoenix 
next vear.

J

As far as subjective Bayesians are concerned, both Adam and Eve are 
rational with respect to the extremely limited set of propositions consisting 
of Q and ~Q . But there is more to coherence than merely satisfying the 
negation rule. One also has to satisfy the special and general addition rules 
for disjunctions (p. 629), the special and general multiplication rules for 
conjunctions (p. 630), the implication and equivalence rules (p. 629), and 
axiom 2 concerning necessary' truths (p. 628). Axiom 2 is especially prob­
lematic, since it requires that every necessary truth, no matter how com­
plex, be assigned a probability of 1. Thus, while it might seem as though 
coherence is a very weak condition (because it places no restrictions on 
the degree of belief that a rational person can assign to any particular 
contingent proposition), in fact coherence makes very strong demands on 
the degrees of conviction that can be assigned to the members of any 
reasonably sized set of propositions (where that set includes many contin­
gent statements, many necessary statements, and all their truth-functional 
compounds). Moreover, every proposition in the set must be assigned a 
precise number in the interval from 0 to 1.

Even when we have a coherent set of degrees of belief, there are 
several tricky issues connected with Pnew(T) = P(T/E), the Bayesian con- 
ditionalization rule that we are supposed to use in order to learn from 
experience. The first of these problems concerns the prior probability of 
T, P(T), that appears on the right-hand side of the Bayesian expression for 
P(T/E). Suppose one were to assign a prior probability of 0 to the theory,
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T. In that case, no amount of evidence could ever confirm it, since its 
posterior probability, P(T/E), would always remain 0. It is important to 
realize that the coherence requirement does not solve this problem. C o­
herence requires that we conform to the probability axioms. The relevant 
axiom (axiom 2) dictates that all necessary truths have a probability of 1. 
In conjunction with the other axioms, this entails that all necessary false­
hoods must have a probability of 0. But the axioms do not forbid us from 
also assigning a probability of 0 to an)’ contingent proposition that we 
might judge to be impossible. The usual Bayesian response is to impose 
the further demand of strict coherence • a set of beliefs is strictlv coherent

4

if and only if it is coherent and no contingent proposition is assigned a 
probability (degree of conviction) of 0 or 1. (This is one response to the 
Popperian argument discussed in the section “Why All Theories Are Im­
probable,” in the commentary on chapter 1 )

Another problem with the dependence of P(T/E) on P(T) is that the 
amount by which evidence E confirms (or disconfirms) theory T will de­
pend on the prior probabilities assigned to T by different scientists. How 
can this subjective influence on the degree of confirmation be reconciled 
with scientific objectivity? Bayesians reply by appealing to a theorem about 
the washing out  (or swamping) o f  priors. The theorem shows that as evi­
dence accumulates, the values of P(T/E) calculated by individual scientists 
with different prior probabilities will tend to converge. In the long run, 
the initial divergence in the (subjective) prior probabilities becomes irrel­
evant and (objective) evidence dominates the calculation of confirmation.

Finally (for now), there is the issue of motivating the Bayesian con- 
ditionalization rule.6 Why should we revise our degrees of belief in ac­
cordance with Bayes’s formula for P(T/E)? Remember that rationality, for 
Bayesians, is supposed to begin and end with the requirement of coher­
ence (or strict coherence) for one’s beliefs at any given time. Why, then, 
is it irrational for someone to violate the Bayesian rule when revising her 
degrees of belief, so long as her entire set of beliefs remains coherent? If 
a Bayesian were later to look at that coherent belief set, in ignorance of 
how the person’s degrees of belief had been arrived at, the Bayesian would 
judge the set rational. The synchronic Dutch book argument (for the 
coherence of beliefs at a given time) seems to have no relevance to the 
diachronic conditionalization rule (for how probabilities should change 
over time). One popular Bayesian response to this challenge is to construct 
a further Dutch book argument that is explicitly diachronic.7 The gist of 
the argument runs as follows. If one makes a series of bets, some of which 
depend on what one’s degrees of belief will be in the future, and if one 
follows a rule other than the Bayesian conditionalization rule and this 
alternative rule is known to the person with whom one is betting, then 
the person with whom one is betting can always construct a Dutch book 
against one. A necessary and sufficient condition for avoiding a Dutch 
book under the conditions stated is that one uses nothing but the Bayesian
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conditionalization rule for changing one's degrees of belief. Just as the 
synchronic Dutch book argument is used to derive the coherence condi­
tion from the presumption of rationality, so, too, the diachronic Dutch 
book argument is supposed to show how rationality mandates the Bayesian 
rule for revising one’s degrees of belief over time.

5.2 I Salmon on Kuhn and Bayes

In a companion article, written at the same time as the piece in our book, 
Salmon relates that, when he first began reading Kuhn’s Structure of 
Scientific Revolutions (1962), he was so shocked by Kuhn’s repudiation of 
the distinction between the context of discovery and the context of justi­
fication that he set the book aside without finishing i t H Later, in 1969, 
while preparing for a conference on the relation between the history of 
science and the philosophy of science, Salmon returned to Kuhn’s book 
with renewed interest. Salmon conjectured that the reason for Kuhn’s 
rejection of the traditional discovery-justification distinction lay in Kuhn’s 
commitment to an inadequate conception of scientific justification, 
namely the H-D account. According to the H-D account, everything con­
nected with the genesis of a scientific theory and its evaluation prior to 
being tested belongs to the context of discovery and, as such, is irrelevant 
the theory’s epistemic justification; a theory is justified and its acceptance 
rationally warranted only when the theory has been confirmed, and a 
theory is confirmed if and only if the predictions deduced from it are 
observed to be true

The Inadequacies of Hypothetico-Deductivism

As Salmon notes, a significant limitation of the H-D account of confir­
mation is that it ignores statistical theories. Statistical theories confine their 
predictions to assignments of probability to classes of events but do not 
logically imply that any particular event will occur. By regarding inductive 
confirmation, in effect, as the inverse of logical deduction, the H-D ac­
count excludes from its scope all those theories in which the relation 
between theory and evidence is not deductive but probabilistic. The Bay­
esian approach has no such limitation, since it permits the likelihood 
P(E/T) to assume values less than 1.

In its simplest form, the H-D account seems committed to the view 
that any theory that logically implies an observational prediction, 0 , is as 
well confirmed by that prediction as any other theory that implies O. This 
flies in the face of common sense and scientific practice. Bayes's equation 
is attractive because it can do justice to the differential confirmation of 
rival theories by the same evidence, by appealing to differences in the
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initial plausibility of those theories (and hence differences in their prior 
probabilities). A nice illustration of this is the Bayesian solution to the so- 
called tacking paradox or the problem of irrelevant conjunction. Suppose 
that theory T, in conjunction with background information B, entails the 
true observational prediction E - (T&B)—>E. Now let I stand for some con­
tingent statement that is logically independent of T and irrelevant to E. It 
follows trivially that if (T&B)—*E, then it must also be the case that 
(T&J&B)—>E. Thus, according to the H-D account, E confirms both the 
original theory T and the augmented theory' (T&/) and, moreover, con­
firms them by the same amount. The Bayesian analysis agrees with the 
H-D account that E confirms both theories but disagrees about the degree 
of confirmation On the most popular version of the Bayesian analysis, the 
degree of confirmation of a theory by evidence is a function of the differ­
ence between the posterior probability of the theory' given that evidence 
and the prior probability of the theory.4 On this version, the Bayesian 
analysis entails that the degree of confirmation conferred by E on (T&7) 
must be less than the degree of confirmation that E confers on T alone. 
Here are the two expressions for the degrees of confirmation of T and 
(T&d) on the difference analysis.

P(T/E&B) -  P(T/B) = P(T/B) x
1 -  P(E/B) 

. P(E/B)

P(T&I/E&B) -  P(T&//B) = P(T&I/B) x
1 -  P(E/B)

. P(E/B) .

These expressions are derived from the second version of Bayes’s equa­
tion, setting P(E/T&B) and P(E/T&I&B) both equal to 1. The factor in 
the square brackets is the same for both theories, and their respective 
degrees of confirmation are proportional to their prior probabilities. 
Since (T&I)—*T, and 7 is a contingent statement that is independent of 
T, it follows from the implication rule that P(T&//B) must be less than 
P(T/B). Thus, E  confirms (T&7) by a smaller amount than it confirms T: 
adding the irrelevant conjunct I to T lowers the confirmation provided by 
E. In this respect, then, the Bayesian approach to confirmation is a 
decided improvement over the H-D account.

Although Salmon does not discuss it in his article, the Bayesian ap­
proach also promises a resolution of the Duhem problem (that is, the 
problem of assigning the blame for a failed prediction to a particular mem­
ber of a group of hypotheses), for not only are some theories confirmed 
better by the same evidence, but Bayes’s equation can also be used to 
explain how some components of a group of hypotheses and assumptions 
receive a much larger disconfirmation than other components when ob­
servations disagree with theoretical predictions.10 Thus, the Bayesian ap-



640 C h . 5 C onfirmation and R e l e v a n c e

proach can show 11s where the blame should be placed when a group of 
hypotheses and assumptions lead to a false prediction.

Salmon is not alone in thinking that the H-D account is inadequate. 
An early critic of hypothetico-deductivism, Popper rejected it because he 
denied the whole notion of inductive confirmation. (See Popper, “The 
Problem of Induction,” in chapter 4 for details.) Other critics, such as 
Carnap and Reichenbach, accepted that confirmation is an essential part 
of scientific rationality but insisted that it should be understood in terms 
of Bayes’s theorem. Carnap interpreted the probabilities in Bayes’s theo­
rem as a priori logical probabilities; Reichenbach construed them as 
empirical frequencies. Both were objectives about probability'. More re­
cently, an entire school of statisticians and philosophers of science has 
arisen—the personahsts or Bavesians—that interprets the probabilities in 
Ba yes’s theorem subjectively, as degrees of belief.

Salmon thinks that we can use Bases’s theorem to reconcile Kuhn’s 
historical approach to understanding science with the logical empiricism 
of philosophers such as Carnap, Reichenbach, and Hempel. The key is 
to incorporate Kuhn’s values—criteria for theory assessment such as con­
sistency, simplicity, and fruitfulness—into the Bayesian equation that de­
fines confirmation. Variation in the interpretation of these values and the 
emphasis placed on them can give rise to differing judgments about the 
prior probability of a theory. Thus, scientists can reach different blit 
equally rational judgments about how well a theory' is confirmed by a 
particular piece of evidence using the same algorithm (Bayes’s equation) 
because they insert different inputs into that algorithm in the form of 
different judgments about prior probability. Salmon contrasts this with 
Kuhn’s own suggestion in “Objectivity', Value Judgment, and Theory 
Choice” (reprinted in chapter 2, above) that scientists reach different con­
clusions because they use different algorithms. However, careful study of 
Kuhn’s article reveals that when Kuhn talks about using different algo­
rithms he really means inserting different subjective inputs into a Bayesian 
algorithm, so Kuhn is much closer to Salmon’s position than his language 
might suggest.

P r i o r  P r o b a b i l i t i e s

As Salmon emphasizes in his article, most of what is philosophically con­
troversial about the Bayesian approach to confirmation depends on the 
interpretation of prior probabilities in Bayes’s equation. Salmon distin­
guishes three such interpretations: the objective-logical, the objective- 
empirical, and the subjective. Salmon agrees that the objective-logical 
interpretation of Carnap and others, according to which probabilities are 
assigned a priori to all statements on the basis of a formal language and 
assumptions about the equiprobability of states of affairs, is hopelessly in­
adequate to the task of analyzing the probability of real-life scientific the-
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ories. That leaves the objective-empirical and the subjective interpretation.
In an earlier book, The Foundations o f  Scientific Inference, Salmon 

adopted Reichenbach’s objective-empirical interpretation according to 
which probabilities are relative frequencies.11 The basic idea is this: Every 
hypothesis is either true or false, but when a new hypothesis, II, is first 
proposed, we do not know which attribute (truth or falsity) it has. In order 
to make sense of the prior probability (or plausibility') of the single hy­
pothesis, H, we have to place it in a reference class of similar hypotheses. 
Then, on the basis of past experience, we can see how often hypotheses 
in this class have turned out to be true. The ratio of the number of true 
hypotheses to the total number of hypotheses in the reference class is then 
taken to be the prior probability' of II.

In rough outline, this procedure is supposed to be similar to the way 
frequency theorists handle the problem of the single case. A typical ex­
ample is the problem of assigning a probability' to whether a particular 
(asymmetrical) coin will show a head on its next toss. In the case of the 
coin, we estimate this probability by dividing the number of times the 
coin has come up heads by the number of times the coin has been tossed. 
Thus, very roughly, the frequency theorist would say that the probability’ 
of getting a head on the next toss of the coin is 0.55 if the frequency of 
heads converges to 0.55 as the number of tosses becomes ever larger. 
Applying this same approach to the prior probability of hypotheses is ex­
tremely difficult. Not least among these difficulties is the problem of spec­
ifying the appropriate reference class. What exactly does it mean to talk 
about hypotheses that are similar to H? Is it a matter of mathematical 
form, such as the use of inverse-square laws? And if so, why should the 
success of such laws in one domain of science (such as the study of gravity) 
make it more likely that they will succeed in another domain (such as the 
investigation of the strong force binding together particles in the atomic 
nucleus).12

Throughout his career, Salmon has been highly critical of the unfet­
tered subjectivism of the pure Bayesian or personalist interpretation of 
probabilities as degrees of belief. To Salmon, scientific judgments about 
confirmation should not depend in any way on the prejudices, emotions, 
or mood swings of individual researchers. The answer, he thinks, lies in 
what he (following Abner Shimony) calls tempered personalism. Tempered 
personalism places constraints on prior probabilities that go beyond mere 
coherence. Since experience has taught us that scientists have been mod­
erately successful in the past, no hypothesis advanced by a serious scientist 
should be given a prior probability that is either 0 or vanishingly small. 
But, again, since experience tells us even the most promising hypotheses 
in the past have sometimes turned out to be false, the prior probability of 
any new hypothesis should be fairly low. The notion of success invoked in 
this discussion is crucial for understanding Salmon’s proposal. For Salmon 
believes that when we assign a prior probability to a new hypothesis, we



are trying to estimate the correct, objective probability that the hypothesis 
will turn out to be successful, and by successful,  Salmon means true. Thus, 
while it may seem as if Salmon is making significant concessions to Kuhn 
when he admits consistency, analogy, and professional scientific standing 
as factors that play a legitimate role in determining the plausibility of new 
hypotheses, in fact his conception of probability is still, at bottom, objec­
tive and frequentist. It is, for example, only because past experience has 
taught us that hypotheses advanced by cranks very seldom turn out to be 
true that we should assign them a negligibly small prior probability. As 
Salmon himself puts it, “prior probabilities . . . can be understood as our 
best estimates of the frequencies with which certain kinds of hypotheses 
su cceed .. . . The personalist and the frequentist need not be in any serious 
disagreement over the construal of prior probabilities” (564).

One final but important point: Salmon readily admits that it “seems 
preposterous” (564) that plausibility' judgments based on values such as 
simplicity' and symmetry could result in exact numbers for prior probabil­
ities Like many advocates of Bayes’s equation, Salmon appeals to the 
washing out or swamping of priors to argue that their exact value really 
does not matter For as soon as evidence begins to accumulate, the values 
for the posterior probability of a hypothesis converge. In the long run, the 
particular values adopted for the prior probability become irrelevant (so 
long as we avoid the extreme values of 0 and 1). But this convergence 
argument assumes that different scientists agree on the likelihoods, an 
assumption that Salmon defends later in his article.

642  I C11. 5 C onf i r mat i on  and R elevance

T h e  E x p e c t e d n e s s  o f  E v i d e n c e

Methodologists of science commonly hold that a theory receives greater 
confirmation from the successful prediction of something surprising than 
from the prediction of something expected. This issue is addressed, in part, 
in chapter 4 under the guise of the debate over novel predictions. Because 
the right-hand side of Bayes’s equation has P(E), the probability of the 
evidence E, as its denominator, it follows that, other things being equal, 
the lower the value of P(E), the greater the value of P(H /E). Thus, the 
more unexpected the prediction, the greater its confirming power if it 
should turn out to be true. But what is P(E), the expectedness of the 
evidence, and how can it be measured?

Salmon uses the total probability rule to express P(E) in terms of prior 
and likelihoods, writing all the probabilities involved as con­

ditional on background knowledge B, where B includes initial conditions, 
boundary conditions, auxiliary hypotheses, and other relevant information.

P(E/B) = P(E/T&B)x P(T/B) + P(E/-T&B) x P(~T/B).
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If T is a deterministic theory, then T (in conjunction with auxiliary 
hypotheses and assumptions) entails E. In such a case, the likelihood 
P(E/T&B) equals 1 and P(E/B), the expectedness of the evidence, must 
be at least as great as P(T/B), the prior probability of But assigning an 
exact number to P(E) is not easy, since it involves knowing the value of 
the likelihood P(E/~T&B), a problem that Salmon addresses in his sec­
tion on likelihoods.

A second difficulty with P(E/B) that Salmon acknowledges is a version 
of the problem of old evidence This is discussed at some length later in 
this commentary in the section "The Problem of Old Evidence.” For the 
moment we merely note that Salmon thinks that, given his characteriza­
tion of background information B, the objective value of P(E/B) must 
always be 1. Since B includes all the details about the experimental setup 
and the instruments used to observe E, the objective probability that B 
will occur under those conditions (assuming that the system in question 
is deterministic) is 1. Thus, Salmon concludes that the expectedness P(E) 
can only be a subjective probability’, reflecting the degree to which a par­
ticular scientist finds E psychologically surprising. Given Salmon’s hostility' 
towards subjectivism, the conclusion that “expectedness defies interpreta­
tion as an objective probability” (566) is highly unwelcome. At the end 
of his article, Salmon suggests a way to avoid this and a similar problem 
with the likelihood P(E/B&~T), while still permitting objective compar­
isons among rival theories.

Likelihoods  and the C atch-All Hypothesis

The main problem with likelihoods concerns the value of 
which appears in the expression for P(E). ) is the probability
that E is true given that theory T is false, but since ~T is not a specific 
theory, the corresponding likelihood is not well defined. Even when we 
have two competing theories, T, and T2 (such as specific versions of the 
wave and particle theories of light), P(E/~T,) is not equal to P(E/T2). 
Although theories T, and T2 are contraries, and thus T, entails ~T2 and 
T2 entails ~T,, they are not contradictories; thus, ~T, does not entail T2, 
nor is Tj logically equivalent to ~T2. It is possible that both T, and T2 are 
false. Thus, if we write out the set of logically exclusive and exhaustive 
hypotheses, it will include not only T, and T2, but also Th the so-called 
catch-all hypothesis. What is the catch-all hypothesis? Strictly speaking, it 
is not a single hypothesis at all but a lengthy disjunction of all the possible 
alternatives to T, and T2, most of which we have never thought about. As 
Salmon says, trying to guess the ingredients of the catch-all would be like 
trying to predict the future of science. Even though some of these ingre­
dient hypotheses entail E, this scarcely helps us to answer the question, 
What is P(E/Tk), the likelihood of Tt? because Tk is the disjunction of all
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the possible alternatives, including those that do not entail E. And if we 
cannot answer this question, then we cannot calculate P(E). Because Sal­
mon regards the problem of calculating the likelihood of the catch-all as 
completely intractable, he proposes a method for choosing between the­
ories that does not require the calculation of P(E).

Sa l m o n ’ s B a y e s ia n  Al g o r i t h m  f o r  T h e o r y  P r e f e r e n c e

Salmon agrees with Kuhn that theory choice in science is usually a com­
parative affair. Typically, the issue is not how well a particular piece of 
evidence confirms an individual theorv, but how well that evidence fa- 
vors one theory over its rivals. In any given scientific domain only a few 
theories—usually )ust two or three—will be competing for acceptance at 
any given time. Certainly the catch-all hypothesis is seldom a serious op­
tion. Thus, despite the intractabilitv of calculating the likelihood of the 
catch-all and the expectedness of the evidence, the Bayesian approach can 
still reflect the realities of scientific practice if it can provide a compara­
tive ranking of those hypotheses that are serious rivals. Salmon’s proposal 
is that, in choosing between two theories, T, and T2, on the basis of evi­
dence E, we should compare the posterior probabilities P(T,/E&B) and 
P(T2/E&B). An attractive feature of this proposal is that, in forming the 
ratio of the posterior probabilities, the problematic term P(E/B) cancels out.

P(T,/ E & B )  = P(E/T, & B )x  P(T,/B)

P(T2/ E & B )  P ( E / T 2&B )  x P(T2/B)

Assuming that T, and T2 are the only candidates for serious consideration, 
Salmon’s proposal is that, before the discovery of evidence E, scientists 
should prefer T, to T2 if and only if the prior probability of T, is greater 
than the prior probability of T2. After the discovery of E, scientists should 
change their preference from T, to T2 if and only if the posterior proba­
bility of T2 is greater than the posterior probability of T,. It follows from 
the Bayesian expression for the ratio of the posterior probabilities that, after 
the discovery of E, scientists should prefer T z to T,, if and only if

P j E T T . &B)P(T,/B)

P(E/T,&B) >  P(T2/B)

or, in other words, if and only if the ratio of the likelihoods is greater than 
the reciprocal of the ratios of the prior probabilities. Salmon refers to this 
as the Bayesian algorithm for theory preference.

Salmon’s algorithm is both ingenious and attractive, but it also has its 
limitations and counterintuitive features. First, it should be clear that in 
“choosing” T2 over T,, we are not deciding to accept T2 as true or well-
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confirmed. We are merely saying that, relative to evidence E, T2 is better 
confirmed than T,. For all we know, T, might be extremely improbable 
and unworthy of acceptance. It is important to remember that, in com­
paring the posterior probabilities of T, and T2, we are not calculating— 
nor, if Salmon’s pessimism is correct, can we ever calculate—the degree 
of confirmation of either hypothesis.1’ Thus, the judgment resulting from 
Salmon’s algorithm is relatively weak, since it merely asserts that evidence 
E supports one theory better than its rival. The degree of that support is 
left entirely undetermined 14

Second (as noted by Wade Savage, the editor of the volume in which 
Salmon’s article first appeared) Salmon’s algorithm cannot, in its present 
form, give us any rational guidance when, as often happens, the body of 
evidence for T, is different from the body of evidence lor T2 For, obvi­
ously, P(E) cancels out only when the evidence, E, is the same for both 
theories. Similarly, Salmon’s algorithm does not permit us to judge 
whether one piece of evidence confirms a theory better than another piece 
of evidence.

Third, as Salmon himself notes, when both theories are deterministic 
and, in conjunction with B, entail the evidence E, the ratio of their pos­
terior probabilities given E reduces to the ratio of their prior probabilities. 
Thus, according to Salmon’s algorithm, no amount of evidence can 
change our initial preference ranking for such theories. For deterministic 
theories, the likelihoods become irrelevant and the prior probabilities (in­
fluenced by Kuhn’s criteria for theory choice) dominate completely. Any­
one who is critical of the vagueness of Kuhn’s criteria and the difficulty 
of weighing and comparing them is unlikely to be impressed by this as a 
demonstration of a rational algorithm underlying scientific decisions about 
theories.

Salmon's response to this third point is contained in sections 8 and 9 
of his paper. In section 9, “ Kuhn’s Criteria,” Salmon distinguishes three 
types of theoretical virtue: informational, economic, and confirmational. 
Salmon argues that two of Kuhn’s criteria—scope and accuracy—fall out­
side the confirmational category and are thus irrelevant to the prior plau­
sibility of theories. This reduces the task of making the basis of plausibility 
judgments more precise by narrowing the focus to Kuhn’s remaining three 
criteria, namely, simplicity, consistency, and fruitfulness.

In section 8, “ Plausible Scenarios,” Salmon explains that, when they 
are first formulated, important scientific theories often have great difficulty 
in explaining some puzzling phenomenon. He gives as examples the dif­
ficulty the absence of detectable stellar parallax posed for the Copernican 
theory and the problems of giving a coherent account of the optical ether 
and the phenomenon of selective absorption faced by the wave theory of 
light. Salmon’s point is that the original versions of these theories did not 
logically entail the phenomena they had difficulty explaining. Indeed, the 
probability of E  (a puzzling phenomenon) given T (the theory in question)
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was rather low The challenge for supporters of T was to come up with 
what Salmon calls a plausible scenario, that is, a set of further assumptions, 
A, that when added to T, would significantly raise the probability of £. 
Ideally, when the augmented theory (T&A) entails £ , the likelihood 
P(E/T&A&B) attains its maximum value of 1. Then, applying Salmon’s 
algorithm to choose between the augmented version of T and its rivals, 
the prior probabilities of (T&A) and its competitors become crucial. This 
is where Kuhn’s criteria of simplicity, consistency, and fruitfulness for as­
sessing plausibility become important. Thus, when T is first proposed, 
likelihoods are not irrelevant because their low values motivate the search 
for plausible scenarios. If that search is successful, then likelihoods become 
irrelevant because judgments of prior probability are made by applying 
plausibility criteria, not to the original theory T, but to the new augmented 
version (T&A). So the allegation that, according to Salmon’s algorithm, 
theory preference is permanently determined by the initial prior probabil­
ities ignores the dynamics of scientific research.

5.3 | W hy G lvm our Is N ot a Bayesian

Glymour’s criticisms of Bayesianism fall into three main categories. First 
is Glymour’s attack on the a priori arguments that Bayesians give to justify 
coherence, conditionalization, and the other constraints they impose on 
belief and belief change. As Glymour notes, his criticisms of these argu­
ments are not original, and Bayesians themselves admit that their attempts 
at justification fall short of being conclusive. Second are Glymour’s rea­
sons for judging as inadequate Bayesian attempts to explain widely ac­
cepted views about confirmation, such as scientists’ preference for variety 
in evidence and simplicity in theories, and their general disdain for ad 
hoc hypotheses. The emphasis on explanation is important. Glymour con­
tends that it is not enough for Bayesians merely to give a framework that 
can accommodate these methodological truisms by placing restrictions on 
prior probabilities. Rather, the Bayesians must give a coherent and plau­
sible rationale for these restrictions that explains why they should hold. 
This, Glymour claims, the Bayesians have failed to do. Third are Gly­
mour’s criticisms of Bayesianism for its alleged inability to shed light on 
evidential relevance. When does a piece of evidence confirm a theory? 
Why does some evidence confirm some parts of a theory but not others? 
To these questions, Glymour judges that Bayesians have given no satisfac­
tory answer.

Glymour regards explicating the concept of evidential relevance as a 
crucial problem for the philosophy of science. In the rest of his book, 
Theory and Evidence, from which our reading in chapter 5 is taken, Gly­
mour defends his own bootstrap theory of confirmation. Glymour claims
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that his theory analyzes evidential relevance in a way that accords with 
actual scientific practice and that shows how some pieces of evidence can 
confirm some parts of a theory but not others. In this way, Glymour thinks 
we can avoid the horror of Quinean holism—the doctrine that theories 
can be tested and confirmed only as unanalyzable wholes—without relying 
on the analytic-synthetic distinction. (For a discussion of Quinean holism 
and the analytic-synthetic distinction, see the readings by Quine, Gillies, 
and Laudan in chapter 3 and the accompanying commentary.)

B a y e s i a n  A P r i o r i  A r g u m e n t s

Glymour concedes that the Bayesian appeal to betting behavior does pro­
vide evidence that people have degrees of belief, at least with regard to 
propositions on which they are willing to bet, and that these degrees of 
belief can be measured, at least approximately, on a scale from 0 to 1. But 
the argument from betting behavior is not conclusive, since someone can 
wager at a particular set of odds without those odds reflecting the bettor’s 
degree of belief in the proposition that is the object of the wager.

Even if there are degrees of belief, why must they conform to the 
probability axioms as the Bayesians require when they impose the condi­
tion of coherence? As discussed earlier in this commentary, the standard 
Bayesian argument for coherence is the Dutch book argument. One key 
premise in this argument is that it would be irrational for a person to 
accept a sequence of bets such that, no matter how things turn out, she 
is bound to lose money. One way to avoid a Dutch book is to ensure that 
one’s degrees of belief (and, hence, for the Bayesian, the least odds at 
which one is willing to bet on various propositions) obey the probability 
axioms. But that is not the only way avoid the certainty of losing money. 
Another way is to refuse to place any group of bets that would result in a 
Dutch book. For example, Samantha might be willing to bet on P at odds 
of 3 to 1 and on (P&Q) at odds of 5 to 1, but as long as she refuses to 
place both bets at the same time, no Dutch book against her will result. 
Indeed, rational bookies try to guarantee that they will make money, no 
matter how events turn out, by deliberately avoiding coherence in the odds 
they offer gamblers. Thus, coherence does not follow deductively from the 
avoidance of a Dutch book or from rationality in one's betting behavior.15

What then of the other Bayesian constraint, namely, the use of Bayes's 
equation to revise probabilities in the light of evidence, E, by replacing 
one’s old prior probability, P(T), with the posterior probability, P(T/E)? 
As explained earlier (pp. 637-38), the conditionalization rule for revising 
degrees of belief over time does not follow from the requirement that, at 
all times, one’s degrees of belief be coherent. Some authors (Paul Teller, 
David Lewis) have offered a diachronic Dutch book argument for using 
conditionalization to revise degrees of belief over time. But, like the syn­
chronic Dutch book argument for coherence, it falls short of being a proof.
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At best it shows that if you eschew conditionalization, then you would be 
irrational to bet honestly with someone who knows your strategy for chang­
ing your betting quotients.

Another argument for conditionalization that Glymour discusses is 
based on the phenomenon of “washing out" or “ swamping” of prior prob­
abilities (see pp. 590-91). Suppose that one is persuaded by Bayesians that 
a person’s degrees of belief at a given time should be coherent and that 
there are no other rational constraints on prior probabilities. In that case, 
the prior probability assigned to a given theory is entirely subjective and, 
despite coherence, there is not the least reason to expect that it will reflect 
the true, obiective probabdity of the theory in question. Given this sub­
jectivity of prior probabilities, why should one use Bayesian conditionali- 
zation (rather than, say, random guessing or consulting an oracle) to revise 
one’s beliefs in response to new evidence? Why should a posterior prob­
ability derived by applying Bayes’s equation to a purely subjective prior 
probability be any more likely to reflect the truth than a new prior prob­
ability generated in some other way? The Bayesian answer is as follows: 
conditionalization is rational because, if people use conditionalization to 
revise their beliefs, then, in the long run, no matter how different their 
initial priors, they will come to agree on which theory among the com­
peting alternatives is true (or overwhelmingly probable). In a nutshell, and 
subject to several conditions, conditionalization guarantees convergence 
to the truth.

Now, as Glvmour points out (echoing the criticisms of Mary' Hesse), 
the relevance to scientific inference of the convergence theorem (or, as 
Glymour calls it, the stable estimation theorem)  proved by Leonard Savage 
is dubious. Before explaining these doubts, let us take a closer look at 
Savage’s result. Since Glymour’s notation (following Savage) is rather for­
midable, we have simplified it slightly (relying heavily on Hesse’s dis­
cussion). We start with the assumption that we have a finite set, B„ of 
hypotheses that are mutually exclusive and exhaustive. In other words we 
have hypotheses, B,, B 2, . . . , Bv, such that it must be the case that exactly 
one of them is true and the rest false. Assume that the true hypothesis is, 
in fact, the first one, Bj. We have some body of evidence, x, the outcome 
of a series of measurements or experiments, that consists of a specific 
sequence of values for the first n of the variables xr. Each of the hypoth­
eses, B„ assigns a different probability to x. More generally, in Glymour’s 
language, for every possible sequence of the specific values that could 
have made up x, each hypothesis assigns a different probability to that 
sequence of values; each hypothesis yields a different likelihood distri­
bution.

A simple illustration of these conditions is provided by the case of an 
urn containing eighty balls at least one of which is black (B). Relative 
to this information, there are eighty mutually exclusive and exhaustive 
hypotheses—Bp exactly one ball is black, B 2: exactly two balls are black,
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and so on. After mixing the balls thoroughly, we draw a single ball from 
the urn, observe its color, and then replace it. The result of our observation 
is the value of the first variable, x,. We repeat this process of random 
sampling with replacement ten times, thus generating the body of evi­
dence, x. The sequence observed is, let us assume, ~ ß, ß, ~ ß, ~ ß, ß, 
~ß, ß, ß, ß, ß. Each observation is independent of every other, and each 
hypothesis yields a different probability for a sequence in which three- 
fifths of the ten balls drawn are black. If, indeed, the true hypothesis is B, 
and there is only one black ball in the urn, then the likelihood P(x/B, )  
is very low and can be calculated, as can all the other likelihoods, using 
the binomial theorem .16

Now consider the Bayesian expression, P(ß,/x), for the posterior prob­
ability of hypothesis ß, given evidence x. Clearly, this will be something 
other than 0 only if we impose the further condition that, lor each hy­
pothesis, its prior probability is greater than 0. With that condition in 
place, Savage then proves the follow ing result about the second-order prob­
ability of the true hypothesis ß ,—the probability that P(B,/x)  > ot, for any 
fixed number a  that can be as close to I as we please If we use Bayesian 
conditionalization and if the number of observations, n, included in x is 
sufficiently large, then the probability that P(B,/x)  >  a  approaches 1 as n 
increases. In plain English, as the number of observations increases, the 
posterior probability of the true hypothesis is increasingly likely to converge 
to 1, and the posterior probability' of each of the false hypotheses is in­
creasingly likely to converge to 0

Glymour makes two criticisms of Savage’s theorem as an attempt to 
vindicate Bayesian conditionalization. First, he contends that the theorem 
does not actually say that as evidence increases the posterior probability 
of the true hypothesis wall approach 1. Rather, the theorem makes a 
second-order claim about the probability that this probability will approach 
1. Thus, if the Bayesian is consistent and interprets all probabilities as 
degrees of belief, then the theorem tells us that, we are Bayesians, then 
our degree of belief will be extremely high that we will end up assigning 
a high probability to true hypotheses. However reassuring this may be for 
Bayesians, Glymour doubts its significance for non-Bayesians (like 
himself) who are seeking a reason to convert to Bayesiamsm. In response, 
Bayesians could say that insofar as the original challenge was to justify 
conditionalization within the resources of the Bayesian theory, the theo­
rem succeeds. The issue of whether the theorem also provides a convinc­
ing reason for non-Bayesians to become Bayesians is a separate issue.

Second, Glymour argues that several conditions required for Savage’s 
proof make his theorem inapplicable to real cases of scientific inference. 
Principal among them are the assumptions that (i) we start with a set of 
hypotheses that are logically exclusive and exhaustive; (ii) each of these 
hypotheses yields a well-defined probability for the evidence under con­
sideration, and no two hypotheses yield the same probability; (iii) the order



6 5 0  | C ii . 5 C onf i r mat i on  and R elevance

in which the evidence is collected is irrelevant: the observations are a 
simple, random selection from all the observations that could have been 
made; (iv) for every hypothesis, each observation is statistically indepen­
dent of every other. In short, the conditions that make sampling without 
replacement from an urn a good illustration of Savage's theorem are con­
ditions that scientific theories never satisfy.

M e t h o d o l o g i c a l  T r u i s m s

As Glymour notes, few Bayesians regard the a priori arguments as con­
vincing. Instead, they rest their case largely on the presumed ability of 
Bayesianism to do justice to widely accepted principles of scientific rea­
soning. Here Glymour demurs. He concedes that any particular inference 
can be made consistent with the Bayesian apparatus by adjusting degrees 
of belief. But, he objects, this sort of gerrymandered agreement falls short 
of explaining why the inference in question is good. An inference is an 
argument. Thus, to explain in a philosophically insightful way why it is 
good means showing why any rational person who accepts its premises 
should also accept its conclusion. Merely finding an assignment of prior 
probabilities that makes plausible a particular person’s transition from be­
lieving the premises to believing the conclusion does not explain why the 
argument warrants belief in its conclusion. The Bayesian account ignores 
the most distinctive feature of arguments, namely their use as impersonal 
instruments for rational persuasion.

Glymour discusses two methodological truisms: our preference for 
variety in evidence and simplicity in theories. His discussion of evidential 
variety is brief. Glymour has no doubt that the Bayesian framework can 
accommodate our preference for diverse evidence. When comparing rival 
theories, for example, diverse evidence is preferable because it is more 
likely to reveal which of the competitors are false. (See “ Diversity of Ev­
idence” later in this commentary for a discussion of a Bayesian argument 
along these lines by Paul Horwich.) But as Glymour sees it, there is one 
important rationale for evidential variety that the Bayesian approach is 
unable to explicate, namely our desire to test (and, hence, confirm) the 
independent parts of complex theories. In general, particular pieces of 
evidence will be relevant to some parts of a theory but not to others. 
Diverse evidence tests more of the parts of a complex theory than does 
narrow evidence, and by testing more of the theory, diverse evidence is 
able to confirm it more strongly. The key to this rationale is evidential 
relevance, and the fact that the consequences derived from a theory differ 
in their confirmational power. Glymour takes up this topic towards the 
end of his reading. (See “The Relevance of Evidence to Theory” later in 
this commentary.) For the moment, he turns his attention to the other 
methodological truism, our preference for theoretical simplicity.
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S i m p l i c i t y

The preference for simplicity manifests itself in various ways. First, it is 
reflected in our disdain for what Glymour calls deoccamized theories. 
Deoccamization, a term that Glymour borrowed from David Kaplan, is 
the antithesis of Ockham’s razor17 To deoccamize a theory, replace one 
of its theoretical terms with a fixed combination of new terms. For ex­
ample, using terms invented by Glymour, we might replace ever)’ occur­
rence of force in Newtonian mechanics with the sum of gorce  and morce.lH 
We have no further information about gorce and morcc and no way of 
measuring either of them as independent quantities, but because of the 
way the replacement has been carried out, the deoccamized gorce-plus- 
morce theory has exactlv the same observational consequences as the 
Newtonian theory. Since both theories entail the same evidence, their 
likelihoods are the same: for any evidence, F, the probability of E given 
the Newtonian theory is exactlv the same as the probability'' ot E given the 
gorce-plus-morce theorv. Thus, the Bayesian cannot appeal to any differ­
ence in likelihoods to explain why the Newtonian theory is much better 
confirmed than its deoccamized cousin.|l> The only other wav the Bayesian• J /

can explain a difference in confirmation lies in the prior probabilities. 
But, Glymour argues, being deoccamized, having “extra wheels” as he 
puts it, cannot explain why a theory' has a low prior probability, because 
whether a theory has “extra wheels” can only be judged relative to a body 
of evidence. By restricting the body of evidence, however artificially, just 
about any theory, even a scientifically respectable theory such as Newton’s, 
would be judged to be deoccamized. Thus all theories would qualify' as 
being deoccamized and have to be assigned the same low prior prob­
ability 20

A second w'ay in which the preference for simplicity manifests itself 
is in regard to curve fitting. The received wisdom is that the simplest 
equation that entails the data is the best choice and the best confirmed. 
(See, for example, the curve-fitting diagram in Paul Horvvich's article 
“Wittgensteinian Bayesianism,” which follows the reading from Glymour 
in this chapter.) In order to explain this methodological truism, the Bay­
esian has two choices: either define a measure of simplicity for equations 
and argue that simpler equations have higher prior probability or, failing 
that, argue that simpler theories have higher likelihoods. Glymour exam­
ines two instances of the first strategy, by Harold Jeffreys and Mary Hesse, 
and argues that neither succeeds. He also evaluates Roger Rosenkrantz's 
version of the second strategy and argues that it, too, fails.

Jeffreys labels the idea that simpler theories have higher prior proba­
bility, the simplicity postulate. He proposes that the simplicity of a theory 
depends on the number of independent parameters in the equations it 
uses: the fewer the parameters, the simpler the theory. But Jeffreys’ pro-
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posal founders because it entails that hypotheses having the same number 
of independent parameters have the same degree of simplicity and hence 
the same prior probability. Unfortunately, at any level of simplicity thus 
defined, the number of hypotheses is infinite, so the prior probability of 
ever)' hypothesis would be 0. More importantly, as Glymour notes, even 
if finite probabilities could be assigned to the infinite number of hypoth­
eses at each level, Jeffreys’ approach is fundamentally at odds with our 
scientific practice. Assignments of prior probability are seldom, if ever, 
based solely on parameter counting. No one, for example, would suggest 
that Boyle’s law is more likely to be true than van der Waals’s equation 
simply because it involves fewer parameters. Indeed, given the frequency 
with which very simple numerical equations have turned out to be false, 
we have every reason to assign low prior probabilities to the simplest equa­
tions. In actuality, judgments of prior probability are based on a complex 
mix of plausibility considerations in which parameter counting plays a 
minor, often negligible, role.

There is another, fatal flaw with Jeffreys’ proposal. As Malcolm Forster 
has pointed out, hypotheses with few parameters trivially entail hypotheses 
with more parameters.21 For example, if all planets move in circles, then 
it follows that all planets move in ellipses. Why? Because a circle is a 
degenerate case of an ellipse in which the major and minor axes have the 
same length (namely, the radius of the circle). Similarly, hypotheses in­
volving straight lines are special cases of, and hence imply, hypotheses 
using parabolas and higher-order curves. The implication rule tells us that 
when A logically entails B, the probability of B must be at least as great 
as the probability' of A. Thus, the simplicity postulate is violated: simple 
hypotheses must be less probable, not more probable, than complex ones, 
if simplicity' depends solely on parameter counting.

Hesse approaches simplicity—and, more generally, inductive infer­
ence—by means of a clustering postulate, a general assumption about the 
world that Hesse adds to the Bayesian machinery. In broad outline, the 
clustering postulate says that the world is more likely to be homogeneous 
than heterogeneous. More specifically, it says that instances tend to be 
clustered in the sense that r + 1 positive instances are initially more prob­
able than r positive and one negative.22 Along the same lines, clustering 
entails that for any given r instances of property P, it is initially more 
probable that all or none of them will also be instances of property Q than 
that they will manifest any other proportion of Qs. Hesse then claims that 
this clustering postulate can explain our preference for simpler (that is, 
more economical) theories. One peculiarity of Hesse’s discussion should 
be noted at this stage. She is not claiming that, given an observation of r 
individuals with both P and Q (and no observations of individuals that 
have P but lack Q) that the theory "All Ps are Q ” has a high prior prob­
ability. Indeed, she agrees with Popper that, when applied to infinite do­
mains, the probability of any universal theory is 0. Rather, her claim is
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that “All Ps are Q ” is more likely to be true than its rivals when applied 
to a finite range of cases, such as predictions about the next instance 
of P. In Hesse’s view, all inductive inference is really from particulars to 
other particulars.

In the curve-fitting example discussed by Hesse and Glymour, the 
entirety of our evidence consists of the two data points (x,, y,) and (x2, 
Under those circumstances, Hesse argues that the best, most economical 
hypothesis is the linear equation y = a + bx. Her reasoning is as follows. 
Consider a third, as yet unexamined point g, whose x-value is x,. Given 
the clustering postulate, the most probable y-value for g is bx̂ , which 
corresponds to choosing the “simplest” hypothesis y  = a + bx. Other, 
lngher-order equations are consistent with the data, but, she claims, only 
the linear equation has the values of all its parameters determined by that 
evidence. Thus, the clustering postulate requires that we regard the two 
observed data points as instances of the hypothesis y = ax + b. Unfortu­
nately, as Glymour demonstrates, the appearance of a unique choice here 
is an illusion. As far as the clustering postulate is concerned, we could 
just as well regard the two observed data points as instances of the quad­
ratic equation y  = a ] + b,x2, where the parameters u, and b, are defined 
by Glymour in his article, and their values, too, are fully determined by 
the existing evidence, since they are functions of x,, }’,, x2, and Obvi­
ously, we cannot assign a prior probability' greater than to both the 
linear hypothesis and the quadratic hypothesis, since they are logical con­
traries. So Glymour judges Hesse's attempt to explicate simplicity within 
a Bayesian framework a failure.

Rosenkrantz’s proposal is complicated, mainly because his second 
strategy (relating simplicity to likelihood) must be applied to theories that 
do not deductively entail the evidence. (As we have already seen, any 
theory that entails its evidence automatically gets the maximum likelihood 
of 1, thus ruling out likelihood as a way of discriminating among such 
theories.) So the issue is determining how well the evidence fits a number 
of theories, none of which entails that evidence. Statisticians use several 
criteria of goodness of fit. Without fussing over the technical details, sup­
pose that we adopt one such criterion and suppose further that we are 
dealing with the simplest kind of case in which the measuring process 
that generates the evidence can have only a finite number of outcomes. 
In that case, Rosenkrantz defines what he calls the observed sample cov ­
erage o f  a theory as the number of possible outcomes that satisfy the good­
ness of fit criterion for that theory divided by the number that do not. 
Rosenkrantz proposes that the smaller the observed sample coverage, the 
simpler the theory. Moreover, he proves that when one hypothesis, H „ 
can be derived from another, H2, by holding constant one of the free 
parameters in H2, then the average likelihood of H, is greater than the 
average likelihood of H2. (We need not worry about how, exactly, average 
likelihood is defined for these hypotheses.23) Yet because of the way H] is
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derived from H 2, its observed sample coverage is smaller than the observed 
sample coverage of H2, and hence H, is the simpler hypothesis. In this 
way, Rosenkrantz claims to have given a Bayesian vindication for our pref­
erence for simpler theories. Other things being equal, simpler theories are 
more strongly confirmed by the evidence because they have higher (av­
erage) likelihoods.

Glymour has two criticisms of Rosenkrantz. First, observed sample 
coverage is a poor measure of simplicity' because, intuitively, deoccamized 
theories and theories with irrelevant conjuncts tacked onto them are less 
simple than the theories from which they were derived. But on Rosen- 
krantz’s proposal, they have the same observed sample coverage. Second, 
the theorem proved by Rosenkrantz is too limited in its scope. It applies 
only to pairs of hypotheses, H, and H2, in which the simpler hypothesis, 
H,, is derived from the more complex hypothesis, H 2, by fixing the value 
of one of the free parameters in H,. But comparisons of simplicity extend 
more widely than this. For example, any quadratic equation (with three 
free parameters) is less simple than any linear equation (with two free 
parameters), regardless of whether the latter can be derived from the for­
mer in the manner required by Rosenkrantz’s theorem. Thus, Glymour 
complains, Rosenkrantz has not proven that, in general, simpler hypoth­
eses have higher average likelihoods.24

T h e  R e l e v a n c e  o f  E v i d e n c e  t o  T h e o r y

Glymour raises three difficulties for any Bayesian account of the relevance 
of evidence to theory. Because of its importance and complexity, the last 
of these—the problem of old evidence—is discussed separately in the next 
section.

The first difficulty arises from the Bayesian definition of confirmation 
in terms of probability: a piece of evidence is positively relevant to a theory 
if and only if it raises the theory’s probability. Suppose that we can separate 
the logical consequences of any theory into two classes: those that contain 
at least one theoretical term and the so-called observational statements 
that contain no theoretical terms. The implication rule entails that no 
theory can be more probable than its consequences. Why, then, would 
the Bayesian bother with theories at all, if observational statements always 
have a higher probability than any theory from which they can be derived? 
One standard answer is that, in addition to empirical warrant, we also 
value the explanatory power that only theories can provide. But even so, 
the Bayesian must divorce explanatory power from degree of confirmation. 
As far as the Bayesian is concerned, observational consequences alone can 
raise a theory’s probability. Explanatory success can do nothing to increase 
the degree of warranted belief that we should have in a theory, and the 
probability of a theory can never exceed that of its observational conse­
quences. What Glymour is saying, in effect, is that it is difficult for a
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Bayesian to be a scientific realist. Realists typically take the explanatory 
power of a theory as an important reason for thinking that the theory' is 
true or highly probable. In this way, theories can become more credible 
than their observational consequences and thus achieve a level of warrant 
that Bayesians cannot account for

The second difficulty' afflicts both Bayesiamsm and the H-D model 
of confirmation. It is the problem of explaining why some pieces of evi­
dence can confirm some parts of a theory but not others, even though the 
evidence in question is one of the logical consequences of the theory. 
Glymour regards this problem as crucial to an adequate theory' of confir­
mation, and its solution forms the heart of his own bootstrap model of 
evidential relevance. The problem can be illustrated by considering the 
theory consisting of Kepler’s three laws of planetary motion. Observations 
of a single planet can confirm Kepler’s first and second laws, but not 
Kepler’s third law. Kepler’s third law' states that all satellites of the same 
body (whether they be planets of the sun or moons of Jupiter) obey the 
equation:

T2 = kr\

where T is the periodic time of the satellite, r is the mean distance of the 
satellite from its parent body, and k is a constant for each system of sat­
ellites. The fact that at least two satellites are needed to verify Kepler’s 
third law for a system of bodies created difficulties for Isaac Newton in 
his Principal. Using his system of mechanics, Newton was able to prove 
that any satellite that obeyed Kepler’s first and third laws must be subject 
to an inverse-square-law force. In order to show that this inverse-square- 
law force was identical to the force we call gravity at the surface of the 
earth, Newton had to prove that it is gravity, attenuated by the inverse 
square of the earth-moon distance, that is holding the earth’s moon in its 
orbit. But since the earth has only a single satellite, Newton could not 
appeal to Kepler’s third law to prove that the force acting on the moon 
varies with the inverse square of its distance from the earth. Instead, he 
had to give a complicated argument involving the precession of the moon's 
perihelion. It is true that the earth’s moon obeys Kepler's third law, but 
no observation of this single terrestrial satellite can confirm the law. 
Therein lies the problem for the Bayesian and the hypothetico-deductivist.

Glymour discusses only one Bayesian response to this problem, that 
by Paul Horwich. Horwich argues that the Bayesian can always engineer 
the right answer to the question, Which pieces of evidence are relevant 
to which parts of a theory? by appropriate manipulation of our degrees of 
belief. But Glymour complains, quite reasonably, that this “solution” is 
merely a restatement of the problem, since it yields no insight into why 
our degrees of belief should be distributed in the required manner. As 
with many of Glymour’s other attacks on Bayesianism, the charge is not
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that Bayesianism can be refuted by being shown to be inconsistent with 
some accepted methodological truth but rather that when Bayesians pro­
duce the desired consistency it is superficial and ad hoc.

T h e  P r o b l e m  o f  O l d  E v i d e n c e

Philosophers of science interested in Bayesianism have probably spilled 
more ink over the problem of old evidence in the last fifteen years than 
over any other of the problems discussed by Glymour. The problem arises 
as follows. On the one hand, scientists often appeal to facts that are already 
known in support of new theories. Glymour gives as examples Newton’s 
use of Kepler’s laws and Einstein’s ability to derive the anomalous advance 
of the perihelion of Mercury' from his general relativity theory. Indeed, 
there is a sense in which any piece of evidence, even evidence that has 
been newly discovered, must count as “old” if it is being used to confirm 
a theory', since, unless it is accepted as a well-established fact, it would be 
useless for the purposes of confirmation. On the other hand, if evidence 
is “old” in the sense of “known” or, at least “accepted as true,” then 
it would seem that its probability must be 1 Thus, for old evidence, 
P(E) = 1, and regardless of the theory involved, the likelihood P(E/T) 
must also be 1. But when these values are plugged into Bayes’s equation, 
it follows immediately that E cannot confirm T, because the posterior 
probability of T given E will be equal to the prior probability' of T. Thus, 
although scientific tradition says that old evidence can, in principle, con­
firm a theory', Bayesians seem forced to deny this.

Bayesians can make a number of responses to this problem. One reply 
would be to insist that the scientific tradition is mistaken in thinking that 
old evidence has any power to confirm a theory', especially when the the­
ory in question was deliberately designed to fit that evidence or explain it 
(as was the case with the examples of Newton and Einstein cited by Gly­
mour). This response is discussed and criticized in the commentary on 
chapter 4, in the section “Novel Prediction,” and in the sections on Snyder 
and Achinstein.

If the scientific tradition is not mistaken, the Bayesian has two options: 
either deny that P(E) = 1 or adopt a new criterion for confirmation to 
replace the standard relevance criterion. Glymour explores versions of both 
strategies, criticizing the first and cautiously endorsing the second.

The core idea behind the first strategy is that the subjective probability 
of E  should be reckoned, not with respect to one’s actual background 
knowledge, B (which includes E), but with respect to what one’s back­
ground knowledge would be if E were not yet known. The problem, which 
Glymour judges to be unsolved, is to give an adequate account of how 
this counterfactual background knowledge should be defined and how 
P(E) should be calculated in terms of it. There are two ways to go: either 
one tries to imagine what one’s present background knowledge would have
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been if, contrary to fact, E were not known, or one considers what one's 
background knowledge was in the past, before one learned that E is true. 
Let us call these the present proposal and the historical proposal.

With regard to the present proposal, Glymour notes that it is not 
sufficient merely to say that we should imagine “deleting” E and whatever 
entails it from B. We need to know, in some detail, how this process is to 
be carried out, especially when E has been thoroughly integrated into B. 
Despite their enthusiasm for the first strategy, Colin Howson and Peter 
Urbach (in their Bayesian response to Glymour) concede that there is no 
satisfactory' formal account of how to delete E from B.:s Part of the prob­
lem is that the content of (B -  E) varies depending on how the content 
of B is represented or axiomatized But they do not see this as an insur­
mountable barrier, at least when E is an independent item in B, as it will 
be when E has just been acquired The Howson-Urbach proposal is that 
one should take B to be represented in whatever way a particular individ­
ual represents her knowledge at a particular time. But they acknowledge 
that, when E is not an independent item in B, the countertadual proba­
bility of E (and also the probability of E given T) might not be definable 
and hence will not exist.

Even if the present proposal can be made to yield an acceptable char­
acterization of (B -  E), how to calculate the probability' of E in terms of 
(B -  E) is still a problem. The usual suggestion is that we should use the 
total probability' rule to express P(E) as a sum of factors of the form P(T,) 
x P(E/T,). The problem, as Salmon explains in his discussion of the ex­
pectedness of evidence, lies in the intractability of the last term in this 
sum, which involves the catch-all hypothesis, Tk. And as Glymour dem­
onstrates, if one simply deletes the term involving the catch-all hypothesis 
from the calculation, one’s prior and conditional probabilities will inevi­
tably violate the probability axioms and generate absurdities. Thus, cal­
culating the probability of E given the catch-all hypothesis would seem to 
be impossible, and ignoring the catch-all leads to incoherence.

The historical proposal also has its difficulties. Glymour notes that 
even if we knew which historical period to choose as the right one, we 
cannot simply adopt as the value of P(E) whatever degree of belief in E 
we would have had at that time and retain all our other actual present- 
day degrees of belief, for that would violate the coherence requirement. 
Glymour offers a rather complicated solution to this problem of ensuring 
coherence by making use of Jeffrey conditionalization—a generalization 
of Bayesian conditionalization proposed by Richard Jeffrey. But this tech­
nical difficulty aside, there are serious philosophical objections to the his­
torical proposal. How are we to decide which historical period is the right 
one? How far back should we go? And when we have made that decision, 
does it really make sense to suppose that there is a degree of belief that 
each person would have had in E  at that time? Glymour’s doubts about 
the answers to these questions make him as skeptical of the historical
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proposal as he is of the present proposal Thus Glymour rejects the first 
strategy—the strategy of denying that P(E) = 1—as a solution to the prob­
lem of old evidence.

The second strategy concedes that P(E) = 1, but offers a new criterion 
of confirmation to replace the relevance criterion. The second strategy 
takes its cue from the standard Bayesian assumption (via the coherence 
condition) that rational agents are logically omniscient. Bayesians assume, 
quite unrealistically, that rational agents know what all the logical conse­
quences of their beliefs are and assign degrees of belief to them in accor­
dance with the probability axioms. But none of us is even close to being 
that knowledgeable. In many of the cases involving old evidence, existing 
theories have been unable to explain some phenomenon (such as the 
anomalous behavior of Mercury’s orbit). A new theory T (such as Ein­
stein’s) comes along and we then discover that T entails and is thus able 
to explain this phenomenon. As a result the new theory is confirmed. The 
important point is that, while the evidence E is “old,” having been known 
for many years, we have just learned something new, namely, that T entails 
E, and it is this new piece of information, not E by itself, that confirms 
T.26 Thus, we can summarize the second strategy' by saying that the rele­
vance criterion for confirmation, namely,

E confirms T if and only if P(T/E & B) >  P(T/B),

should be replaced, at least for the case of old evidence, by the new 
criterion:

E confirms T if and only if P(T/E & & (T— >  & B).

Expressed more simply, the new criterion says that:

E confirms T if and only if P(T/T—>E) > P(T).

In his discussion of the new criterion, Glymour says that the old ev­
idence confirms T in a “vicarious way” (604). But it is misleading to say 
that, according to the new criterion, E confirms T, however vicariously, 
when the real confirmational work is being done, not by E, but by the 
discovery that T entails E. Some authors reject the new criterion because 
it evades the original problem of whether E literally confirms T. John 
Earman, for example, objects that the question of whether the astronom­
ical data on Mercury’s orbit (the perihelion advance) confirms Einstein’s 
theory has not been answered; it has been replaced by the different ques­
tion of whether Einstein's confidence in his theory was increased upon 
his learning that T entails E.27 Moreover, as Earman points out, when 
most of us learn about Einstein's theory, among the first things we are 
told, even before we study the theory in detail, is that it entails the peri-
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helion advance. So when we later derive this phenomenon from Einstein’s 
theory, we already know that the entailment holds. Does that mean that, 
for 11s, the perihelion advance has ceased to be confirming evidence for 
the general theory of relativity? Other critics object that the new criterion 
cannot account for the fairly numerous cases in which a theory T was 
deliberately constructed so as to yield E as one of its consequences. For, 
in such cases, it can hardly be a discover)' that T entails E when that is 
precisely what the theory was designed to do.2H As far as Glymour is con­
cerned, the new criterion is on the right track, but, like much else in the 
Bayesian approach, it is superficial. What matters for confirmation, Gly- 
mour argues, is the structural relation between T and E. To that extent, 
the Bayesian is looking in the right place for a solution to the problem of 
old evidence. But to think that entailment all by itself is an adequate 
account of that relation is to fall into the same error as the H-D model.

659

5.4 I H orw ich’s Defense o f Therapeutic Bayesianism

Paul Horwich thinks that many of the criticisms of Bayesianism by Gly­
mour and others are unfair and misdirected, especially those hinging on 
the near impossibility of assigning numerically precise degrees of belief to 
scientists and the difficult)' of giving rigorous Bayesian explications of every 
facet of scientific methodology. Bayesianism, Horwich insists, is not in­
tended to be a complete, true, and detailed theory of scientific method. 
Rather, it should be viewed as a philosophical theory, a contribution to 
epistemology in general. Horwich follows Wittgenstein (that is, the later 
Wittgenstein of the Philosophical Investigations) in regarding philosophy 
as therapeutic: its goal is to dissolve problems and resolve paradoxes by 
untying the knots in our thinking. A good philosophical theory is one that 
unravels and corrects the misleading assumptions that have led us into 
confusion and error. The philosophical theories that can achieve this do 
not have to be especially complex and sophisticated; usually, a simple, 
idealized model will suffice. And so it is with therapeutic Bayesianism, 
according to Horwich. By replacing the traditional assumption that belief 
is an all-or-nothing affair with the idea that there are degrees of belief that 
conform to the axioms of the probability calculus, we can solve a number
of important problems in the philosophy of science. As illustrations of the

/

power of therapeutic Bayesianism, Horwich offers a resolution of the raven 
paradox and a rationale for our preference for diversity in evidence.

T h e  R a v e n  P a r a d o x
*

The raven paradox was made a focus of philosophical inquiry by Carl 
Hempel in his seminal papers on confirmation theory, where he intro­
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duced “All ravens are black“ as the paradigm of a scientific hypothesis, 
thus giving the raven paradox its name.29 Although Hempel drew attention 
to several confirmations! paradoxes, we shall follow Horwich m concen­
trating solely on one of them, namely that the observation of a nonblack 
nonraven confirms the hypothesis “All ravens are black.” Somewhat iron­
ically, Hempel, like Horwich, does not regard this result as genuinely 
paradoxical, since he argues that, when correctly interpreted, observations 
of white shoes and green chairs (nonblack nonravens) do indeed confirm 
that all ravens are black. Let us first lay out the three assumptions that 
generate the alleged paradox and then examine Horwich’s Bayesian reso­
lution of it. For convenience, we shall use the letter H to stand for the 
hypothesis that all ravens are black.

The first assumption is that generalizations of the form “All Rs are B” 
are confirmed by their positive instances, that is, by anything that satisfies 
both the antecedent, R, and the consequent, B The second assumption 
is that “All Rs are B” is logically equivalent to “All non-Bs are non-Rs.” 
The third assumption is that if an observation report confirms hypothesis 
/, and ) is logically equivalent to K, then the observation report also con­
firms K. Putting these three assumptions together yields the result that the 
observation of a nonblack nonraven (such as a white shoe) confirms H, 
that all ravens are black. As Nelson Goodman has remarked, this would 
seem to open up wonderful prospects for indoor ornithology.50

One way to avoid the paradox is by rejecting one or more of the 
assumptions generating it. In fact Horwich, like many other Bayesians, 
rejects the first assumption, the positive-instance principle. The positive- 
instance principle entails that any observation report of the form “This is 
a black raven” necessarily confirms the hypothesis, H, that all ravens are 
black. But, Horwich objects, whether or not the observation of a black 
raven confirms H depends, at least m part, on the manner in which the 
evidence is collected. If, for example, we first pick a black object and then 
examine it to see whether it is a raven, then the discover)' that the object 
is both black and a raven would do nothing to confirm H because the 
method employed to gather the evidence is incapable of generating a 
report that could falsify the hypothesis.51 Thus Horwich replaces the first 
assumption with a slightly different principle: “All Rs are B ” is confirmed 
by the positive instance ( Ra& Ba) only if the method for obtaining the 
report involves first selecting an object that is an R and then examining 
it to see whether it is a B Horwich symbolizes this as (R * B), using an 
asterisk to indicate the order in which the information was obtained.

Having revised the first assumption, Horwich accepts the other two 
assumptions and the conclusion of the raven paradox argument. Horwich 
argues that the appearance of paradox is an illusion that evaporates once 
we embrace the Bayesian doctrine of degrees of belief and the relevance 
criterion of confirmation. He notes that the conclusion of the paradox 
does not say how strongly the observation of a white shoe confirms H; it
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merely asserts that H is confirmed. The virtue of Bayesianism (as opposed 
to the H-D model or Glymour’s bootstrap model of confirmation) is that 
it not only permits degrees of confirmation but also allows us to estimate 
their magnitude. Thus the way is open for the Bayesian to argue that the 
observation of a white shoe does confirm H but only to a very small degree, 
a degree that is much smaller than the confirmation conferred on H by 
the observation of a black raven. In this way, we have a psychological 
explanation of why many people regard the raven paradox as a genuine 
paradox when they first encounter it, for most of us are unable to distin­
guish a very low degree of confirmation from no confirmation at all.

As a measure of the degree to which E confirms H, Horwich adopts 
the ratio of the posterior probability-' of H to its prior probability. By Bayes’s 
theorem, this is equal to P{E/H)divided bv P(E)—the likelihood of H 
divided by the expectedness of the evidence.

P(H/E )
Confirming power o f  E - --------- =----------

6 1 P(H)

As we have noted, Horwich insists that the manner in which evidence 
is collected is relevant to its confirming power, and he adopts a special 
notation to reflect this. (R" B) is the discovery that a randomly selected 
object that is already known to be a raven is black; (~B*~R) is the dis­
covery that a randomly selected object that is already known to be non­
black is a nonraven. The order in which the components of each 
observation are made—a feature that Horwich deems crucial to his 
analysis—is indicated by the asterisk. To repeat, the observation reports 
are not simply of the form ( Ra& Bel) but include information about the 
method used to generate the report. That said, the likelihoods must both 
be equal to 1, for if all ravens are black, then the probability that a raven 
will turn out to be black is 1; similarly, given H, the probability that a 
nonblack thing will turn out to a nonraven is also 1. So the compari­
son of the confirming power of ( R* B) with the confirming power of 
(~B* ~R) reduces to the inverse ratio of their probabilities: it is the ex­
pectedness of evidence (~B* ~R) divided by the expectedness of evidence 
(R* B).

Confirming power of (R*B) P(~B*~R)

Confirming power of (~B*~R) P(R*B)

Horwich argues that, given some plausible assumptions about the rel­
ative numbers of ravens and black things in the world, our degrees of 
belief in (R* B) and (~B*~R) prior to our investigation of H can easily 
be estimated. We assume that, in the world as a whole, the number of 
ravens is pretty small whereas the number of nonblack things is very large:
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ravens are rare, but nonblack things (and black things, too, for that matter) 
are abundant. So, Horwich argues, if we randomly select something that 
is nonblack (which is a very large class of things) the chances that the 
thing will also be a nonraven must be high (since ravens are scarce and 
nonravens abundant), and hence our prior degree of belief in (~ B * ~R) 
must be high. Similarly, he argues, if we randomly select something that 
is a raven, then the chances that the thing will also be black must be low 
(given the abundance of nonblack things) and hence our prior degree of 
belief in (R* B) must be low. Thus, given the comparison of confirming 
powers noted above (as the inverse ratio of these probabilities), Horwich 
concludes that the ratio of P (~ B *~ R )  to P(R”' B) is high and so (R* B) 
confirms Hto a much higher degree than does ( ~ B *  ~R ).

Horwich’s argument for his Bayesian solution to the raven paradox is 
not entirely satisfactory. The problem with it can best be grasped by look­
ing at figure 3, which depicts the background assumption that ravens are 
scarce and nonblack things abundant.

The R-rectangle represents the set of ravens; the area outside of the 
B-square represents the set of nonblack things. Since the non-B area is so 
much greater than the R area, Horwich is correct in saying that 
P (~ B *~ R )  must be high. But that same background assumption, by itself, 
does not warrant the assertion that P(R* B) must be low. For P(R* B) 
depends, not on the size of the R and B areas, but on the fraction of the 
R-rectangle that overlaps with the B-square. In other words, we need to 
make some additional assumption about the fraction of ravens that are 
black. Remarkably, when we add that assumption and analyze the problem 
more carefully, it turns out that we can still vindicate Horwich’s conclu­
sion that black ravens confirm H more strongly than do white shoes. Here 
is the analysis.

Let x be the fraction of things in the universe that are ravens, let y 
be the fraction of things that are black, and let a  be the fraction of things
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that, initially, are believed to be black ravens. In figure 3, the area of the 
R-rectangle is proportional to x, the area of the B-square is proportional 
to y, and the area of the intersection between R and B is proportional to 
a. (If assuming that we have precise beliefs about these numbers seems 
unrealistic, not to worry—in the final analysis nothing depends on their 
exact values.) Thus,

P(R*B) = and
x

P{~~B*~~R) (1 -  y) -  (x -  a)

(1 - y )

It follows from these expressions that a necessary' and sufficient condition 
for either (R* B) or (~ B * ~R) to confirm H is that x > a, that there are 
more ravens than black ravens. Thus, we have proven that (~B* ~R) 
confirms H without having to rely on any assumption about the rela­
tive abundance of ravens and nonblack things. The only condition for 
(~B* ~R) to confirm H is that, prior to the observation, we are not already 
convinced that all ravens are black. Moreover, we can compare the con­
firming power of the two reports.

Confirming power of (R*B) P(~B*~R)

Confirming power of (~ B <‘~R) P(R*B)
1 x \ (1 -  y) -  (x -  a)  
[ a  I ( 1 -  y)

Simple algebra shows that two conditions are necessary and sufficient 
for the expression on the right-hand side to be greater than 1: the first, as 
before, is that x is greater than a; the second is that (1 — y) is greater than 
x. So Horwich’s judgment is vindicated: if we do not already believe 
that all ravens are black, (R* B) must support H more strongly than does 
(~B* ~R) as long as we also believe that nonblack things are more abun­
dant than ravens. Both sorts of observation must increase our confidence 
in H, but finding black ravens provides more powerful support.32

Diversity of Evidence
• • • •

Horwich’s other illustration of the power of therapeutic Bayesianism is its 
explanation of the relation between diversity of evidence and strength of 
support. Why does diverse evidence, ED, confirm a hypothesis more 
strongly than narrow evidence, EN? In other words, why is it that, for any 
hypothesis H, P(H/ED) > P(H/EN)? One might attempt to vindicate the 
diversity principle by appealing to eliminative induction: as the set of data 
widens, more rival hypotheses are eliminated, thus enhancing the proba­
bility of the survivors. Although he believes that this answer is on the right
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track, Horwich thinks that it will not work as it stands because narrow data 
sets can eliminate just as many hypotheses as can broad ones. The relevant 
issue, in his view, is not the number but the kind of hypotheses that are 
excluded. Horwich reasons as follows:

1 Diverse data sets tend to eliminate more of the simpler hypotheses 
than do narrow data sets

2 Simpler hypotheses have higher prior probabilities.

3 Thus, diverse data sets produce a greater increase in the probability' 
of the surviving hypotheses than do narrow data sets.

In his book Probability and Evidence, Horwich gives a semiformal Bayes­
ian treatment of this argument.”  Let Hs be the straight-line hypothesis in 
the curve-fitting diagram in Horwich’s article (612), and assume that Hs 
entails both Ep and E N. Thus

P(Ed/Hs) = P(En/Hs) = 1.

Thus we can write:

P(HS/E „) _ P(E„) P(HS) + I  P(En./H,) x P(H,)

P(Hs /E n) P(E0) P(Hs) + X x P(H,)

The numerator and the denominator on the right-hand side of this equa­
tion both contain the same sum over all the rival hypotheses to Hs. These 
rival curves can be divided, roughly, into two classes: the crazy and the 
gradual (as Horwich labels them in his diagram). But the crazy curves 
have such low prior probabilities that their contribution to the sum can 
be ignored. That leaves Hs and the gradual curves, each of which is as­
sumed to have a nonnegligible prior probability because of its relative 
simplicity. Any gradual curve that goes through Ed is likely also to go 
through E n, but there are many gradual curves that go through EN that 
go nowhere near E D. So for most of the gradual curves, P(ED/H,) < 
P (EN/H,). Thus, P(En) >  P(Ed), and so ED lends greater support to Hs 
than does EN.

Despite its ingenuity, Horwich's argument is not unassailable. As we 
learned from Glymour's criticisms of Bayesianism, proving that simpler 
hypotheses must be more probable is difficult.34 But Horwich might claim 
to have shown at least this much: given the widely accepted (but not 
uncontroversial) assumption that simpler hypotheses are more probable, 
there is a plausible Bayesian rationale for the diversity principle.35
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P r o b a b il is t ic  F o u n d a t io n s

In section 2 of his paper, Horwich responds to critics who cast doubt on 
the foundational assumptions of Bayesianism the existence of numerical 
degrees of belief, the coherence condition, the definition of degrees of 
confirmation in terms of probabilities, and the subjective nature of those 
probabilities He acknowledges the difficulties. For example, he concedes 
that the Dutch book argument for coherence is "far from airtight ” (615). 
Horwich regards the coherence requirement for degrees of belief as a 
normative idealization, a model of how rational agents ought to constrain 
their beliefs rather than as a description of how thev actuallv do. Thus, in 
response to the subjectivity objection, Horwich cites Carnap in support of 
the contention that, of course, there are objective facts about confirmation 
even though the probabilities involved are degrees of belief. These facts 
are objective precisely because confirmation theorv, even Bayesian confir­
mation theory, is normative: it specifies the degree of confidence that a 
rational agent should place in one proposition given the evidence of an­
other; the right degree of confidence is the one that reflects the true, 
objective, relation of inductive confirmation between the tw o propositions.

Horwich also admits that there is room for reasonable disagreement 
concerning his definition of the degree of confirmation of H as the ratio 
of P(H/E) to P(H). Other authors, also Bayesians, have advocated different 
definitions. But Horwich insists that exactly how the degree of confirma­
tion gets defined as a function of probabilities is irrelevant to therapeutic 
Bayesianism. For to resolve paradoxes and solve most philosophical prob­
lems of confirmation, all the therapeutic Bayesian requires is the relevance 
criterion, shared by all Bayesians, that hypotheses are confirmed if and 
only if their probability is raised by evidence. In the majority of the cases 
that interest philosophers, using a specific function to pin an exact number 
on the degree of confirmation is unnecessary.

M is p l a c e d  Sc ie n t is m

In the last section of his paper, Horwich broadens his defense of Bayes­
ianism in the philosophy of science by attacking what he calls “misplaced 
scientism” (618)—the mistake of applying to philosophical theories the 
standards we use to evaluate scientific theories. Horwich argues that sci­
ence and philosophy are fundamentally different intellectual activities. Sci­
ence aims, primarily, at achieving an accurate, true, comprehensive 
description of the natural world. Philosophy (according to HorwiclTs Witt- 
gensteinian conception of it) aims at solving deep puzzles, dissolving par­
adoxes, and removing the contradictions and confusions that surround 
concepts such as confirmation, evidence, and simplicity. Given the very 
different aims of the two endeavors, there is no reason why their theories 
should be evaluated in the same way. A degree of vagueness, idealization,
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informality, and incompleteness that would not be tolerated in the sci­
ences should not disqualify a theory (such as Bayesianism) in the philos­
ophy of science if that theory does a good job of clearing up confusions 
and providing philosophical insight.

Horwich recognizes that the distinction between science and philos­
ophy is not always sharp, especially in the philosophy of science, which 
runs the gamut from technical studies in logic and statistical inference to 
general epistemological theories that are quite informal. Nonetheless, Hor­
wich thinks that we can distinguish two sorts of philosophy of science, 
theory oriented and problem oriented. Problem-oriented philosophy of sci­
ence is philosophy properly so-called. It is, to use Horwich’s term, “con­
ceptual troubleshooting” (619). To criticize this sort of philosophy of 
science for being less than fully rigorous or for using highly idealized 
models is to miss the point. By contrast, theory-oriented philosophy of 
science is the search for a detailed, accurate, comprehensive account of 
scientific method As such, it is really a continuation of science under the 
guise of naturalized epistemology. Thus, it has the same concern for rigor 
and completeness that we find in other branches of science. Here, the 
standards of science are appropriate.

Is the difference between science and philosophy, and between 
theory-oriented and problem-oriented philosophy of science, great enough 
to bear the weight that Horwich puts on it? One problem, as he recog­
nizes, is that both sorts of activity have, as one of their goals, the provision 
of explanations via unify ing theories, and often these theories involve sim­
plified models Idealization for the purpose of explanation is common in 
both fields. Similarly, in both areas we find the notion that there is some 
domain of phenomena and problems—whether the field be genetics, bio­
chemistry, or the study of confirmation—of which an adequate theory 
must give an account. Horwich himself commends Bayesianism for its 
explanatory successes, for its ability to make sense of a broad range of 
methodological principles within one unifying framework. But at the same 
time, he wants us to discount the objections of those who criticize the 
Bayesian program for the things that it cannot explain by arguing that this 
is not an appropriate standard to apply to a philosophical theory. This has 
the appearance of special pleading. If explanatory successes count in favor 
of a theory, explanatory failures should count against it.

Horwich seems to be on firmer ground when he complains about the 
unreasonable demand for rigor in areas, such as problem-oriented philos­
ophy of science, where it is either unattainable, inappropriate, or unnec­
essary. His earlier example of the dispute over the definition of degrees of 
confirmation is a good example of such misplaced rigor. For most philo­
sophical applications of Bayesianism to puzzles and paradoxes in confir­
mation theory, no precise confirmation function is needed. Similarly, as 
far as its philosophical applications are concerned, it is irrelevant that 
Bayesians cannot measure precise degrees of belief. In science, it would
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be unacceptable to build a theory around quantities that cannot be mea­
sured or calculated; in problem-oriented philosophy of science it scarcely 
matters.

5.5 I Summary

In the first section of this commentary, we identified the main elements 
of the Bayesian approach to confirmation theory. These are, in increasing 
order of philosophical contentiousness: Bayes’s equation, the relevance 
criterion of confirmation, and the interpretation of the probabilities in that 
equation as degrees of belief.

Viewed simply as a theorem of the probabilih calculus, Bayes’s equa­
tion is entirely uncontroversial It is a deductive consequence of the axioms 
of probability, together with a definition of conditional probability But in 
order to apply that equation to scientific reasoning, some connection has 
to be forged between probabilih' and confirmation. The relevance crite­
rion stipulates that a theory', T, is confirmed by evidence, E, whenever E 
raises the probability' ofT. Some philosophers of science balk at this Peter 
Achinstein, for example, has protested that the relevance criterion entails 
that whenever Mark Spitz goes swimming, we have confirmed the hy­
pothesis that he will drown, and that this makes a travesty of the notion 
of confirming evidence. In reply, Bayesians insist on the distinction be­
tween a hypothesis being confirmed (which occurs whenever its proba­
bility is raised, however slightly) and a hypothesis being acceptable as 
highly confirmed or true (which requires a posterior probability' close to 
1). Obviously, no one would accept the hypothesis that Mark Spitz will 
drown simply because drowning is slightly more likely to occur when he 
goes swimming; but nonetheless, when Spitz goes swimming, this in­
creases the chances that he will drown and thus, to a small degree, con­
firms the hypothesis.

Even when one accepts the relevance criterion, there is still the ques­
tion of what P(T), P (E/T), P(E), and P(T/E) stand for in Bayes’s equation. 
These four quantities are usually referred to as the prior probability of 
theory T, the likelihood of T, the expectedness of evidence E, and the 
posterior probability of T. The official Bayesian view is that all of these 
quantities are subjective degrees of belief, that is, they are the actual de­
grees of belief of real people as measured, for example, by their willingness 
to bet at well-defined odds on various propositions. The appearance of 
subjectivism is mitigated somewhat by the stipulation that the people in 
question have to be rational and that rationality requires that their degrees 
of belief satisfy the probability axioms. The requirement of conformity to 
the probability axioms is called the condition o f  coherence ,  and Bayesians 
usually offer a Dutch book argument to justify it. The other constraint
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imposed by Bayesians is conditionalization: whatever a person’s prior de­
gree of belief in T, when new evidence, E, is acquired, that person should 
replace the old prior probability' of T with the posterior probability' of T 
given E, calculated using Bayes’s theorem; posterior probabilities replace 
old prior probabilities. Again, Bayesians have appealed to Dutch book 
arguments in defense of this requirement.

Wesley Salmon is attracted to the Bayesian approach because it seems 
to represent a definite advance over the H-D model Unlike the H-D 
model, the Bayesian approach can be applied to statistical theories, and it 
holds out the promise of being able to solve the Duhem problem (the 
problem of allocating blame within a group of hypotheses for a failed 
prediction) and the tacking paradox (otherwise known as the problem of 
irrelevant conjunction) Salmon also thinks that Bayesianism can be used 
to reconcile Thomas Kuhn’s historically oriented approach to understand­
ing science with logical empiricism. The key to this reconciliation, in 
Salm on’s view , lies in the role of prior probabilities in determining degrees 
ot confirmation. The factors influencing the judgment of scientists about 
theories—Kuhnian values such as consistency, simplicity, and fruit­
ful ness—can lead to reasonable disagreements about how well a theory' is 
confirmed by a piece of evidence by giving rise to different estimates of 
the theory ’s prior probability. Even though they may be using the same 
Bayesian algorithm, scientists generate different outputs (confirmation 
judgments) because their inputs (prior probabilities) differ.

Despite his enthusiasm for Bayes’s theorem as a tool for understanding 
confirmation, Salmon rejects the unfettered subjectivism of many Bayes­
ians. At bottom, he thinks, prior probabilities should be guided by expe­
rience. They should not reflect mere prejudice and subjective whim. But 
Salmon takes comfort in the fact that, in the long run, the initial choice 
of prior probabilities becomes irrelevant. For as evidence accumulates, the 
values of the posterior probability of a hypothesis converge, thus “swamp­
ing out’’ or “w-ashing out” individual differences among the priors. One 
important condition for this sort of convergence is that we never assign to 
any hypothesis the extreme values of 0 or 1. Another condition is that we 
agree about the values of likelihoods

In Salm on’s view, the biggest difficulty in applying Bayes’s theorem 
to scientific theories lies in the calculation of P(E), the expectedness of 
the evidence. In fact, Salmon judges this problem to be insoluble. He 
therefore advocates a modified version of the Bayesian approach, employ­
ing an algorithm for theory preference that does not require us to calculate 
P(E). This places a significant limitation on the scope of Salmon's analysis, 
for his algorithm permits the comparison of rival theories only when the 
evidence for each is the same.

Clark Glymour attacks Bayesianism on several fronts. He points out 
that the foundations of Bayesianism—the appeal to betting behavior, the 
Dutch book arguments, and the convergence theorem—promise more
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than they can deliver and are less than fully secure. Many Bayesians admit 
as much but contend that the real strength of Bavesianism lies in its ability' 
to explicate methodological principles such as our preference for relevant 
evidence and simple theories. Glymour doubts this. Me examines several 
different Bayesian analyses of simplicity and finds each of them inade­
quate. With regard to our preference for evidence that is relevant to a 
hypothesis (and not merely a logical consequence of it), Glymour con­
cedes that Bayesians can make their theory fit our intuitions by appropri­
ately assigning values to prior probabilities But, he complains, this kind 
of gerrymandering yields no insight into why some pieces of evidence (and 
not others) are confirmationally relevant to some parts of a theory (and 
not to others). At best, the Bayesian account of these matters is superficial.

A particularly difficult problem for the Bayesian account is the prob­
lem of old evidence Scientific theories are often regarded as confirmed 
when they can explain some phenomenon or law that is already well 
known and accepted. But if the evidence, E, is old in this sense, then 
it would seem that its probability should be 1. Unfortunately, making 
P(E) = 1 in Baves’s equation would prevent E from affecting the proba­
bility of any theory, T, that explains it. Thus, old evidence should not be 
able to confirm T.

Not everyone agrees that assigning old evidence a probability' of 1 and 
thus denying it any power to confirm theories is a mistake. (See, for ex­
ample, the discussion of predictionism in the sections of the commentary 
on chapter 4 devoted to Hempel, Snyder, and Achinstein.) But most Bay­
esians have tried to solve the problem by arguing either that old evidence 
should not be given a probability of 1 simply because it is already known 
or that we should adopt a new criterion of confirmation. Glymour dis­
cusses two versions of the first strategy, which we have labeled the present 
proposal and the historical proposal. Glymour criticizes both. The present 
proposal advocates that we calculate P(E) by trying to imagine what prob­
ability we would assign to E  were E (and whatever entails it) to be deleted 
from our background knowledge. As Glymour explains, this operation of 
“deletion” is not easy to perform. It can also lead to violations of the 
probability axioms if we try to calculate P(E) using the total probability 
rule to sum over all the hypotheses that can explain E. The historical 
proposal avoids this problem by taking as the value of P(E) whatever the 
degree of belief in E  was (or would have been) before it was discovered. 
This proposal, too, runs into difficulties, such as the problem of choosing 
the “ right” historical period.

The second strategy, to which Glymour himself inclines, takes a dif­
ferent tack. It suggests that the old evidence itself is not what confirms the 
theory. Rather, it is the discovery that the theory can explain the evidence 
(by entailing it) that provides the confirmation. Since scientists are not 
logically ominscient, they can genuinely discover that some theory T en­
tails evidence E. Despite its ingenuity, Glymour criticizes this proposal,
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like much else in the Bayesian system, for not getting to the epistemolog­
ical heart of the matter. As he emphasizes, there is more to the confir- 
mational relevance of E to T than the mere logical derivability of E 
from T.

Paul Horwich undertakes to defend Bayesianism against critics such 
as Glymour by arguing for its value as a philosophical theory that can 
solve conceptual problems Horwich gives two illustrations of the power 
of what he calls “therapeutic Bayesianism” : the resolution of the raven 
paradox and the explanation of why it is desirable to seek diversity in 
evidence.

The raven paradox follows from seemingly plausible principles of con­
firmation. Apparently, the observation of a nonblack thing that is not a 
raven should confirm the hypothesis that all ravens are black. Carl Hem- 
pel, who first drew attention to this result, regarded it as correct: the ob­
servation of a white shoe does confirm that all ravens are black, but only 
to a very small degree Because the degree of confirmation is so verv small, 
we have a psychological tendency to mistake it for no confirmation at all. 
Horwich attempts to vindicate Hempel’s position by giving a simple Bayes­
ian analysis incorporating assumptions about the relative size of the class 
of ravens as compared with the (very much larger) class of things that are 
not black.

Horwich uses a curve-fitting diagram to illustrate his Bayesian expla­
nation of why diverse evidence confirms a hypothesis more strongly than 
does narrow evidence. The gist of his argument is that diverse evidence 
confirms more effectively because it eliminates a greater number of the 
simple hypotheses A crucial premise in this argument is that simple hy­
potheses have higher prior probabilities. As we learned in chapters 4 and 
5, it is very' difficult to connect simplicity with truth or the probability of 
truth But if Horwich’s Bayesian argument is to have any power to con­
vince non-Bayesians, the prior probabilities to which it appeals must be 
more than mere expressions of subjective preference.

In the remaining two sections of his paper, Horwich responds to some 
criticisms of the foundations of Bayesianism and concludes by attacking 
what he calls “ misplaced scientism” (618)—the error of imposing on a 
philosophical theory the same standards of quantitative rigor that we de­
mand of theories in science. Horwich recognizes these standard* rea­
sonable in science and even within some branches of the philosophy of 
science, where the aim is to give an accurate, comprehensive description 
of some domain of phenomena. But when we are dealing with a philo­
sophical theory, the primary function of which is to solve conceptual prob­
lems, Horwich regards these standards as inappropriate. Thus, he rejects 
as unwarranted some of the complaints made against Bayesianism, such 
as the difficulty of measuring precise degrees of belief or specifying a well- 
defined confirmation function. For many of the applications of the Bay-
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esian theory in philosophy, Horwich judges this lack of completeness and 
rigor to be irrelevant.

■ | Notes
1. An a r g u m e n t  for p r e f e r r in g  the  d i f f e r en ce  ana ly s i s  o f  d e g r e e  o f  c o n f i r m a t io n  is 
g iven  in foo tno te  9 ,  b e lo w .

2 A s m a l l  c o m p l i c a t i o n ,  s in c e  p ro b ab i l i t i e s  c a n n o t  e x c e e d  o n e ,  the  a r e a  o f  e a c h  
c i r c l e  m u s t  b e  d iv id e d  by  the  a re a  o f  the  r e c t a n g le  tha t  en c lo s e s  a l l  th e  c i r c l e s .  
W h e n  th e r e  a r e  jus t  two c i r c l e s ,  A  a n d  B, as in f igu re  2, the  e n c lo s in g  r e c t a n g l e  
represents  th e  p ro p o s i t io n  (A V Bv ~A v —B) S in c e  this is a n e ce s s a rv  t ru th ,  its 
p ro b ab i l i t y  is o n e  a n d  so, too, is its a r e a ,  w h e n  expressed  in  s u i t a b le  u n i t s

3 H e re  is a s i m p l e  i l lu s t r a t io n  T h e r e  are  o n e  h u n d r e d  p a s sen ge rs  on  a c r u i s e  
sh ip  o f  w h o m  fort)' sp e ak  F r e n c h  (an d  no  E n g l i sh )  a n d  ten sp eak  S w e d i s h  ( a n d  
no E n g l i sh ) ,  a l l  th e  rest sp eak  o n ly  E ng l i sh .  E xac t ly  two p a s sen ge r s ,  I n g m a r  a n d  
C h a n t a l ,  s p e a k  both  F r e n c h  a n d  S w e d i s h  W h a t  is the  p ro b a b i l i t y  th a t  a  r a n d o m l y  
se le c ted  p a s s e n g e r  sp eak s  e i t h e r  F r e n c h  or  S w e d i s h ?  If w e  s im p ly  a d d  P (F )  a n d  
P(S) to ge t  0  5, t h e n  w e  w i l l  h av e  c o u n te d  I n g m a r  a n d  C h a n t a l  tw ice ,  s i n c e  t h e y  
b e lo n g  to bo th  g r o u p s  T h e r e fo r e ,  w e  m u s t  su b t rac t  0 .0 2  to ge t  the  c o r r e c t  a n s w e r  
of 0 .4 8  A l t e r n a t i v e l y ,  w e  c o u ld  c a l c u l a t e  f rom  th e  in fo rm a t io n  g iv e n  th a t  th e  
n u m b e r  o f  p a s s e n g e r s  w h o  sp e a k  E n g l i sh  is fifty-two (no t  fifty!) a n d  h e n c e  th a t  
forty-e ight o u t  o f  a h u n d r e d  is th e  f rac t ion  o f  p a s sen ge rs  w h o  sp eak  e i t h e r  F r e n c h  
or S w e d i s h .

4. In some treatments of probability', the definition of P(A/B) is regarded as a 
fourth axiom. See, for example, footnote 1 of Horwich’s article.
5. Thus when someone refers to P(E/H) as the likelihood of evidence E on hy­
pothesis H, he is using the term likelihood informally, as a synonym for probability. 
Strictly speaking, P(E/H) should be referred to as the likelihood of H, or the 
likelihood of H  on E.
6. We leave to one side Richard Jeffrey’s generalization of the Bayesian rule of 
conditionalization (discussed in Glymour’s article), which handles cases in which 
the evidence, E, is not 100 percent certain given the observations on which it is 
based.
7. Paul Teller, “Conditionalization and Observation,” Synthese 26 (1973): 218- 
58 Teller attributes the diachronic Dutch book argument to David Lewis.
8 Wesley C. Salmon, “The Appraisal of Theories: Kuhn Meets Bayes,” in PSA  
1990, vol. 2 (East Lansing, Mich.: Philosophy of Science Association), 325. Evi­
dently, Salmon did not read very far, since Kuhn first casts doubt on the traditional 
distinction between the two contexts on pages 8-9 of his book.
9. According to the other version, the degree of confirmation depends on the 
ratio of the two probabilities. But for deterministic theories, this version entails 
that theories such as T and (T&J) are confirmed to the same degree by E , 
since in both cases, P(T/E& B) divided by P(T/B), and P(T& 1/E& B) divided by
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P(T& I/B), is simply the reciprocal of P(E/B). This is a compelling reason for 
Bayesians to prefer the difference analysis of degree of confirmation.

10 See Jon Dorling, “Bayesian Personalism, the Methodology of Scientific Re­
search Programmes, and Duhem’s Problem,” Studies m History and Philosophy of 
Science 10 (1979): 177-87.

11. Wesley C. Salmon, The Foundations o f Scientific Inference (Pittsburgh, Pa : 
University of Pittsburgh Press, 1967).

12 For these and other criticisms of the attempt by Reichenbach and Salmon to 
interpret prior probabilities as frequencies, see Mary B. Hesse, The Structure of 
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6 I
Models of 
Explanation

I n t r o d u c t i o n

It is taken for granted in modem science that one of the main functions 
of scientific theories is to explain. W hat gets explained can vary w idely 
from particular events and facts (e.g., why did the space shuttle C h a llen g er  
explode? what caused the extinction of the dinosaurs? why do the equi­
noxes precess?) to em pirical laws and theories (e.g., why do planets obey 
Kepler’s second law? why do liquids m aintain a constant temperature as 
they boil7 why do elem ents from column 1 of the periodic table combine 
so vigorously with elem ents from colum n 17). Laws and theories can be 
used to explain events and facts; higher-level laws and theories can be 
used to explain lower-level laws; and some theories can be used to explain 
others. In this chapter the main focus is on the explanation of particular 
events and facts. The explanation of laws and theories is addressed sepa­
rately in chapter 8, on reduction.

Customarily, the thing that gets explained (or a sentence describing 
it) is called the e x p la n a n d u m . (In Latin exp la n a n du m  means sim ply “the 
thing to be explained.”) The thing that does the explaining is called tile 
exp la n a n s  (again, a Latin word m eaning "that which explains”). There is 
a simple way to remember these terms; the explanans provides the answer 
to the question—the urn?—raised in the explanandum. Typically, in offer­
ing a model of explanation, a philosopher of science will tell us what 
conditions a group of sentences must satisfy in order to be an explanans 
and how they must be related to the explanandum in order to constitute 
a genuine explanation.

W ithout doubt, the most influential c laim  about explanation in the 
twentieth century has been the covering law thesis of Carl Hempel, ac­
cording to w’hich genuine explanations are arguments that must contain 
empirical laws. Hempel’s two principal covering law models o f explana-
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t io n , d e f e n d e d  a n d  a t t a c k e d  in  th i s  c h a p te r ’s  r e a d in g s ,  a r e  th e  d e d u c t iv e -  
n o m o lo g ic a l  (D -N ) m o d e l  a n d  th e  in d u c t iv e - s ta t is t ic a l  (1 -S ) m o d e l .1

I n  " T h e  V a lu e  o f  L a w s : E x p la n a t io n  a n d  P r e d ic t io n ,” R u d o l f  C a r n a p  
sh e d s  l i g h t  o n  th e  m o t iv a t io n  fo r H e m p e l ’s  c o v e r in g  l a w  th e s is .  H e  r e la te s  
c o n v e r s a t io n s  th a t  to o k  p la c e  in  th e  e a r l y  1 9 3 0 s  a m o n g  m e m b e r s  o f  th e  
V ie n n a  C i r c l e  w h o  w e r e  d is s a t is f ie d  w ith  th e  e n t e le c h y  th e o r y  a d v o c a te d  
b y  th e  G e r m a n  b io lo g is t ,  H a n s  D r ie s c h .  C a r n a p  a n d  h is  c o l l e a g u e s  d ia g ­
n o s e d  th e  m a in  f la w  in  D r ie s c h ’s t h e o r y  to  b e  its  f a i lu r e  to  p r o v id e  te s ta b le  
la w s , w i th o u t  w h ic h  D r ie s c h ’s  t h e o r y  c o u ld  n o t  r e a l ly  e x p la in  a n y th in g .  
S u b s e q u e n t ly ,  H e m p e l  in c lu d e d  th i s  r e q u ir e m e n t  a s  a c e n t r a l  c o n d it io n  
o f  h is  tw o  m o d e ls  o f  e x p la n a t io n ,  d e s c r ib e d  in  " T w o  B a s ic  T y p e s  o f  S c i ­
e n t if ic  E x p la n a t io n .”

A c c o r d in g  to  H e m p e l ’s D -N  m o d e l,  a n  im p o r ta n t  c la s s  o f  s c ie n t if ic  
e x p la n a t io n s  a r e  d e d u c t iv e ly  v a l id  a rg u m e n ts ,  w ith  a  s t a te m e n t  of a t  l e a s t  
o n e  l a w  a m o n g  th e  p r e m is e s  a n d  a  d e s c r ip t io n  of th e  e v e n t  to  b e  e x p la in e d  
in  th e  c o n c lu s io n .  If, in s t e a d  o f  e x p la in in g  a n  e v e n t , w e .h a d  p r e d ic te d  it, 
th e  a r g u m e n t  in v o lv e d  w o u ld  h a v e  b e e n  v e ry  s im il a r .  T h i s  fo rm a l s im i ­
la r i t y  b e tw e e n  D-N e x p la n a t io n s  a n d  p r e d ic t io n s  l e a d s  H e m p e l  to  esp o u se  
th e  d o c t r in e  d isc u s s e d  in  " T h e  T h e s is  o f  S t r u c tu r a l  I d e n t it y ,”  th a t  a l l  a d ­
e q u a t e  e x p la n a t io n s  a r e  p o t e n t ia l ly  p r e d ic t io n s  a n d  a l l  a d e q u a t e  p r e d ic ­
t io n s  a r e  p o t e n t ia l ly  e x p la n a t io n s .  C r i t i c s  of th e  D-N m o d e l  h a v e  a t t a c k e d  
b o th  p a r ts  o f  th is  th e s is ,  a n d  H e m p e l  r e sp o n d s  to  th e s e  c r i t i c i s m s — re fe r r e d  
to ,  c o l l e c t iv e ly ,  a s  t h e  sy m m e try  o b jection —in  h i s  a r t ic le .

.A lth o u g h  H e m p e l  p ro p o se d  t h e  D -N  m o d e l  in  1 9 4 8 , i t  w a s  n o t  u n t i l  
1 9 6 2  t h a t  h e  c o n s id e r e d  in  d e t a i l  th o s e  s c ie n t if i c  e x p la n a t io n s  th a t  u s e  
s t a t is t ic a l  l a w s  to  e x p la in  p a r t ic u la r  e v e n ts . In  " I n d u c t iv e - S ta t is t ic a l  E x p la ­
n a t io n .”  H e m p e l  se t s  o u t  h is  1-S m o d e l  o f  th e s e  e x p la n a t io n s -  H e m p e l  
c o n s t r u e s  t h e m  a s  in d u c t iv e  a r g u m e n t s  in  w h ic h  th e  e x p la n a n s  d o e s  n o t  
e n t a i l  t h e  e x p la n a n d u m  b u t  e s t a b l is h e s  i t  w ith  r e a s o n a b ly  h ig h  p r o b a b i li t y .  
F r o m  t h e  o u ts e t ,  H e m p e l  r e a l iz e d  t h a t  1-S e x p la n a t io n s  l a c e  a  p r o b le m  
t h a t  d o e s  n o t  a r is e  fo r  D -N  e x p la n a t io n s ,  n a m e ly  t h e  p r o b le m  o f  a m b ig u it y :  
s e v e r a l  s t a t is t ic a l  la w s  m ig h t  b e  u s e d  to  e x p la in  s o m e  p a r t ic u la r  e v e n t  w ith  
e a c h  o f  th e s e  l a w s  a s s ig n in g  a  d if f e r e n t  p ro b a b i l i t y  to  th e  e v e n t  i n  q u e s t io n .  
P a r t i c u la r ly  d is t u r b in g ,  i n  H e m p e l 's  v ie w , is  t h e  p o s s ib i l i t y  t h a t  w e  c o u ld  
h a v e  e x p la in e d  th e  o u t c o m e  r e g a rd le s s  o f  w h e th e r  o r  n o t th e  e v e n t  a c t u a l ly  
o c c u r r e d .  H e m p e l 's  p r o p o s e d  s o lu t io n  to  th e  p r o b le m  o f  a m b ig u i t y  fo r 
s ta t is t ic a l  e x p la n a t io n s  is  h is  r e q u ir e m e n t  o f  m a x im a l  s p e c if ic i t y .  B u t  th is  
r e q u ir e m e n t  l e a d s  H e m p e l  to  a r g u e  th a t ,  u n l ik e  D -N  e x p la n a t io n s ,  1-S 
e x p la n a t io n s  a r e ,  b y  t h e i r  v e ry  n a t u r e ,  r e la t iv e  to  t ir e  s t a te  o f  s c i e n t if i c  
k n o w le d g e  a t  a  p a r t ic u la r  t im e .

T h e r e  h a v e  b e e n  m a n y  s e a r c h in g  c r it ic is m s  o f  H e m p e l 's  tw o  m o d e ls  
o f  e x p la n a t io n .  I n  " A r g u m e n ts ,  L a w s , a n d  E x p la n a t io n ,”  D a v id -H i l le l  
R u b e n  f o c u se s  o n  a n  im p o r ta n t  g r o u p  o f  c r it i c i s m s  t h a t  g o  u n d e r  th e  
h e a d in g  o f  t h e  irrelevance objection. R u b e n  c h a r g e s  th a t  H e m p e l ’s  m o d e ls  
a r e  f la w e d  b e c a u s e  t h e y  c a n  b e  s a t is f ie d  b y  a r g u m e n t s  w ith  p r e m is e s  th a t
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a r e  e x p la n a t o r i l y  i r r e l e v a n t  to  t h e i r  c o n c lu s io n s .  U s u a l ly ,  th i s  i r r e l e v a n c e  
a r is e s  b e c a u s e  th e  p r e m is e s  { a iT t 9 ïd é h t i f y  t h e  c a u s e  o f  t h e  e x p la n a n d u m .*  
R u b e n  d is c u s s e s  w a y s  o f  t r y in g  to  m e e t  t h e  i r r e l e v a n c e  o b je c t io n  b y  im ­
p o s in g  th e  r e q u ir e m e n t — r e f e r r e d  to  a s  t h e  c a u s a l  c o n d i t io n — th a t  t h e  ex ­
p l a n a n ;  h a s  to  m e n t io n  t h e  c a i i s e  o f  t h e  e x p la n a n d u m .  H e  e n d s  u p  
e s p o u s in g  th e  s in g le - s t a t e m e n t  v ie w  o f  e x p la n a t io n ,  w h i c h ,  c o n t r a r y  to  
H c m p e l ’s  c o v e r in g  l a w  th e s i s ,  d e n ie s  t h a t  e x p la n a t io n s  a r e  a r g u m e n t s  o r 
th a t  t h e y  h a v e  to  i n v o lv e  la w s .

L ik e  D a v id - H i l le l  R u b e n ,  P e t e r  R a il t o n  a ls o  r e p u d ia t e s  s e v e r a l  o f  
th e  m a in  f e a tu r e s  o f  H e m p e l ’s  c o v e r in g  l a w  m o d e ls .  I n  “A  D e d u c t iv e -  
N o m o lo g ic a l  M o d e l  o f  P r o b a b i l i s t ic  E x p la n a t io n ,”  R a i l t o n  r e je c t s  H e m -  
p e l 's  c o n t e n t io n  t h a t  p r o b a b i l i s t i c  e x p la n a t io n s  a r e  a r g u m e n t s ,  a lo n g  w i th  
H e m p e i ’s  h ig h - p r o b a b i l i t y  a n d  m a x im a l  s p e c if i c i t y  r e q u ir e m e n t s .  R a i l t o n ’s 
o w n  m o d e l  o f  e x p la n a t io n — th e  d e d u c t iv e - n o m o lo g ic a l  m o d e l  o f  h i s  t i t l e  
— h a s  a s  its  c e n t r a l  f e a tu r e  d i e  s p e c if i c a t io n  o f  th e  m e c h a n is m  d r a t  b r in g s  
a b o u t  t h e  e v e n t  to  b e  e x p la in e d .  T h e  v i r t u e s  o f  th is  a c c o u n t ,  a c c o r d in g  to  
R a il t o n ,  a r e  t h a t  i t  p e r m it s  t h e  e x p la n a t io n  o f  im p r o b a b le  e v e n t s  a n d  m a k e s  
Statistical e x p la n a t io n s  e n t i r e l y  o b je c t iv e .

■  | N o t e s

1. H e m p e l c la im s  th a t h is  m o d e ls  ex p lic a te  th e  co n c ep t o f  ex p la n a t io n  no t o n lv  
in  th e  p h vs ica l s c ien c e s  an d  b io lo g y , b u t a lso  in  d ie  so c ia l s c ien c e s  a n d  h isto ry . 
T h e  ex ten s io n  o f H e m p e l’s a c c o u n t to  th e  ex p lan at io n  o f  h u m a n  ac tio n  a n d  be­
h av io r  is co n tro vers ia l an d  f a lls  o u ts id e  o f  th e  sco p e  o f  th e  p re se n t v o lu m e . F o r a 
go o d  in tro d u ctio n  to  th e  issue s  in vo lved , s e e  C a r l  G . H e m p e l, " T h e  F u n c t io n  o f 
G e n e ra l L aw s in  H isto ry ,"  Journal o f  Philosophy 3 9  (1 9 4 2 ) : 3 5 - 4 2 ;  r e p r in te d  in  
C a r l G  H e m p e l, A spects o f  Scientific Explanation (N ew  Y ork : F ree  P ress , 196 5 ), 
2 3 1 —43-, C a r l G . H e m p e l, “A sp ects o f  S c ie n t if ic  E x p lan a tio n ,” in  Aspects o f  Sci­
entific Explanation, sec , 6 —10; W il l ia m  H . D ray , Low s and Explanation in  History 
(O xford: O xford U n ive rs ity  P ress, 195 7 ); P a tr ick  G a rd in e r , e d „  Theories o f  H isto ry 
(N ew  Y ork; F ree  Press, 195 9 ); A lan  D o n agan , " T h e  P o p p e r-H em p e l T h e o ry  R e­
co n s id e re d ,"  in  Philosophical Analysis and History, ed . W . H . D ray (N ew  York; 
H arp er a n d  Row , 196 6 ), 127“  59 ; D av id  P a ^ in e a u , F or S c ie n ce  in the Social Sci­
ences (N ew  York; St. M a r t in ’s  Press, 1978); M e r r ile e  H . S a lm o n , "E x p lan at io n  in  
th e  S o c ia l  S c ie n c e s ,” in  Scientific Explanation, ed . P h il ip  K itch er a n d  W e s le y  C . 
S a lm o n , vol. 13 , Minnesota Studies in  the Philosophy o f  Science (M in n ea p o lis : 
U n iv e rs ity  o f M in n e so ta  Press, 19 8 9 ), 3 8 4 —4 0 9 .

2 . T o  avo id  c irc u m lo c u t io n , w e  fo llo w  H e m p e l in  u s in g  th e  te rm  explanandum 
to  re fer to  e ith e r  th e  cv en t-to -b c-exp la in ed  o r a  's en te n ce  d e s c r ib in g  th a t even t.
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The Value o f Laws: 
Explanation and Prediction

In  th e  n in e t e e n th  c e n tu r y ,  c e r t a in  G e r m a n ic  p h y s ic is t s ,  s u c h  a s  G u s t a v  
K ir c h h o f f  a n d  E rn s t  M a c h ,  s a id  t h a t  s c i e n c e  s h o u ld  n o t  a sk  " W h y ? ” b u t 
" H o w ? ” T h e y  m e a n t  t h a t  s c i e n c e  s h o u ld  n o t  lo o k  fo r u n k n o w n  m e ta ­
p h y s ic a l  a g e n t s  th a t  a r e  r e s p o n s ib le  fo r  c e r ta in  e v e n ts , b u t  s h o u ld  o n ly  
d e s c r ib e  s u c h  ev en ts  in  te r m s  o f  la w s .  T h is  p r o h ib i t io n  a g a in s t  a sk in g  
“W h y ? ” m u s t  b e  u n d e r s to o d  in  its  h is t o r ic a l  s e t t in g . T h e  b a c k g r o u n d  w as  
th e  G e r m a n  p h ilo s o p h ic a l  a tm o s p h e r e  o f  th e  t im e ,  w h ic h  w a s  d o m in a t e d  
b y  id e a li s m  in  th e  t r a d it io n  o f  F ic h t e ,  S c h e l l in g ,  a n d  H e g e l.  T h e s e  m e n  
f e lt  th a t  a  d e s c r ip t io n  o f  h o w  t h e  w o r ld  b e h a v e d  w a s  n o t  e n o u g h .  T h e y  
w a n t e d  a  f u l le r  u n d e r s t a n d in g ,  w h i c h  t h e y  b e l ie v e d  c o u ld  b e  o b t a in e d  o n ly  
b y  f in d in g  m e t a p h y s ic a l  c a u s e s  t h a t  w e r e  b e h in d  p h e n o m e n a  a n d  n o t  a c ­
c e s s ib le  to  s c ie n t i f i c  m e th o d .  P h y s ic is t s  r e a c te d  to  th i s  p o in t  o f  v ie w  b y  
s a y in g :  " L e a v e  u s  a lo n e  w ith  y o u r  w h y -q u e s t io n s . T h e r e  is  n o  a n s w e r  
b e y o n d  th a t  g iv e n  b y  th e  e m p ir i c a l  l a w s .”  T h e y  o b je c t e d  to  w h y -q u e s t io n s  
b e c a u s e  th e y  w e r e  u s u a l l y  m e t a p h y s ic a l  q u e s t io n s .

T o d a y  t h e  p h ilo s o p h ic a l  a tm o s p h e r e  h a s  c h a n g e d .  In  C e r m a n y  th e re  
a r e  a  fe w  p h i lo s o p h e r s  s t i l l  w o r k in g  in  t h e  id e a l i s t  t r a d it io n ,  b u t  in  E n g la n d  
a n d  th e  U n it e d  S ta te s  i t  h a s  p r a c t i c a l l y  d is a p p e a r e d .  A s  a  r e su l t ,  w e  a r e  n o  
lo n g e r  w o r r ie d  b y  w h y - q u e s t io n s .  W e  d o  n o t  h a v e  to  s a y ,  “ D o n ’t  a s k  w h y ” , 
b e c a u s e  n o w , w h e n  s o m e o n e  a sk s  w h y ,  w e  a s s u m e  t h a t  h e  m e a n s  i t  in  a  
s c ie n t if ic ,  n o n m e ta p h y s ic a l  s e n s e .  H e  is  s im p ly  a s k in g  u s  to  e x p la in  so m e­
th in g  b y  p l a c in g  it in  a  f r a m e w o r k  o f  e m p ir i c a l  la w s .

W h e n  I w a s  y o u n g  a n d  p a r t  o f  th e  V ie n n a  C i r c l e ,  s o m e  o f  m y  e a r l y  
p u b l ic a t io n s  w e r e  w r i t t e n  a s  a  r e a c t io n  to  th e  p h ilo s o p h ic a l  c l im a t e  o f

P ro m  R udo lf C a rn ap , Philosophical Foundations o f  Physics, ed . M a rtin  G ard n er 
(N ew Y o ik : B a s ic  Books, 196 6 ), 12—16. T h is  le a d in g  in co rp o rates  co rrec t io n s m a d e  
b y  th e  ed ito r, M artin  G ard n er , w h en  C a rn a p ’s  book w as rep rin ted  in  1995 by 
D over P u b lica tio n s, In c ., u n d e r  th e  t id e . A n  Introduction to the Philosophy o f
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G e r m a n  id e a l i s m . A s  a  c o n s e q u e n c e ,  th e s e  p u b l ic a t io n s  a n d  th o se  b y  o th ­
e r s  in  t h e  V ie n n a  C i r c l e  w e r e  f i l l e d  w ith  p r o h ib i to r y  s t a t e m e n t s  s im il a r  to  
t h e  o n e  1 h a v e  iu s t  d is c u s s e d .  T h e s e  p r o h ib i t io n s  m u s t  b e  u n d e r s t o o d  in  
r e f e r e n c e  to  th e  h i s t o r ic a l  s it u a t io n  in  w h ic h  w e  f o u n d  o u r s e lv e s .  T o d a y ,  
e s p e c i a l l y  i n  t h e  U n it e d  S t a t e s ,  w e  s e ld o m  m a k e  s u c h  p r o h ib i t io n s .  T h e  
k in d  o f  o p p o n e n ts  w e  h a v e  h e r e  a r e  o f  a  d if f e r e n t  n a t u r e ,  a n d  th e  n a t u r e  
o f  o n e ’s  o p p o n e n ts  o f te n  d e t e r m in e s  th e  w a y  in  w h ic h  o n e 's  v ie w s  a r e  
e x p r e s s e d .

W h e n  w e  s a y  th a t ,  fo r  t h e  e x p la n a t io n  o f  a  g iv e n  f a c t ,  t h e  u s e  o f  a  
s c i e n t i f i c  l a w  is  in d is p e n s a b le ,  w h a t  w e  w is h  to  e x c lu d e  e s p e c i a l l y  i s  t h e  
v ie w  t h a t  m e t a p h y s ic a l  a g e n t s  m u s t  b e  fo u n d  b e fo re  a  f a c t  c a n  b e  a d e -  
q u a t e l y  e x p la in e d  I n  p r e s c ie n t i f ic  a g e s ,  t h i s  w a s , o f  c o u r s e ,  t h e  k in d  o f  
e x p la n a t io n  u s u a l l y  g iv e n .  A t  o n e  t im e ,  t h e  w o r ld  w a s  t h o u g h t  to  b e  in* 
h a b i t e d  b y  s p ir i t s  o r  d e m o n s  w h o  a r e  n o t  d i r e c t ly  o b s e r v a b le  b u t  w h o  act 
t o  c a u s e  t h e  r a in  to  f a l l ,  t h e  r iv e r  to  f lo w , th e  l i g h t n in g  to  f la s h .  In  w h a t e v e r  
o n e  s a w  h a p p e n in g ,  t h e r e  w a s  s o m e th in g — o r , r a th e r ,  s o m e b o d y —r e s p o n ­
s ib l e  fo r  th e  e v e n t -  T h i s  i s  p s y c h o lo g ic a l ly  u n d e r s t a n d a b le .  I f  a  m a n  d o e s  
s o m e t h in g  to  m e  t h a t  I d o  n o t  l i k e ,  i t  i s  n a t u r a l  fo r  m e  to  m a k e  h im  
r e s p o n s ib le  fo r  i t  a n d  to  g e t  a n g r y  a n d  h i t  b a c k  a t  h im .  I f  a  c lo u d  p o u r s  
w a t e r  oveT  m e ,  I c a n n o t  h i t  b a c k  a t  t h e  c lo u d ,  b u t  I c a n  f in d  a n  o u t l e t  fo r 
m y  a n g e r  i f  I m a k e  t h e  c lo u d ,  o r  s o m e  in v is ib le  d e m o n  b e h in d  th e  c lo u d ,  
r e s p o n s ib le  fo r t h e  r a in f a l l .  I c a n  s h o u t  c u r s e s  a t  th is  d e m o n ,  s h a k e  m y  
f is t a t  h im .  M y  a n g e r  is  r e l i e v e d .  I f e e l  b e t t e r .  I t  i s  e a s y  to  u n d e r s t a n d  h o w  
m e m b e r s  o f  p r e s c ie n t i f ic  s o c ie t ie s  fo u n d  p s y c h o lo g ic a l  s a t is f a c t io n  in  im a g ­
i n in g  a g e n t s  b e h in d  th e  p h e n o m e n a  o f  n a t u r e .

In  t im e ,  a s  w e  k n o w , s o c ie t ie s  a b a n d o n e d  th e ir  m y th o lo g ie s ,  b u t  s o m e ­
t im e s  s c ie n t is t s  r e p l a c e  th e  s p ir i t s  w ith  a g e n t s  th a t  a r e  r e a l l y  n o t  m u c h  
d if f e r e n t .  T h e  G e r m a n  p h ilo s o p h e r  H a n s  D r ie s c h ,  w h o  d ie d  in  1 9 4 1 , 
w r o te  m a n y  b o o k s  o n  th e  p h ilo s o p h y  o f  s c ie n c e .  H e  w a s  o r i g in a l l y  a  p r o m ­
in e n t  b io lo g is t ,  f a m e d  fo r h is  w o rk  o n  c e r t a in  o r g a n is m ic  r e sp o n se s , in ­
c l u d in g  r e g e n e r a t io n  in  s e a  u r c h in s .  H e  c u t  o f f  p a r ts  o f  t h e ir  b o d ie s  a n d  
o b s e r v e d  in  w h ic h  s ta g e s  o f  t h e ir  g r o w th  a n d  u n d e r  w h a t  c o n d it io n s  th e y  
w e r e  a b l e  to  g r o w  n e w  p a r ts .  H is  s c ie n t i f i c  w o rk  w a s  im p o r ta n t  a n d  e x ­
c e l l e n t .  B u t  D r ie s c h  w a s  a ls o  in te r e s te d  in  p h i lo s o p h ic a l  q u e s t io n s ,  e s p e ­
c i a l l y  t h o s e  d e a l in g  w ith  th e  f o u n d a t io n s  o f  b io lo g y ,  so  e v e n tu a l ly  h e  
b e c a m e  a  p ro fe s so r  o f  p h ilo s o p h y .  I n  p h ilo s o p h y  a ls o  h e  d id  s o m e  e x c e l ­
l e n t  w o r k ,  b u t  t h e r e  w a s  o n e  a s p e c t  o f  h is  p h ilo s o p h y  t h a t  I a n d  m y  f r ie n d s  
in  th e  V i e n n a  C i r c l e  d id  n o t  r e g a r d  so  h ig h ly .  I t  w a s  h i s  w a y  o f  explain in g  
s u c h  b io lo g ic a l  p r o c e s s e s  a s  r e g e n e r a t io n  a n d  r e p r o d u c t io n .

A t t h e  t im e  D r ie s c h  d id  h i s  b io lo g ic a l  w o rk , i t  w a s  th o u g h t  th a t  m a n y  
c h a r a c t e r is t i c s  o f  l i v i n g  th in g s  c o u ld  n o t  b e  fo u n d  e l s e w h e r e .  (T o d a y  i t  is 
s e e n  m o r e  c l e a r l y  th a t  t h e r e  is  a  c o n t in u u m  c o n n e c t in g  th e  o r g a n ic  a n d  
in o r g a n ic  w o r ld s . )  H e  w a n t e d  to  e x p la in  t h e s e  u n iq u e  o r g a n is m ic  f e a tu r e s ,  
so  h e  p o s tu la te d  w h a t  h e  c a l l e d  a n  “ e n t e l e c h y ” . T h i s  t e r m  h a d  b e e n  in ­
t r o d u c e d  b y  A r is to t le ,  w h o  h a d  h is  o w n  m e a n in g  fo r i t ,  b u t  w e  n e e d  n o t
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68c 1 C h . 6 Mi E x pla n a t io n

discuss that meaning here. Driesch said, in effect: “The entelechy is a 
certain specific force that causes living things to behave in the way they 
do. But you must not think of it as a physical force such as gravity or 
magnetism. Oh, no, nothing like that.”

The entelechies of organisms, Driesch maintained, are of various 
kinds, depending on the organism’s stage of evolution. In primitive, single- 
celled organisms, the entelechy is rather simple. As w e go up the evolu­
tionary scale, through plants, lo w er animals, higher animals, and finally 
to man, the entelechy becomes m ore and more complex. This is revealed 
by the greater degree to which phenomena are integrated in the higher 
forms of life. What we call the “mind” of a human body is actually nothing 
more than a portion of the person’s entelechy, The entelechy is much 
more than the mind, or, at least, more than the conscious mind, because 
it is responsible for everything that every cell in the body does. If I cut 
mv finger, the cells of the finger form new tissue and bring substances to 
the cut to kill incoming bacteria. These events are not consciously directed 
by the mind, They occur in the finger of a one-month-old baby, who has 
never heard of the laws of physiology. All this, Driesch insisted, is due to 
the organism’s entelechy, o f which mind is one manifestation, in addition, 
then, to scientific explanation, Driesch had an elaborate theory of entel­
echy, which he offered as a philosophical explanation o f such scientifically 
unexplained phenomena as the regeneration of parts of sea urchins.

Is this an explanation? I and my friends had some discussions with 
Driesch about i t  I remember one at the International Congress for Phi­
losophy, at Prague, in 1954. Hans Reichenbach and I criticized Driesch’s 
theory, while he and others defended it. In our publications we did not 
give much space to this criticism because we admired the work Driesch 
had done in both biology and philosophy. He was quite different from 
most philosophers in Germany in that he really wanted to develop a sci­
entific philosophy. His entelechy theory, however, seemed to us to lack 
something.

What it lacked was this: die insight that you cannot give an expla­
nation without also giving a law.

We said to him: “Your entelechy—we do not know what you mean 1 
by i t  You say it is not a physical fo r» . What is it then?"

"Well”, he would reply (I am paraphrasing his words, o f course), “you 
should not be so narrow-minded. When you ask a physicist for an expla­
nation o f why this nail suddenly moves toward that bar o f iron, he will 
tell you that the bar o f iron is a magnet and that the nail is drawn to it 
by the force of magnetism. No one has ever seen magnetism. You see 
only the movement o f a little nail toward a bar of iron."

We agreed. “Yes, you are right. Nobody has seen magnetism."
‘You see", he continued, “the physicist introduces forces that no one 

can observe—forces like magnetism and electricity—in order to explain
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certain phenomena. I wish to do the same. Physical forces are not ade­
quate to explain certain organic phenomena, so > introduce something 
that is forcelike but is not a physical force because it does not act the way 
physical forces act For instance, it is not spatially located. True, it acts 
on a physical organism, but it acts in respect to the entire organism, not 
just to certain parts of it. Therefore, you cannot say where it is located. 
There is no location. It is not a physical force, but it is just as legitimate 
for me to introduce it as it is for a physicist to introduce the invisible force 
of magnetism.”

Our answer was that a physicist does not explain the movement of 
the nail toward the bar simply by introducing the word “magnetism”. Of 
course, if you ask him why the nail moves, he may answer first by saying 
that it is due to magnetism; but if you press him for a fuller explanation, 
he will give you laws. The laws may not be expressed in quantitative terms, 
like the Maxwell equations that describe magnetic fields; they may be 
simple, qualitative laws with no numbers occurring in them. The physicist 
may say: “All nails containing iron are attracted to the ends o f bars that 
have been magnetized ” He may go on to explain the state o f being mag­
netized by giving other nonquantitative laws. He may tell you that iron 
ore from the town of Magnesia (you may recall that the word "magnetic" 
derives from the Greek town of Magnesia, where iron ore o f this type was 
first found) possesses this property. He may explain that iron bars become 
magnetized if they are stroked a certain way by naturally magnetic ores. 
He may give you other laws about conditions under which certain sub­
stances can become magnetized and laws about phenomena associated 
with magnetism. He may tell you that if  you magnetize a needle and 
suspend it by the middle so that it swings freely, one end will point north. 
If you have another magnetic needle, you can bring the two north-pointing 
ends together and observe that they do not attract but repel each other. 
He may explain that if you heat a magnetized bar o f iron, or hammer it, 
it will lose magnetic strength. All these are qualitative laws that can be 
expressed in the logical form, “if . . . then . . .” The point I wish to 
emphasize here is this: it is not sufficient, for purposes of explanation, 
simply to introduce a new agent by giving it a new ntanae. You must also 
give laws.

Driesch did not give laws. He did not specify how the entelechv of 
an oak tree differs from the entelechy of a goat or giraffe. He did not 
classify his entelechies. He merely classified organisms and said that each 
organism had its own entelechy. He did not formulate laws that state under 
what conditions an entelechy is strengthened or weakened. O f course he 
described all sorts of organic phenomena and gave general rules for such 
phenomena. He said that if you cut a limb from a sea urchin in a certain 
way, the organism will not survive; if you cut it another way, the organ­
ism will survive, but only a fragmentary limb will grow back. Cut in still



a n o t h e r  w a y  a n d  a t  a  c e r t a in  s ta g e  in  d ie  s e a  u r c h in 's  g r o w th , i t  w i l l  r e ­
g e n e r a t e  a  n e w  a n d  c o m p le te  l im b .  T h e s e  s ta te m e n ts  a r e  a l l  p e r f e c t ly  
r e s p e c t a b le  z o o lo g ic a l  la w s .

‘ 'W h a t  d o  y o u  a d d  to  t h e s e  e m p ir i c a l  la w s ” , w e  a s k e d  D r ie s c h ,  " i f  
a f te r  g iv in g  th e m  y o u  p r o c e e d  to  t e l l  u s  t h a t  a l l  th e  p h e n o m e n a  c o v e re d  
b y  th o s e  la w s  a r e  d u e  to  th e  s e a  u r c h in 's  e n t e ie c h y ? ”

W e  b e l ie v e d  t h a t  n o th in g  w a s  a d d e d .  S in c e  th e  n o t io n  o f  a n  e n t e ie c h y  
d o e s  n o t  g iv e  u$ n e w  la w s ,  i t  d o e s  n o t  e x p la in  m o re  th a n  th e  g e n e r a l  la w s  
a l r e a d y  a v a i l a b le .  I t  d o e s  n o t  h e lp  u s  in  th e  le a s t  in  m a k in g  n e w  p r e d ic ­
t io n s . F o r  th e s e  r e a s o n s  w e  c a n n o t  s a y  t h a t  o u r  s c ie n t if ic  k n o w le d g e  h a s  
in c r e a s e d .  T h e  c o n c e p t  o f  e n t e i e c h y  m a y  a t  f ir s t  s e e m  to  a d d  s o m e th in g  
to  o u r  e x p la n a t io n s ;  b u t  w h e n  w e  e x a m in e  i t  m o re  d e e p ly ,  w e  s e e  its 
e m p t in e s s . I t  is  a  p s e u d o e x p la n a t io n .

I t  c a n  b e  a r g u e d  th a t  t h e  c o n c e p t  o f  e n t e ie c h y  is  n o t  u s e le s s  i f  it 
p ro v id e s  b io lo g is ts  w ith  a  n e w  o r ie n ta t io n ,  a  n e w  m e th o d  o f  o r d e r in g  b i ­
o lo g ic a l  law s . O u r  a n s w e r  is  t h a t  i t  w o u ld  in d e e d  b e  u s e f t i l  i f  b y  m e a n s  
o f  i t  w e  c o u ld  f o r m u la te  m o r e  g e n e r a l  l a w s  th a n  c o u ld  b e  fo rm u la te d  
b e fo re . In  p h y s ic s , fo r e x a m p le ,  t h e  c o n c e p t  o f  e n e r g y  p la y e d  s u c h  a  ro le . 
N in e t e e n th - c e n tu r y  p h y s ic is ts  t h e o r iz e d  t h a t  p e r h a p s  c e r t a in  p h e n o m e n a ,  
s u c h  as k in e t ic  a n d  p o te n t ia l  e n e r g y  in  m e c h a n ic s ,  h e a t  ( th i s  w as  b e fo re  
th e  d isc o v e ry  th a t  h e a t  is s im p ly  t h e  k in e t i c  e n e r g y  o f  m o le c u le s ) ,  th e  
e n e rg y  o f  m a g n e t ic  f ie ld s ,  a n d  so  o n ,  m ig h t  b e  m a n if e s ta t io n s  o f  o n e  b a s ic  
k in d  o f  en e rg y '. T h i s  l e d  to  e x p e r im e n ts  s h o w in g  d i a l  m e c h a n ic a l  e n e r g y  
c a n  b e  tra n s fo rm e d  in to  h e a t  a n d  h e a t  in to  m e c h a n ic a l  e n e r g y  b u t  th a t  
th e  a m o u n t  o f  e n e r g y  r e m a in s  c o n s t a n t  T h u s ,  e n e r g y  w a s  a  f r u i t fu l  c o n ­
c e p t  b e c a u s e  i t  l e d  to  m o re  g e n e r a l  la w s , s u c h  a s  th e  l a w  o f  th e  c o n s e r ­
v a t io n  o f  e n e r g y . B u t  D r ie s c h ’s e n t e ie c h y  w a s  n o t  a  f ru i t fu l  c o n c e p t  in  th is  
s e n se . I t d id  n o t  l e a d  to  th e  d is c o v e r y  o f  m o r e  g e n e r a l  b io lo g ic a l  la w s .

In  a d d it io n  to  p r o v id in g  explanations fo r  o b se rv e d  f a c t s ,  t h e  la w s  o f  
s c i e n c e  a ls o  p r o v id e  a  m e a n s  fo r  predicting  n e w  fa c ts  n o t  y e t  o b s e rv e d . 
T h e  lo g ic a l  s c h e m a  in v o lv e d  h e r e  is  e x a c t ly  t h e  s a m e  a s  th e  s c h e m a  u n ­
d e r ly in g  e x p la n a t io n .  . .  . E x p re s se d  s y m b o lic a l ly :

1 <*) (P x  Q x )
2 Pa
3 Q a

F ir s t  w e  h a v e  a  u n iv e r s a l  l a w :  fo r  a n y  o b je c t  x , i f  i t  h a s  th e  p ro p e r t y  
P , t h e n  i t  a ls o  h a s  th e  p ro p e r ty  Q . S e c o n d ,  w e  h a v e  a  s t a t e m e n t  s a y in g  
th a t  o b je c t  a  h a s  th e  p ro p e r ty  P . T h i r d ,  w e  d e d u c e  b y  e l e m e n t a r y  lo g ic  
th a t  o b je c t  a  h a s  th e  p ro p e r ty  Q . T h i s  s c h e m a  u n d e r l ie s  b o th  e x p la n a t io n  
a n d  p r e d ic t io n ;  o n ly  th e  k n o w le d g e  s it u a t io n  is  d i f f e r e n t  In  e x p la n a t io n ,  
(h e  f a c t  Q a  is  a lr e a d y  k n o w n . W e  e x p la in  Q a  b y  s h o w in g  h o w  i t  c a n  b e  
d e d u c e d  f ro m  s t a t e m e n t s  1 a n d  2 . I n  p r e d ic t io n ,  Q a  is  a  f a c t  n ot yet know n. 
W e  h a v e  a  la w , a n d  w e  h a v e  th e  f a c t  P a .  W e  c o n c lu d e  t h a t  Q a  m u s t  a ls o
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b e  a  f a c t ,  e v e n  th o u g h  i t  h a s  n o t  y e t  b e e n  o b s e r v e d .  F o t  e x a m p le ,  I k n o w  
th e  l a w  o f  t h e r m a l  e x p a n s io n .  I a ls o  k n o w  th a t  I h a v e  h e a t e d  a  c e r t a in  
ro d . B y  a p p l y in g  lo g ic  i n  t h e  w a y  s h o w n  i n  th e  s c h e m a ,  I in f e r  t h a t  i f  I 
n o w  m e a s u r e  th e  r o d ,  1 w i l l  f in d  th a t  i t  is  lo n g e r  t h a n  i t  w a s  b e fo re .

In  m o s t  c a s e s ,  th e  u n k n o w n  f a c t  is  a c t u a l ly  a  f u tu r e  e v e n t  (fo r  e x ­
a m p le ,  a n  a s t r o n o m e r  p r e d ic t s  th e  t im e  o f  th e  n e x t  e c l ip s e  o f  th e  s u n k  
th a t  is  w h y  1 u s e  th e  te r m  " p r e d ic t io n ” fo r  th is  s e c o n d  u s e  o f  la w s .  It n e e d  
n o t , h o w e v e r ,  b e  p r e d ic t io n  in  th e  l i t e r a l  s e n s e .  In  m a n y  c a s e s  th e  u n ­
k n o w n  f a c t  is  s im u l t a n e o u s  w ith  th e  k n o w n  f a c t ,  a s  is  th e  c a s e  in  th e  
e x a m p le  o f  t h e  h e a t e d  r o d .  T h e  e x p a n s io n  o f  th e  r o d  o c c u r s  s im u l t a n e ­
o u s ly  w ith  th e  h e a t in g .  I t is  o n ly  o u r  o b s e r v a t io n  o f  th e  e x p a n s io n  th a t  
ta k e s  p la c e  a f te r  o u r  o b s e r v a t io n  o f  th e  h e a t in g .

In  o th e r  c a s e s ,  th e  u n k n o w n  f a c t  m a y  e v e n  b e  in  th e  p a s t .  O n  th e  
b a s is  o f  p s y c h o lo g ic a l  l a w s ,  t o g e th e r  w i th  c e r t a in  f a c t s  d e r iv e d  f r o m  h is ­
to r ic a l  d o c u m e n t s ,  a  h is t o r ia n  in fe r s  c e r t a in  u n k n o w n  fa c ts  o f  h is to r y . A n  
a s t r o n o m e r  m a y  in f e r  t h a t  a n  e c l ip s e  o f  th e  m o o n  m u s t  h a v e  t a k e n  p la c e  
a t  a  c e r t a in  d a t e  in  th e  p a s t .  A  g e o lo g is t  m a y  in feT  fro m  s t r ia t io n s  o n  
b o u ld e r s  t h a t  a t  o n e  t im e  in  th e  p a s t  a  r e g io n  m u s t  h a v e  b e e n  c o v e r e d  b y  
a  g l a c i e r  1 u s e  th e  t e r m  “ p r e d ic t io n "  fo r a l l  th e s e  e x a m p le s  b e c a u s e  in  
e v e r y  c a s e  w e  h a v e  th e  s a m e  lo g ic a l  s c h e m a  a n d  th e  s a m e  k n o w le d g e  
s i t u a t io n — a  k n o w n  f e e t  a n d  a  k n o w n  l a w  fro m  w h ic h  a n  u n k n o w n  f e e t  is  
d e r iv e d .

In  m a n y  c a s e s ,  t h e  l a w  in v o lv e d  m a y  b e  s t a t is t ic a l  r a t h e r  t h a n  u n iv e r ­
s a l .  T h e  p r e d ic t io n  w i l l  t h e n  b e  o n ly  p r o b a b le .  A  m e te o r o lo g is t ,  fo r in ­
s t a n c e ,  d e a ls  w ith  a  m ix t u r e  o f  e x a c t  p h y s ic a l  la w s  a n d  v a r io u s  s ta t is t ic a l  
la w s . H e  c a n n o t  s a y  t h a t  i t  w i l l  r a in  to m o r r o w ; h e  c a n  o n ly  s a y  th a t  r a in  
is v e r y  l ik e ly .

T h i s  u n c e r t a in t y  is  a ls o  c h a r a c t e r is t i c  o f  p r e d ic t io n  a b o u t  h u m a n  b e ­
h a v io r . O n  t h e  b a s is  o f  k n o w in g  c e r t a in  p s y c h o lo g ic a l  la w s  o f  a  s t a t is t ic a l  
n a t u r e  a n d  c e r t a in  fa c ts  a b o u t  a  p e r s o n ,  w e  c a n  p r e d ic t  w ith  v a r y in g  d e ­
g r e e s  o f  p r o b a b i l i t y  h o w  h e  w i l l  b e h a v e .  P e r h a p s  w e  a s k  a  p s y c h o lo g is t  ¡0 
t e l l  u s  w h a t  e f f e c t  a  c e r t a in  e v e n t  w i l l  h a v e  o n  o u r  c h i l d .  H e  r e p l i e s :  “ As 
I s e c  th e  s it u a t io n ,  y o u r  c h i l d  w i l l  p r o b a b ly  r e a c t  in  th i s  w a y .  O f  c o u r s e ,  
t h e  la w s  o f  p s y c h o lo g y  a r e  n o t  v e ry  e x a c t .  I t  i s  a  y o u n g  s c i e n c e ,  a n d  a s  v e t  
w e  k n o w  v e ry  l i t t le  a b o u t  its  la w s . B u t  o n  t h e  b a s is  o f  w h a t  i s  k n o w n . I 
t h in k  i t  a d v is a b le  th a t  y o u  p la n  to  . . .” . A n d  so  h e  g iv e s  u s  a d v ic e  b a s e d  
o n  th e  b e s t  p r e d ic t io n  h e  c a n  m a k e ,  w i th  h i s  p r o b a b i l i s t i c  la w s ,  a b o u t  (h e  
f u tu r e  b e h a v io r  of o u r  c h i ld .

W hen t h e  la w  is u n iv e r s a l ,  th e n  e l e m e n t a r y  d e d u c t iv e  lo g ic  i s  in v o k  ed  
in  i n f e r r in g  u n k n o w n  fa c ts .  I f  th e  l a w  is s t a t is t ic a l ,  w e  m u s t  u s e  a  d i f f e r e n t  
l o g ic — the lo g ic  o f  p r o b a b i l i t y .  T o  give a s im p le  e x a m p le :  a  l a w  s t a t e s  th a t 
9 0  p e r  c e n t  o f  th e  r e s id e n t s  o f  a  c e r t a in  r e g io n  h a v e  b la c k  h a i r .  I k n o w  
th a t  a n  in d iv id u a l  is  a  r e s id e n t  o f  th a t  r e g io n ,  b u t  1 d o  n o t  k n o w  t h e  c o lo r  
o f  h is  h a i r .  1 C an  in fe r , h o w e v e r ,  o n  th e  b a s is  o f  th e  s t a t is t ic a l  l a w ,  th a t  
t h e  p r o b a b i l i t y  h i s  h a i r  i s  b l a c k  is  “Vic.



P r e d ic t io n  i s ,  o f  c o u r s e ,  a s  e s s e n t ia !  to  e v e r y d a y  l i f e  a s  i t  i s  to  s c i e n c e .  
E v e n  t i l e  ro o s t  t r iv ia l  a c t s  w e  p e r fo r m  d u r in g  t h e  d a y  a r e  b a s e d  o n  p r e ­
d ic t io n * .  Y o u  tu r n  a  d o o rk n o b . Y o u  d o  so  b e c a u s e  p a s t  o b s e r v a t io n s  o f  
f a c ts ,  to g e th e r  w ith  u n iv e r s a l  la w s ,  l e a d  y o u  to  b e l i e v e  t h a t  t u r n in g  th e  
k n o b  w i l l  o p e n  th e  d o o r . Y o u  m a y  n o t  b e  c o n s c io u s  o f  d ie  lo g ic a l  s c h e m a  
in v o lv e d — n o  d o u b t  y o u  a r e  t h in k in g  a b o u t  o th e r  th in g s — b u t  a i l  s u c h  
d e l ib e r a t e  a c t io n s  p re s u p p o s e  th e  s c h e m a .  T h e r e  is  a  k n o w le d g e  o f  s p e c if ic  
b e t s ,  a  k n o w le d g e  o f  c e r t a in  o b s e rv e d  r e g u la r i t i e s  t h a t  c a n  b e  e x p re s s e d  
a s  u n iv e r s a l  o r  s t a t is t ic a l  l a w s  a n d  p r o v id e  a  b a s is  fo r  th e  p r e d ic t io n  o f  
u n k n o w n  fa c ts .  P r e d ic t io n  is  in v o lv e d  i n  e v e r y  a c t  o f  h u m a n  b e h a v io r  th a t  
in v o lv e s  d e l ib e r a t e  c h o ic e .  W it h o u t  i t ,  b o th  s c i e n c e  a n d  e v e r y d a y  l if e  
w o u ld  b e  im p o s s ib le .

6$4 I C h . 6 Mod els  of E sfW M iioM



C a r l  G . H e m p e l

Two Basic Types 
o f Scientific Explanation

I | Deductive-Nomological Explanation
In  h i s  b o o k .  H o w  W e  T h in k ,1 J o h n  D e w e y  d e s c r ib e s  a n  o b s e r v a t io n  h e  
m a d e  o n e  d a y  w h e n ,  w a s h in g  d i s h e s ,  h e  to o k  s o m e  g la s s  t u m b le r s  o u t  o f  
th e  h o t  s o a p  s u d s  a n d  p u t  t h e m  u p s id e  d o w n  o n  a  p l a t e :  h e  n o t i c e d  t h a t  
so a p  b u b b le s  e m e r g e d  f r o m  u n d e r  th e  t u m b le r s ’ r im s ,  g r e w  fo r  a  w h i l e ,  
c a m e  to  a  s ta n d s t i l l ,  a n d  f i n a l l y  r e c e d e d  in s id e  t h e  tu m b le r s .  W h y  d id  th is  
h a p p e n ?  T h e  e x p la n a t io n  D e w e y  o u t l in e s  c o m e s  to  th is :  I n  t r a n s f e r r in g  a  
t u m b le r  to  th e  p la t e ,  c o o l  a i r  i s  c a u g h t  in  i t ;  t h i s  a i r  i s  g r a d u a l l y  « ’a r m e d  
b y  th e  g l a s s ,  w h i c h  i n i t i a l l y  h a s  th e  t e m p e r a t u r e  o f  th e  h o t  su d s . T h e  
w a r m in g  o f  t h e  a i r  is  a c c o m p a n i e d  b y  a n  i n c r e a s e  i n  its  p r e s s u r e ,  w h ic h  
in  t u r n  p r o d u c e s  a n  e x p a n s io n  o f  th e  s o a p  f i lm  b e t w e e n  t h e  p la t e  a n d  th e  
r im .  G r a d u a l l y ,  t h e  g l a s s  c o o ls  off, a n d  s o  d o e s  d i e  a i r  in s i d e ,  w ith  th e  
r e s u l t  t h a t  t h e  s o a p  b u b b le s  r e c e d e .

T h i s  e x p la n a t o r y  a c c o u n t  m a y  b e  r e g a r d e d  a s  a n  a r g u m e n t  to  th e  
e f f e c t  t h a t  t h e  e v e n t  to  b e  e x p la in e d  ( l e t  m e  c a l l  i t  d i e  e x p la n a n d u m - e v e n t )  
w a s  to  b e  e x p e c t e d  b y  r e a s o n  o f  c e r t a in  e x p la n a t o r y  f e d s .  T h e s e  m a y  b e  
d iv id e d  in to  tw o  g r o u p s :  ( i )  p a r t ic u la r  foo ts a n d  ( i i )  u n i f o r m i t ie s  e x p re s s e d  
b y  g e n e r a l  la w s .  T h e  f ir s t g r o u p  in c lu d e s  fo o ts  s u c h  a s  t h e s e :  t h e  tu m b le r s  
h a d  b ee r}  im m e r s e d —fo r  s e m e - t im e ,  i n  s o a p  s u d s .o f  a - t e m p e r a tu r e  c o n s id ­
e r a b ly  h i g h e r  t h a n  t h a t  o f  th e  s u r r o u n d in g  a i r ;  t h e y  w e r e  p u t ,  u p s id e  d o w n , 
o n  a  p la t e  o n  w h ic h  a  p u d d le  o f  so a p y  w a t e r  h a d  f o r m e d ,  p r o v id in g  a 
c o n n e c t i n g  s o a p  f i lm ,  e t c .  T h e  s e c o n d  g r o u p  o f  it e m s  p r e s u p p o s e d  in  th e  
a r g u m e n t  in c lu d e s  t h e  g a s  la w s  a n d  v a r io u s  o th e r  la w s  t h a t  h a v e  n o t  b e e n  
e x p l i c i t l y  s u g g e s t e d  c o n c e r n in g  th e  e x c h a n g e  o f  h e a t  b e t w e e n  b o d ie s  o f  
d if f e r e n t  t e m p e r a tu r e ,  t h e  e l a s t ic  b e h a v io r  o f  s o a p  b u b b le s ,  e f c .  I f  w e  in tag *

From “E x p lan a tio n  in  S c ie n c e  a n d  H isto ry ,” in  F rontie rs o f  Soitncv and Philoso­
phy, e d .  R . C .  C o lo d n y  (L o n d o n  a n d  P ittsbu rgh : A lle n  an d  U n w in  a n d  U niversity' 
o f  P ittsb u rg h  P ress , 1 9 6 2 ), 9 —19. 32 . .
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in e  th e se  v a r io u s  p re s u p p o s i t io n s  e x p l i c i t l y  s p e l le d  o u t , th e  id e a  su g g e s ts  
i t s e l f  o f  c o n s t r u in g  th e  e x p la n a t io n  a s  a  d e d u c t iv e  a r g u m e n t  o f  th is  fo rm :

(D ) C „  C 2............... C k
L „  L r ,  . ■ ■ , L ,

E

H e r e ,  C t,  C 2, . ,  C k a r e  s ta te m e n ts  d e s c r ib in g  th e  p a r t ic u la r  fa c ts  in ­
v o k e d ; L , ,  L 2. - , L ,  a r e  g e n e r a l  la w s :  jo in t ly ,  th e s e  s ta te m e n ts  w i l l  b e
s a id  to  fo rm  th e  e x p la n a n s .  T h e  c o n c lu s io n  E  is a  s t a te m e n t  d e s c r ib in g  
th e  e x p la n a n d u m -e v e n t ;  l e t  m e  c a l l  i t  t h e  e x p la n a n d u m -s ta t e m e n t ,  a n d  le t  
m e  u s e  th e  w o rd  “e x p la n a n d u m ” to  r e f e r  to  e i t h e r  E  o r  to  th e  e v e n t  d e­
s c r ib e d  b y  it.

T h e  k in d  o f  e x p la n a t io n  th u s  c h a r a c t e r iz e d  I w i l l  c a l l  deductive- 
nom ological explanation; fo r  it  a m o u n ts  to  a  d e d u c t iv e  s u b s u m p t io n  o f  th e  
e x p la n a n d u m  u n d e r  p r in c ip le s  w h ic h  h a v e  th e  c h a r a c t e r  o f  g e n e r a l  law s : 
i t  a n sw e rs  th e  q u e s t io n  “ W h y  d id  th e  e x p la n a n d u m  event o c c u r ? ” b y  sh o w ­
in g  th a t th e  e v e n t  r e s u l te d  f ro m  th e  p a r t ic u la r  c i r c u m s t a n c e s  s p e c if ie d  in
C i ,  C 2, , . , ,  C k in  a c c o r d a n c e  w ith  th e  law s  L k, L 2..................L f. T h is
c o n c e p t io n  o f  e x p la n a t io n ,  a s  e x h ib i t e d  in  s c h e m a  (D ) ,  h a s  th e r e fo r e  b ee n  
r e fe r r e d  to  a s  th e  c o v e r in g  l a w  m o d e l ,  o r  a s  t h e  d e d u c t iv e  m o d e l ,  o f  
e x p la n a t io n .

A  g o o d  m a n y  s c ie n t i f i c  e x p la n a t io n s  c a n  b e  r e g a r d e d  a s  d e d u c t iv e -  
n o m o lo g ic a l  i n  c h a r a c t e r .  C o n s id e r ,  fo r  e x a m p le ,  t h e  e x p la n a t io n  o f  
m in o r - im a g e s ,  o f  r a in b o w s , o r  o f  th e  a p p e a r a n c e  th a t  a  sp o o n  h a n d le  is 
b e n t  a t  th e  p o in t  w h e r e  i t  e m e r g e s  f r o m  a  g la s s  o f  w a t e r :  in  a l l  t h e s e  c a s e s , 
t h e  e x p la n a n d u m  is  d e d u c t iv e ly  s u b s u m e d  u n d e r  th e  la w s  o f  r e f le c t io n  
a n d  r e f r a c t io n . S im i la r l y ,  c e r t a in  a sp e c t s  o f  f r e e  f a i l  a n d  o f  p l a n e t a r y  m o ­
t io n  c a n  b e  a c c o u n t e d  fo r  b y  d e d u c t iv e  s u b s u m p t io n  u n d e r  G a l i l e o ’s  o r 
K e p le r ’s  la w s .

In  th e  i llu s t r a t io n s  g iv e n  s o  f a r  t h e  e x p la n a to r y  l a w s  h a d ,  b y  a n d  la r g e ,  
th e  c h a r a c t e r  o f  e m p ir i c a l  g e n e r a l i z a t io n s  c o n n e c t in g  d if f e r e n t  o b s e rv a b le  
a sp e c t s  o f  d i e  p h e n o m e n a  u n d e r  s c r u t in y :  a n g le  o f  in c id e n c e  w ith  a n g le  
o f  r e f le c t io n  o r  r e f r a c t io n ,  d i s t a n c e  c o v e r e d  w ith  f a l l in g  t im e ,  e t c .  B u t  
s c i e n c e  ra is e s  t h e  q u e s t io n  " w h y ? '*  a ls o  w ith  r e sp e c t  to  th e  u n if o r m it ie s  
e x p re s s e d  b y  s u c h  la w s , a n d  o f te n  a n s w e r s  i t  in  b a s i c a l ly  th e  s a m e  m a n n e r ,  
n a m e ly ,  b y  s u b s u m in g  t h e  u n i f o r m it ie s  u n d e r  m o r e  in c lu s iv e  l a w s ,  a n d  
e v e n tu a l ly  u n d e r  c o m p r e h e n s iv e  th e o r ie s .  F o r  e x a m p le ,  t h e  q u e s t io n ,  
" W h y  d o  G a l i l e o ’s  a n d  K e p le r 's  la w s  h o ld ? "  is  a n s w e r e d  b y  s h o w in g  th a t  
t h e s e  law s  a r e  b u t  s p e c ia l  c o n s e q u e n c e s  o f  th e  N e w to n ia n  la w s  o f  m o t io n

* T h e  p hrase covering law model is  ap p ro p riate  beca u se  g e n e ra l law s m u s t  "co ver” 
o r sub sum e th e  ex p la n an d u m . T h e  ad je c tiv e  nomological in  th e  p h rase deductive- 
nomological is  d er iv ed  from  th e  C r e e k  w ord  nomoe, m e a n in g  " law .”



and o f gravitation; and these, in turn, may be explained by subsumption 
under the more comprehensive general theory o f relativity. Such sub­
sumption under broader laws or theories usually increases both the breadth 
and the depth o f our scientific understanding. There is an increase in 
breadth, or scope, because the new explanatory principles cover a broader 
range o f phenomena; for example, Newton's principles govern free fall on 
die earth and on other celestial bodies, as well as the motions o f planets, 
comets, and artificial satellites, the movements o f pendulums, tidal 
changes, and various other phenomena. And the increase thus effected in 
the depth o f our understanding is strikingly reflected in the feet that, in 
the light o f more advanced explanatory principles, die original empirical 
laws are usually seen to hold only approximately, or within certain limits. 
For example, Newton’s theory implies that die factor g in Galileo’s la« , 
s = Vi gt2, is not striedy a constant for free fell near the surface o f the 
earth; and that, since every planet undergoes gravitational attraction not 
only from the sun, but also from the other planets, the planetary orbits 
are not striedy ellipses, as stated in Kepler’s laws.

One further point deserves brief mention here. An explanation of a 
particular event is often conceived as specifying its cause, or causes. Thus, 
the account outlined in our first illustration might be held to explain the 
growth and die recession o f the soap bubbles by showing that die phe­
nomenon was caused by a rise and a subsequent drop o f the temperature 
of the a ir  trapped in the tumblers. Clearly, however, these temperature 
changes p rovide the requisite explanation only in conjunction with certain 
other co n d itio n s, such as the presence o f a soap film, practically constant 
pressure o f the air surrounding the glasses, etc. Accordingly, in the context 
of ex p lan atio n , a cause must be allowed to consist in a more or less  com ­
p lex set o f  particular circumstances; these might be described by a set o f 
sen tences: C 1( Cj, . . . , C k. And, as suggested by the principle "S am e 
cau se , same effect," the assertion that those circumstances jointly caused  
a given event—described, let us say, by a sentence E—implies that w h en ­
ever and wherever circumstances of the kind in question occur, an event 
o f the kind to be explained comes about, Hence, the given causal exp la ­
nation  im p lic it ly  claims that there are general laws—such as L i, L 2, . . . .  
L , in sch e m a  (D )—b y virtue of which the occurrence of the ca u sa l an ­
teceden ts m e n tio n e d  in C,, C*, . . . , C k is a sufficient condition for the 
o cc u rren c e  o f the ev en t to be explained. Thus, the relation between 
causa l factors and effect is reflected in schema {D): causal ex p lan atio n  is 
d ed u ctive -n o m o lo g ica l in  character. (However, the customary formula­
tions o f causal and other explanations often do not explicitly specify all 
the re le v an t Jaws an d  particular facts: to this point, we will return later.)

The converse does not hold: there are deductive-nomological expla­
nations which would not normally be counted as causal. For one thing, 
the subsumption o f laws, such as Galileo’s or Kepler’s laws, under more 
comprehensive principles is clearly not causa) in character: we speak o f
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688 I C u . 6 M o d e l s  t>i E x p l a n a t io n

c a u s e s  o n ly  i n  r e f e r e n c e  to  particular  fa c ts  o r  e v e n ts ,  a n d  n o t  i n  r e f e r e n c e  
to  universal facts a s  e x p r e s s e d  b y  g e n e r a l  la w s .  B u t  n o t  e v e n  a l l  d e d u c t iv e *  
n o m o lo g ic a l  e x p la n a t io n s  o f  p a r t ic u la r  fa c t s  o r  e v e n ts  w i l l  q u a l i f y  a s  c a u s a l ;  
fo r  i n  a  c a u s a l  e x p la n a t io n  s o m e  o f  th e  e x p la n a to r y  c i r c u m s t a n c e s  w i l l  
t e m p o r a l l y  p r e c e d e  t h e  e f f e c t  to  b e  e x p la in e d :  a n d  th e r e  a r e  e x p la n a t io n s  
o f  t y p e  (D )  w h ic h  l a c k  th is  c h a r a c t e r is t ic .  F o r  e x a m p le ,  th e  p r e s s u r e  w h ic h  
a  g a s  o f  s p e c if ie d  m a s s  p o ssesses  a t  a  g iv e n  t im e  m ig h t  b e  e x p la in e d  b y  
r e f e r e n c e  to  its  t e m p e r a tu r e  a n d  its  v o lu m e  a t  t h e  s a m e  t ím e ,  in  c o n ju n c ­
t io n  w ith  t h e  g a s  l a w  w h ic h  c o n n e c t s  s im u lt a n e o u s  v a lu e s  o f  th e  th r e e  
p a r a m e te r s .1

I n  c o n c lu s io n ,  l e t  m e  stre ss  o n c e  m o r e  t h e  im p o r ta n t  r o le  o f  la w s  in  
d e d u c t iv e -n o m o lo g ic a l  e x p la n a t io n :  t h e  la w s  c o n n e c t  th e  e x p la n a n d u m  
e v e n t  w ith  t h e  p a r t ic u la r  c o n d it io n s  c i t e d  in  d i e  e x p la n a n s ,  a n d  th is  is  
w h a t  c o n fe r s  u p o n  th e  l a t t e r  t h e  s ta tu s  o f  e x p la n a t o r y  ( a n d ,  i n  s o m e  c a s e s , 
c a u s a l )  f a c to r s  in  r e g a r d  to  th e  p h e n o m e n o n  to  b e  e x p la in e d .

2 | Probabilistic Explanation
In d e d u c t iv e -n o m o lo g ic a l  e x p la n a t io n  a s  s c h e m a t iz e d  in  (D ) ,  t h e  la w s  a n d  
th e o r e t ic a l  p r in c ip le s  in v o lv e d  a r e  o f  strictly universal form: t h e y  a s s e r t  th a t  
in  a ll  c a s e s  in  w h ic h  c e r t a in  s p e c if i e d  c o n d it io n s  a r e  r e a l iz e d  a n  o c c u r  
r e n c e  o f  s u c h  a n d  s u c h  a  k in d  w i l l  r e su l t ;  t h e  l a w  th a t  a n y  m e t a l ,  w h e n  
h e a t e d  u n d e r  c o n s ta n t  p r e s s u r e , w i l l  in c r e a s e  in  v o lu m e , b  a  t y p ic a l  ex ­
a m p le ;  G a l i l e o ’s ,  K e p le r 's ,  N e w to n ’s ,  B o y le ’s ,  a n d  S n e l l 's  la w s ,  a n d  m a n y  
o th e r s , a r e  o f  th e  s a m e  c h a r a c te r .

N o w  l e t  m e  t u r n  n e x t  to  a  s e c o n d  b a s ic  t y p e  o f  s c ie n t if ic  e x p la n a t io n .  
T h i s  k in d  o f  e x p la n a t io n ,  to o , i s  n o m o lo g ic a l ,  i . e . ,  i t  a c c o u n t s  fo r  a  g iv e n  
p h e n o m e n o n  b y  r e f e r e n c e  to  g e n e r a l  la w s  o r  th e o r e t ic a l  p r in c ip le s ;  b u t  
s o m e  o r  a l l  o f  th e s e  a r e  o f  probabilistic-statistical form, i .e . ,  t h e y  a r e ,  g e n ­
e r a l l y  s p e a k in g ,  a s s e r t io n s  to  th e  e f f e c t  t h a t  i f  c e r t a in  s p e c if i e d  c o n d it io n s  
a r e  r e a l iz e d ,  t h e n  a n  o c c u r r e n c e  o f  s u c h  a n d  s u c h  a  k in d  w i l l  c o m e  a b o u t  
w ith  s u c h  a n d  s u c h  a  s ta t is t ic a l  p r o b a b i l i t y .

F o r  e x a m p le ,  d i e  s u b s id in g  o f  a  v io le n t  a t t a c k  o f  h a y  f e v e r  i n  a  g iv e n  
c a s e  m ig h t  w e l l  b e  a t t r ib u t e d  to ,  a n d  th u s  e x p la in e d  b y  r e f e r e n c e  to , t h e  
a d m in is t r a t io n  o f  8  m i l l i g r a m s  o f  c h lo r - t r im e to n .  B u t  i f  w e  w ish  to  c o n n e c t  
th is  a n t e c e d e n t  e v e n t  w ith  th e  e x p la n a n d u m ,  a n d  th u s  to  e s t a b l is h  its  e x ­
p la n a to r y  s ig n if i c a n c e  fo r  d i e  l a t t e r ,  w e  c a n n o t  in v o k e  a  u n iv e r s a l  l a w  to  
t h e  e f f e c t  t h a t  d ie  a d m in is t r a t io n  o f  8  m i l l i g r a m s  o f  th a t  a n t ih i s t a m in e  w i l l  
in v a r i a b ly  t e r m in a t e  a  h a y  f e v e r  a t t a c k :  th i s  s im p ly  is  n o t  s o . W h a t  c a n  b e  
a s s e r te d  b  o n ly  a  g e n e r a l i z a t io n  to  t h e  e f f e c t  t h a t  a d m in is t r a t io n  o f  th e  
d r u g  w i l l  b e  fo l lo w e d  b y  r e l i e f  w ith  h i g h  s ta t is t ic a l  p r o b a b i l i t y ,  i . e . ,  ro u g h ly  
s p e a k in g ,  w ith  a  h ig h  r e la t iv e  f r e q u e n c y  in  th e  lo n g  r u n .  T h e  r e s u l t in g  
e x p la n a n s  w i l l  t h u s  b e  o f  t h e  f o l lo w in g  ty p e :



J o h n  D o e  h a d  a  h a y  ( e v e r  a t t a c k  a n d  to o k  8  m i l l i g r a m s  o f  c h lo r -
tr im e s o n .

T h e  p r o b a b i l i t y  fo r  s u b s id e n c e  o f  a  h a y  f e v e r  a t t a c k  u p o n  a d m in i s t r a ­
t io n  o f  8  m i l l i g r a m s  o f  c h lo r - t r im e to n  is  h ig h .

C l e a r l y ,  t h i s  e x p la n a n s  d o e s  n o t  d e d u c t iv e ly  im p ly  th e  e x p la n a n d u m ,  
“ J o h n  D o e ’s  h a y  f e v e r  a t t a c k  s u b s id e d ” ; t h e  tr u th  o f  th e  e x p la n a n s  m a k e s  
th e  t r u t h  o f  t h e  e x p la n a n d u m  n o t  c e r t a in  ( a s  it  d o e s  in  a  d e d u c t iv e -  
n o m o lo g ic a l  e x p la n a t io n )  b u t  o n ly  m o r e  o r  le s s  l i k e l y  o r , p e r h a p s  “ p r a c ­
t i c a l l y ” c e r t a in .

R e d u c e d  to  its  s im p le s t  e s s e n t ia ls ,  a  p r o b a b i l i s t i c  e x p la n a t io n  th u s  
ta k e s  t h e  f o l lo w in g  fo rm :

Fi 1
( P )  p f O j I O J ^ v e r y J i i g J i  > m a k e s  v e r y  l ik e l y

O i  J
T h e  e x p la n a n d u m ,  e x p r e s s e d  b y  t h e  s t a t e m e n t  " O i , ” c o n s is t s  in  th e  

f a c t  t h a t  in  th e  p a r t i c u l a r  i n s t a n c e  u n d e r  c o n s id e r a t io n ,  h e r e  c a l le d  i ( e  g . ,  
Jo h n  D o e ’s  a l l e r g ic  a t t a c k ) ,  a n  o u t c o m e  o f  k in d  O  ( s u b s id e n c e )  o c c u r r e d .  
T h i s  is  e x p la in e d  b y  m e a n s  o f  tw o  e x p la n a n s - s ta te m e n t s .  T h e  f ir s t o f  th e s e ,  
“ F i ,” c o r r e s p o n d s  to  C (,  C 2> . . . ,  C *  in  (D ) ;  i t  s t a te s  t h a t  in  c a s e  i .  th e  
f a c to r s  F  ( w h i c h  m a y  b e  m o r e  o r  le s s  c o m p le x )  w e r e  r e a l iz e d .  T h e  s e c o n d  
e x p r e s s e s  a  l a w  o f  p r o b a b i l i s t i c  f o r m , to  t h e  e f f e c t  d r a t  th e  s t a t is t ic a l  p ro b ­
a b i l i t y  fo r  o u t c o m e  O  to  o c c u r  i n  c a s e s  w h e r e  F  is  r e a l iz e d  is  v e r y  h ig h  
( c lo s e  to  1 ). T h e  d o u b le  l i n e  s e p a r a t in g  e x p la n a n d u m  fro m  e x p la n a n s  is  
to  i n d ic a t e  t h a t ,  i n  c o n t r a s t  t o  d i e  c a s e  o f  d e d u c t iv e - n o m o lo g ic a l  e x p la ­
n a t io n ,  t h e  e x p la n a n s  d o e s  n o t  lo g ic a l l y  im p ly  d i e  e x p la n a n d u m ,  b u t  o n ly  
c o n f e r s  a  h ig h  l ik e l ih o o d  u p o n  i t .  T h e  c o n c e p t  o f  l ik e l ih o o d  h e r e  r e f e r r e d  
to  m u s t  b e  d e a r l y ,  d i s t in g u is h e d  f ro m  t h a t  o f  s t a t is t ic a l  p r o b a b i l i t y ,  s y m ­
b o l i z e d  b y  “p ”  i n  o u r  s c h e m a .  A  s ta t is t ic a l  p r o b a b i l i t y  i s ,  r o u g h ly  s p e a k in g ,  
t h e  lo n g - r u n  r e la t iv e  f r e q u e n c y  w ith  w h ic h  a n  o c c u r r e n c e  o f  a  g iv e n  k in d  
( s a y .  F )  i s  a c c o m p a n i e d  b y  a n  " o u t c o m e ”  o f  a  s p e d f ie d - k in d - f s a y ,  O ) .  O u r  
l ik e l ih o o d ,  o n  d i e  o th e r  h a n d ,  is a  r e la t io n  ( c a p a b le  o f  g r a d a t io n s )  n o t  
b e t w e e n  k in d s  o f  o c c u r r e n c e s ,  b u t  b e t w e e n  s ta te m e n ts .  T h e  l ik e l ih o o d  
r e f e r r e d  to  in  ( P )  m a y  b e  c h a r a c t e r iz e d  a s  th e  s t r e n g th  o f  t h e  in d u c t iv e  
s u p p o r t ,  o r  t h e  d e g r e e  o f  r a t io n a l  c r e d ib i l i t y ,  w h ic h  th e  e x p la n a n s  c o n fe r s  
u p o n  t h e  e x p la n a n d u m ;  o r ,  in  C a r n a p ’s  t e r m in o lo g y ,  a s  t h e  lo g ica l, o r  
inductive, ( i n  c o n t r a s t  to  s t a t is t ic a l )  p robability  w h ic h  t h e  e x p la n a n d u m  
p o s se s s e s  r e la t iv e  to  t h e  e x p la n a n s .

T h u s ,  p r o b a b i l i s t i c  e x p la n a t io n ,  iu s t  l i k e  e x p la n a t io n  in  t h e  m a n n e r  
o f  s c h e m a  (D ) ,  i s  n o m o lo g ic a l  in  th a t  i t  p r e s u p p o s e s  g e n e r a l  la w s ;  b u t  
b e c a u s e  t h e s e  l a w s  a r e  o f  s t a t is t ic a l  r a t h e r  t h a n  o f  s t r i c t l y  u n iv e r s a l  f o r m , 
t l i e  r e s u l t in g  e x p la n a t o r y  a r g u m e n t s  a r e  in d u c t iv e  r a d ie r  t h a n  d e d u c t iv e
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i n  .c h a r a c te r .  A n  in d u c t iv e  a r g u m e n t  o f  th i s  k in d  explain s a  g iv e n  p h e n o m ­
e n o n  b y  s h o w in g  t h a t ,  in  v ie w  o f  c e r t a in  p a r t ic u la r  e v e n ts  a n d  c e r t a in  
s t a t is t ic a l  la w s , i ts  o c c u r r e n c e  w a s  to  b e  e x p e c t e d  w ith  h i g h  lo g ic a l ,  o r  
in d u c t iv e ,  p r o b a b i l i t y .

B y  r e a s o n  o f  its  in d u c t iv e  c h a r a c te r ,  p r o b a b i l i s t ic  e x p la n a t io n  d if fe rs  
f ro m  its  d e d u c t iv e -n o m o lo g ic a l  c o u n t e r p a r t  i n  s e v e r a l  o th e r  im p o r ta n t  r e ­
s p e c ts ;  fo r e x a m p le ,  i t s  e x p la n a n s  m a y  c o n f e r  u p o n  d i e  e x p la n a n d u m  a 
m o r e  o r  le s s  h ig h  d e g r e e  o f  in d u c t iv e  s u p p o r t ;  in  th is  s e n s e ,  p ro b a b i l i s t ic  
e x p la n a t io n  a d m i t s  o f  d e g r e e s ,  w h e r e a s  d e d u c t iv e -n o m o lo g ic a l  e x p la n a t io n  
a p p e a r s  a s  a n  e i th e r -o r  a f f a ir :  a  g iv e n  s e t  o f  u n iv e r s a l  la w s  a n d  p a r t ic u la r  
s t a t e m e n t s  e i t h e r  d o e s  o r  d o e s  n o t  im p ly  a  g iv e n  e x p la n a n d u m  s ta te m e n t . 
A  f u l le r  e x a m in a t io n  o f  th e s e  d if f e r e n c e s ,  h o w e v e r ,  w o u ld  l e a d  u s  fa r  a f ie ld  
a n d  is  n o t  r e q u ir e d  fo r th e  p u r p o s e s  o f  th is  p a p e r .4

O n e  f in a l  p o in t :  th e  d is t in c t io n  h e r e  s u g g e s te d  b e t w e e n  d e d u c t iv e -  
n o m o lo g ic a l  a n d  p r o b a b i l i s t ic  e x p la n a t io n  m ig h t  b e  q u e s t io n e d  o n  th e  
g r o u n d  t h a t  a f te r  a l l .  th e  u n iv e r s a l  la w s  in v o k e d  in  a  d e d u c t iv e  e x p la n a t io n  
c a n  h a v e  b e e n  e s t a b l is h e d  o n ly  o n  th e  b a s is  o f  a  f in it e  b o d y  o f  e v id e n c e ,  
w h ic h  s u r e ly  a f fo rd s  n o  e x h a u s t iv e  v e r if ic a t io n ,  b u t  o n ly  m o r e  o r  le s s  s tro n g  
p r o b a b i l i t y  fo r i t ;  a n d  t h a t  th e r e f o r e ,  a l l  s c i e n t i f i c  la w s  h a v e  to  b e  r e g a r d e d  
a s  p r o b a b i l i s t ic .  T h i s  a r g u m e n t  h o w e v e r , c o n f o u n d s  a  lo g ic a l  i s s u e  w ith  
a n  e p is t e m o lo g ic a l  o n e : It f a i l s  t o  d i s t in g u is h  p r o p e r ly  b e t w e e n  th e  claim  
m a d e  b y  a g iv e n  la w - s t a t e m e n t  a n d  th e  degree o f  confirm ation, o r  proba­
b ility, w h ic h  i t  possesses o n  th e  a v a i l a b le  e v id e n c e .  I t is q u i t e  t r u e  th a t  
s t a te m e n ts  e x p re s s in g  la w s  o f  e i t h e r  k in d  c a n  b e  o n ly  in c o m p le t e l y  c o n ­
f i r m e d  b y  a n y  g iv e n  f in it e  s e t — h o w e v e r  l a r g e — o f  d a ta  a b o u t  p a r t ic u la r  
fa c ts ;  b u t  la w -s ta te m e n t s  o f  th e  tw o  d if f e r e n t  t y p e s  m a k e  c l a im s  o f  d if f e r e n t  
k in d ,  w h ic h  a r e  r e f le c t e d  in  t h e ir  lo g ic a l  fo rm s : ro u g h ly ,  a  u n iv e r s a l  la w -  
s t a t e m e n t  o f  th e  s im p le s t  k in d  a ss e r ts  t h a t  a ll  e le m e n t s  o f  a n  in d e f in it e l y  
l a r g e  r e f e r e n c e  c l a s s  ( e .g . ,  c o p p e r  o b je c t s )  h a v e  a  c e r t a in  c h a r a c t e r is t ic  
( e  g . ,  t h a t  o f  b e in g  g o o d  c o n d u c to r s  o f  e l e c t r i c i t y ) ;  w h i le  s t a t is t ic a l  la w -  
s ta te m e n ts  a s s e r t  t h a t  in  t h e  lo n g  ru n ,  a  s p e c if ie d  p ro p o r t io n  o f  th e  
m e m b e r s  o f  th e  r e f e r e n c e  c l a s s  h a v e  s o m e  s p e c if ie d  p ro p e r ty . A n d  o u r  
d is t in c t io n  o f  tw o  ty p e s  o f  l a w  a n d ,  c o n c o m i t a n t ly ,  o f  tw o  ty p e s  o f  s c i e n t i f i c  
e x p la n a t io n ,  is b a s e d  o n  th is  d i f f e r e n c e  in  c l a im  a s  r e f le c te d  in  th e  d if fe r ­
e n c e  o f  fo rm .

T h e  g r e a t  s c i e n t i f i c  im p o r t a n c e  o f  p r o b a b i l i s t ic  e x p la n a t io n  is  e lo ­
q u e n t ly  a t te s te d  to  b y  th e  e x te n s iv e  a n d  h i g h ly  s u c c e s s fu l e x p la n a to r y  u s e  
th a t  h a s  b e e n  m a d e  o f  f u n d a m e n t a l  la w s  o f  s ta t is t ic a l  fo rm  in  g e n e t ic s ,  
s t a t is t ic a l  m e c h a n ic s ,  a n d  q u a n t u m  th e o ry .
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3 I Elliptic and Partial Explanations:
Explanation Sketches

A s I m e n t io n e d  e a r l ie r ,  t h e  c o n c e p t io n  o f  d e d u c t iv e - n o m o lo g ic a l  e x p la ­
n a t io n  r e f le c t e d  in  o u r  s c h e m a  (D )  is  o f te n  r e fe r r e d  to  a s  th e  c o v e r in g  la w  
m o d e l,  o r  th e  d e d u c t iv e  m o d e l,  o f  e x p la n a t io n :  s im i l a r ly ,  t h e  c o n c e p t io n  
u n d e r ly in g  s c h e m a  (P ) m ig h t  b e  c a l l e d  th e  p r o b a b i l i s t ic  o r  th e  in d u c t iv e -  
s t a t is t ic a l ,  m o d e l  o f  e x p la n a t io n .  T h e  te r m  ‘ 'm o d e l” c a n  s e rv e  a s  a  u s e fu l 
r e m in d e r  t h a t  th e  tw o  ty p e s  o f  e x p la n a t io n  a s  c h a r a c t e r iz e d  a b o v e  c o n s t i ­
t u t e  id e a l  ty p e s  o r  th e o r e t i c a l  id e a l i z a t io n s  a n d  a r e  n o t  in t e n d e d  to  r e f le c t  
t h e  m a n n e r  in  w h ic h  w o r k in g  s c ie n t is t s  a c t u a l ly  f o r m u la te  t h e ir  e x p la n a ­
to ry  a c c o u n t s .  R a th e r ,  t h e y  a r e  m e a n t  to  p r o v id e  e x p lic a t io n s ,  o r  r a t io n a l  
r e c o n s t r u c t io n s ,  o r  th e o r e t i c a l  m o d e ls ,  o f  c e r t a in  m o d e s  o f  s c i e n t i f i c  e x ­
p la n a t io n .

In  th is  r e s p e c t  o u r  m o d e ls  m ig h t  b e  c o m p a r e d  to  th e  c o n c e p t  o f  m a th -  
" e m a t ic a l  p r o o f  (w i th in  a  g iv e n  th e o r y )  a s  c o n s t r u e d  in  m e t a -m a th e m a t ic s .  
T h i s  c o n c e p t ,  to o , m a y  b e  r e g a r d e d  as a  th e o r e t i c a l  m o d e l :  i t  i s  n o t  
in t e n d e d  to  p r o v id e  a  d e s c r ip t iv e  a c c o u n t  o f  h o w  p ro o fs  a i e  f o r m u la t e d  in  
th e  w r i t in g s  o f  m a t h e m a t ic ia n s :  m o s t  o f  th e s e  a c t u a l  f o r m u la t io n s  f a l l  sh o r t  
o f  r ig o r o u s  a n d ,  a s  i t  w e r e ,  i d e a l ,  m e t a - m a th e m a t ic a l  s t a n d a r d s .  B u t  th e  
th e o r e t i c a l  m o d e l  h a s  c e r t a in  o t h e r  f u n c t io n s :  i t  e x h ib i t s  t h e  r a t io n a le  o f  
m a t h e m a t ic a l  p ro o fs  b y  r e v e a l in g  d i e  lo g ic a l  c o n n e c t io n s  u n d e r ly in g  th e  
s u c c e s s iv e  s te p s : i t  p ro v id e s  s ta n d a r d s  fo r a  c r i t i c a l  a p p r a is a l  o f  a n y  p ro ­
p o s e d  p r o o f  c o n s t r u c t e d  w i t h in  th e  m a th e m a t ic a l  s y s te m  to  w h ic h  th e  
m o d e l  r e f e r s ;  a n d  i t  a f fo rd s  a  b a s is  fo r  a  p r e c is e  a n d  f a r - r e a c h in g  th e o ry ’ o f  
p ro o f , p r o v a b il i t y ,  d e c id a b i l i t y ,  a n d  r e la t e d  c o n c e p t s .  1 th in k  th e  tw o  m o d ­
e l s  o f  e x p la n a t io n  c a n  f u l f i l l  t h e  s a m e  f u n c t io n s ,  i f  o n ly  o n  a  m u c h  m o re  
m o d e s t  s c a le .  F o r  e x a m p le ,  t h e  a r g u m e n t s  p r e s e n t e d  in  c o n s t r u c t in g  th e  
m o d e ls  g y v e  a n  i n d ic a t io n  o f  d i e  s e n s e  i n  w h i c h  t h e  m o d e ls  e x h ib i t  th e  
r a t io n a le  a n d  t h e  lo g ic a l  s t r u c tu r e  o f  t h e  e x p la n a t io n s  t h e y  a r e  in t e n d e d  
to  r e p r e s e n t .

I n o w  w a n t  to  a d d  a  f e w  w o rd s  c o n c e r n in g  t h e  s e c o n d  o f  t h e  f u n c t io n s  
j u s t  m e n t io n e d ^ b u t  i w i l l  h a v e  to  fo rg o  a  d is c u s s io n  o f  th e  th ir d .

W h e n  a  m a t h e m a t ic ia n  p ro v e s  a  th e o r e m ,  h e  w i l l  o f te n  o m i t  m e n t io n  
o f  c e r t a in  p r o p o s it io n s  w h i c h  h e  p r e s u p p o s e s  in  h is  a r g u m e n t  a n d  w h ic h  
h e  is  i n  f e e t  e n t i t l e d  to  p r e s u p p o s e  b e c a u s e ,  fo r e x a m p le ,  t h e y  f o l lo w  r e a d ­
i l y  f ro m  d i e  p o s tu la t e s  o f  h is  s y s te m  o r  f ro m  p r e v io u s ly  e s t a b l is h e d  th e o ­
r e m s  o r  p e r h a p s  (T om  t h e  h y p o th e s is  o f  h i s  t h e o r e m ,  i f  d i e  l a t t e r  i s  in  
h y p o th e t i c a l  fo rm ; h e  th e n  s im p ly  a s s u m e s  th a t  h i s  r e a d e r s  o r  l i s t e n e r s  w i l l  
b e  a b le  to  s u p p ly  th e  m is s in g  it e m s  i f  t h e y  so  d e s i r e .  I f  j u d g e d  b y  id e a l  
s t a n d a r d s ,  t h e  g iv e n  f o r m u la t io n  o f  th e  p r o o f  is  e l l ip t i c  o r  in c o m p le t e ;  b u t  
th e  d e p a r tu r e  f ro m  th e  id e a l  is  h a r m le s s :  t h e  g a p s  c a n  r e a d i ly  b e  f i l l e d  in . 
S im i l a r l y ,  e x p la n a t io n s  p u t  fo rw a rd  in  e v e r y d a y  d is c o u r s e  a n d  a ls o  in  s c i ­
e n t i f i c  c o n t e x t s  a r e  o f te n  e llip tlca lly  form ulated. W h e n  w e  e x p la in ,  fo r



e x a m p le ,  t h a t  a  lu m p  o f  b u t te r  m e lt e d  b e c a u s e  i t  w a s  p u t  in to  a  h o t  f ry in g  
p a n ,  o r  th a t  a  s m a ll  r a in b o w  a p p e a r e d  in  ih e  s p r a y  o f  th e  la w n  s p r in k le r  
b e c a u s e  th e  s u n l ig h t  w a s  r e f le c te d  a n d  r e f r a c te d  b y  th e  w a te r  d ro p le ts ,  w e  
m a y  b e  s a id  to  o ffe r  e l l ip t i c  f o r m u la t io n s  o f  d e d u c t iv e -n o m o lo g ic a l  e x p la ­
n a t io n s ; a n  a c c o u n t  o f  th is  k in d  o m its  m e n t io n  o f  c e r t a in  la w s  o r  p a r t ic u la r  
fa c ts  w h ic h  it  t a c i t l y  ta k e s  fo r g r a n te d ,  a n d  w h o se  e x p l i c i t  c i t a t io n  w o u ld  
y i e ld  a  c o m p le t e  d e d u c t iv e -n o m o lo g ic a l  a r g u m e n t .

In  a d d it io n  to  e l l ip t i c  f o r m u la t io n ,  th e r e  is a n o t h e r ,  q u i t e  im p o r ta n t , 
r e sp e c t  in  w h ic h  m a n y  e x p la n a to r y  a r g u m e n t s  d e v ia t e  f ro m  th e  th e o r e t ic a l  
m o d e l.  I t  o f te n  h a p p e n s  th a t  th e  s t a t e m e n t  a c t u a l l y  in c lu d e d  in  th e  ex - 
p l a n a n s ,  t o g e th e r  w ith  th o se  w h ic h  m a y  r e a s o n a b ly  b e  a s s u m e d  to  h a v e  
b e e n  t a k e n  fo r g r a n te d  in  th e  c o n t e x t  a t  h a n d , e x p la in  th e  g iv e n  e x p la -  
n a n d u m  o n ly  partially, in  a  s e n s e  w h ic h  I w i l l  t r y  to  in d ic a t e  b y  a n  ex­
a m p le .  In  h is  Psychopathology o f  Everyday Life, F r e u d  o ffe rs  th e  fo l lo w in g  
e x p la n a t io n  o f  a  s lip  o f  th e  p e n  th a t  o c c u r r e d  to  h im :  “O n  a  s h e e t  o f  p a p e r  
c o n t a in in g  p r in c ip a l ly  sh o r t  «Ja ily  n o te s  o f  b u s in e s s  in te r e s t ,  I fo u n d ,  to  m y  
s u rp r is e , t h e  in c o r r e c t  d a te ,  ‘ T h u r s d a y ,  O c to b e r  2 0 t h , ’ b r a c k e te d  u n d e r  
th e  c o r r e c t  d a t e  o f  th e  m o n th  o f  S e p t e m b e r .  I t w a s  n o t  d i f f ic u lt  to  e x p la in  
th is  a n t ic ip a t io n  a s  th e  e x p re s s io n  o f  a  w ish . A  f e w  d a y s  b e fo re  I h ad  
returned f re sh  f ro m  m y  v a c a t io n  a n d  f e l t  r e a d y  fo r  a n y  a m o u n t  o f  p ro fes­
s io n a l  w o rk , b u t  a s  y e t  t h e r e  w e r e  f e w  p a t ie n ts .  O n  m y  a r r iv a l  l  h a d  fo u n d  
a  le t t e r  f ro m  a  p a t ie n t  a n n o u n c in g  h e r  a r r iv a l  o n  t h e  2 0 th  o f  O c to b e r .  A s 
I w ro te  th e  s a m e  d a te  in  S e p t e m b e r  I  m a y  c e r t a in ly  h a v e  th o u g h t  *X  o u g h t  
to  b e  h e r e  a l r e a d y ;  w h a t  a  p i t y  a b o u t  th a t  w h o le  m o n th ) , ' a n d  w ith  th is  
t h o u g h t  I p u s h e d  t i r e  c u r r e n t  d a t e  a  m o n th  a h e a d ." 5

C l e a r l y ,  t h e  f o r m u la t io n  o f  th e  in t e n d e d  e x p la n a t io n  is  a t least in co m ­
p le te  i n  th e  s e n s e  c o n s id e r e d  a  m o m e n t  a g o . In  p a r t ic u la r ,  i t  f a i l s  to  m e n ­
t io n  a n y  la w s  o r  th e o r e t ic a l  p r in c ip le s  in  v ir tu e  o f  w h ic h  th e  s u b c o n s c io u s  
w is h ,  a n d  t h e  o th e r  a n t e c e d e n t  c i r c u m s t a n c e s  r e f e r r e d  to , c o u ld  b e  h e ld  
to  e x p la in  F r e u d 's  s l ip  o f  th e  p e n . H o w e v e r , th e  g e n e r a )  th e o r e t i c a l  c o n ­
s id e r a t io n s  F r e u d  p re s e n ts  h ö re  a n d  e l s e w h e r e  in  h is  w r i t in g s  su g g e s ts  
s t r o n g ly  t h a t  h i s  e x p la n a to r y  a c c o u n t  r e l i e s  o n  a  h y p o th e s is  to  th e  e f f e c t  
t h a t  w h e n  a  p e r s o n  h a s  a  s t ro n g , t h o u g h  p e r h a p s  u n c o n s c io u s ,  d e s i r e ,  th e n  
i f  h e  c o m m it s  a  s l ip  o f  p e n ,  to n g u e ,  m e m o r y ,  o r  t h e  l ik e ,  t h e  s l ip  w i l l  ta k e  
a  fo rm  in  w h ic h  i t  e x p re s s e s , a n d  p e r h a p s  s y m b o l i c a l l y  f u l f i l l s ,  t h e  g iv e n  
d e s ir e

E v e n  th i s  r a th e r  v a g u e  h y p o th e s is  i s  p ro b a b ly  m o r e  d e f in i t e  th a n  w h a t  
F r e u d  w o u ld  h a v e  b e e n  w i l l in g  to  a s s e r t .  B u t  fo r  t h e  s a k e  o f  t h e  a r g u m e n t  
l e t  u s  a c c e p t  i t  a n d  in c lu d e  i t  in  d i e  e x p la n a n s ,  to g e th e r  w ith  t h e  p a r t ic u la r  
s t a te m e n ts  t h a t  F r e u d  d id  h a v e  t h e  s u b c o n s c io u s  w is h  h e  m e n t io n s ,  a n d  
t h a t  h e  w a s  g o in g  to  c o m m it  a  s l ip  o f  t h e  p e n .  E v e n  th e n ,  t h e  r e s u l t in g  
e x p la n a n s  p e r m it s  u s  to  d e d u c e  o n ly  t h a t  t h e  s l i p  m a d e  b y  F r e u d  w o u ld , 
in  som e way o r  other, e x p r e s s  a n d  p e r h a p s  s y m b o l i c a l l y  f u l f i l l  F r e u d ’s  s u b ­
c o n s c io u s  w is h .  B u t  d e a r l y ,  s u c h  e x p r e s s io n  a n d  f u l f i l lm e n t  m ig h t  h a v e
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b e e n  a c h ie v e d  b y  m a n y  o th e r  k in d s  o f  s l ip  o f  t h e  p e n  th a n  th e  o n e  a c t u a l l y  
c o m m it t e d .

In  o th e r  w o rd s , t h e  e x p la n a n s  d o e s  n o t  im p ly ,  a n d  th u s  f u l ly  e x p la in ,  
t h a t  t h e  p a r t ic u la r  s l ip ,  s a y  s ,  w h ic h  F r e u d  c o m m it t e d  o n  th is  o c c a s io n ,  
w o u ld  f a l l  w  i t h in  th e  n a r r o w  c l a s s ,  s a y  W ,  o f  a c t s  w h ic h  c o n s is t  in  w r i t in g  
th e  w o rd s  " T h u r s d a y ,  O c to b e r  2 0 t h ” ; r a th e r ,  th e  e x p la n a n s  im p l ie s  o n ly  
th a t  s  w o u ld  f a l l  in to  a  w id e r  c l a s s ,  s a y  F ,  w h ic h  in c lu d e s  W  a s  a  p r o p e r  
s u b c la s s ,  a n d  w h ic h  c o n s is ts  o f  a l l  a c t s  w h ic h  w o u ld  e x p re s s  a n d  s y m b o l­
i c a l l y  f u l f i l l  F r e u d ’s  s u b c o n s c io u s  w is h  in  som e  w a y  o r  other.

T h e  a r g u m e n t  u n d e r  c o n s id e r a t io n  m ig h t  b e  c a l l e d  a  p a r t ía /  exp la ­
nation: i t  p r o v id e s  c o m p le t e ,  o r  c o n c lu s iv e ,  g r o u n d s  fo r e x p e c t in g  s  to  b e  
a  m e m b e r  o f  F , a n d  s in c e  W  is  a  s u b c la s s  o f  F ,  i t  t h u s  sh o w s  t h a t  th e  
e x p la n a n d u m ,  i .e . .  s f o i l in g  w i t h in  W , a c c o r d s  w ith ,  o r  b e a r s  o u t ,  w h a t  is 
to  b e  e x p e c t e d  in  c o n s id e r a t io n  o f  th e  e x p la n a n s .  B y  c o n t r a s t ,  a  d e d u c t iv e -  
n o m o lo g ic a l  e x p la n a t io n  o f  th e  fo rm  (D )  m ig h t  th e n  b e  c a l l e d  com plete  
s in c e  t h e  e x p la n a n s  h e r e  d o e s  i m p l y  th e  e x p la n a n d u m .

C l e a r l y ,  t h e  q u e s t io n  w h e t h e r  a  g iv e n  e x p la n a t o r y  a r g u m e n t  is  c o m ­
p le t e  o r  p a r t ia l  c a n  b e  s ig n if i c a n t l y  r a is e d  o n ly  i f  t h e  e x p la n a n d u m  s e n ­
t e n c e  is  f o l ly  s p e c if i e d ;  o n ly  t h e n  c a n  w e  a s k  w h e t h e r  t h e  e x p la n a n d u m  
d o e s  o r  d o e s  n o t  f o l lo w  f ro m  th e  e x p la n a n s .  C o m p le t e n e s s  o f  e x p la n a t io n ,  
in  th is  s e n s e ,  is  r e la t iv e  to  o u r  e x p la n a n d u m  s e n t e n c e .  N o w , i t  m ig h t  s e e m  
m u c h  m o re  im p o r t a n t  a n d  i n t e r e s t in g  to  c o n s id e r  in s t e a d  t i r e  n o t io n  o f  a 
c o m p le t e  e x p la n a t io n  o f  s o m e  concrete event, s u c h  a s  th e  d e s t r u c t io n  o f  
P o m p e i i ,  o r  t i r e  d e a t h  o f  A d o lf  H i t l e r ,  o r  th e  l a u n c h in g  o f  th e  f ir s t a r t i f i c ia l  
s a t e l l i t e :  w e  m ig h t  w a n t  to  r e g a r d  a  p a r t ic u la r  e v e n t  a s  c o m p le t e ly  e x ­
p l a in e d  o n ly  i f  a n  e x p la n a t o iy  a c c o u n t  o f  d e d u c t iv e  o r  o f  in d u c t iv e  fo rm  
h a d  b e e n  p r o v id e d  fo r  a l l  o f  its  a sp e c t s .  T h i s  n o t io n ,  h o w e 'e r ,  is  se lf -  
d e f e a t in g ;  fo r  a n y  p a r t ic u l a r  e v e n t  m a y  b e  r e g a r d e d  a s  h a v in g  in f in i t e l y  
m a n y  d i f f e r e n t  a s p e c t s  o r  c h a r a c t e r is t i c s ,  w h ic h  c a n n o t  a l l  b e  a c c o u n t e d  
fo r  b y  a  f in i t e  s e t ,  h o w e v e r  l a r g e ,  o f  e x p la n a t o iy  s ta te m e n ts .

I n  s o m e  c a s e s ,  w h a t  i s  i n t e n d e d  a s  a n  e x p la n a t o r y  a c c o u n t  w i l l  d e p a r t  
e v e n  f u r th e r  f r o m  t h e  s ta n d a r d s  r e f le c t e d  in  th e  m o d e l  s c h e m a t a  (D< a n d  
( P )  a b o v e .  A n  e x p la n a t o r y  a c c o u n t ,  fo r e x a m p le ,  w h ic h  is  n o t  e x p li c i t  a n d  
s p e c i f i c  e n o u g h  t o - h e .s e a s o n a b l y  q u a l i f i e d  a s  a r  e U ip t i c a l lv  f o r m u la t e d  
e x p la n a t io n  o r  a s  a  p a r t ia l  o n e ,  c a n  o f te n  b e  v ie w e d  a s  a n  exp la n a tion  
sketch: i t  m a y  s u g g e s t ,  p e r h a p s  q u i t e  v iv id ly  a n d  p e r s u a s iv e ly ,  t h e  g e n e r a l  
o u t l in e s  o f  w h a t ,  i t  i s  h o p e d ,  c a n  e v e n t u a l ly  b e  s u p p le m e n t e d  so  a s  to  y i e ld  
a  m o r e  c lo s e ly  r e a s o n e d  a r g u m e n t  b a s e d  o n  e x p la n a t o r y  h y p o th e s e s  w h ic h  
a r e  i n d ic a t e d  m o r e  f o l ly ,  a n d  w h ic h  m o r e  r e a d i ly  p e r m i t  o f  c r i t i c a l  a p ­
p r a is a l  b y  r e f e r e n c e  to  e m p ir i c a l  e v id e n c e .

T h e  d e c i s io n  w h e t h e r  a  p r o p o s e d  e x p la n a t o r y  a c c o u n t  is  to  b e  q u a l ­
i f ie d  a s  a n  e l l ip t i c a l l y  f o r m u la t e d  d e d u c t iv e  o r  p r o b a b i l i s t i c  e x p la n a t io n ,  
a s  a  p a r t ia l  e x p la n a t io n ,  a s  a n  e x p la n a t io n  s k e t c h ,  o r  p e r h a p s  a s  n o n e  o f  
th e s e  is  a  m a t t e r  o f  ju d ic io u s  i n t e r p r e t a t io n ;  i t  c a l l s  fo r  a n  a p p r a i s a l  o f  th e



i n t e n t  of t h e  g iv e n  a r g u m e n t  and of the b a c k g r o u n d  a ssu m p tio n «  t h a t  m a y  
be assumed to h a v e  b e e n  t a c i t l y  taken for g r a n te d ,  o r  a t  l e a s t  to  b e  a v a il*  
able, in t h e  g iv e n  co n te x t .  Unequivocal d e c i s io n  r u le s  c a n n o t  b e  s e t  d o w n  
for t h is  purpose a n y  m o re  th a n  for determ ining w h e t h e r  a  g iv e n  in f o r m a l ly  
stated inference w h ic h  is  n o t  deductively v a lid  b y  r e a s o n a b ly  s t r ic t  s ta n ­
dards is to c o u n t  n e v e r th e le s s  as valid b u t  e n t h y m e m a t ic a l l y  fo r m u la te d ,  
or as fallacious, or as a n  in s t a n c e  of sound in d u c t iv e  r e a s o n in g , o r  p e r h a p s , 
for l a c k  of clarity, a s  n o n e  of these. . . .

■  | N o t e s

1. See Dewey, John. How W e Think. Boston , N ew  York, C h ic a g o , 1910; C hap*
ter VI.
2. For a fuller presentation o f  th e  model a n d  for fu rth er re ferences, see , for ex­
ample, Hempel, C . G. and P . Oppenheim, " S tu d le j in  th e L o g ic  o f E xp lan atio n ,” 
Philosophy o f  Science 15: 1 5 5 -1 7 5  (19 4 8 ). (S e c s . 1-7 o f  th is a r t ic le , w h ich  co n ta in  
all the fundamentals of the p resen tatio n , a re  rep rin ted  in  F e ig l ,  H . an d  M . Brod- 
beck (ed s .). Readings in the Philosophy o f  Science. N ew  Y ork, 1955.)—T h e  sug­
gestive term “covering law m o d e l” is W . D ray 's ; cf. h is  Laws and Explanation in 
History. Oxford, 1957; C h a p te r  I. D ray c h a ra c te r ise s  th is  typ e o f ex p lan at io n  as 
“subsuming what is to b e ex p la in ed  u n d er a  g e n e ra l lew ” (Joe. c if .. p. 1 ), a n d  th en  
rightly urges, in th e  name o f  m e th o d o lo g ic a l re a lism , th a t  “ th e  re q u ire m e n t o f a 
single law be d ropped"  (Joe. c i i ,  p. 2 4 ; i ta l ic s ,  th e  a u th o r s ) ;  i t  r iio u ld  b e  no ted , 
however, that, l ik e  th e  sch em a  (D ) above, several e a r l ie r  p u b lic a tio n s o n  th e  sub­
ject (am o n g  th e m  th e  a rt ic le  mentioned at th e  b e g in n in g  o f  th is  n o te ) m a k e  ex­
p lic it  provision fo r th e  in c lu s io n  of m o re la w s  th a n  o n e  in  th e  exp la  nans.

5. T h e  re le v an c e  o f th e  co v erin g -law  m o d e l to  c a u s a l ex p lan atio n  is ex am in e d  
m o re  h i lly  in  sec. 4  o f H e m p e l, C .  G -, “ D e d u ct!v e-N om o lo g ic a l vs. S ta tis tic a l 
E xp lan a tio n ."  In F e ig l, H-, e t  a l .  ied s .) , M in n e so ta  Studies in  th e Philosophy o f  
Sc ien ce , vol. III. M in n eap o lis , 1962.
4 . T h e  co n cep t o f  p ro b ab ilis tic  ex p lan at io n , a n d  so m e o f  th e  p ec u lia r  lo g ic a l an d  
m e th o d o lo g ic a l p ro b lem s en g en d e red  b y  it, a r e  ex am in ed  in  so m e d e ta il in  Part 
II o f th e essay c ite d  in  n o te 5.

5 F reud , S . Psychopathology o f  Everyday Life. T ran s la ted  b y  A  A  B rill. New York 
(M en to r Bocks) 1 95 1 ; p . 64.
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C a r l . G .  H e m p e l

TheThesisof
Structural Identity

S in c e  in  a  f u l ly  s t a t e d  D -N  e x p la n a t io n  o f  a  p a r t ic u l a r  e v e n t  t h e  e x p la ­
n a n ;  lo g ic a l l y  im p l ie s  th e  e x p la n a n d u m ,  w e  m a y  s a y  t h a t  t h e  e x p la n a t o r y  
a r g u m e n t  m ig h t  h a v e  b e e n  u s e d  fo r  a  d e d u c t iv e  p r e d ic t io n  o f  th e  
e x p la n a n d u m -e v e n t  i f  t h e  la w s  a n d  t h e  p a r t ic u l a r  f a c t s  a d d u c e d  i n  its  ex -  
p l a n a n s  h a d  b e e n  k n o w n  a n d  ta k e n  in to  a c c o u n t  a t  a  s u i t a b l e  e a r l i e r  t im e .  
In  th is  s e n s e ,  a  D -N  e x p la n a t io n  is  a  p o t e n t ia l  D -N  p r e d ic t io n .

T h i s  p o in t  w a s  m a d e  a lr e a d y  in  a n  e a r l i e r  a r t i c l e  b y  O p p e n h e im  a n d  
m y s e l f ,1 w h e r e  w e  a d d e d  t h a t  s c i e n t i f i c  e x p la n a t io n  ( o f  t h e  d e d u c t iv e -  
n o m o lo g ic a l  k in d )  d if f e r s  f ro m  s c i e n t i f i c  p r e d ic t io n  n o t  i n  lo g ic a l  s t r u c ­
tu re , b u t  i n  c e r t a in  p r a g m a t ic  r e sp e c ts .  I n  o n e  c a s e ,  t h e  e v e n t  d e s c r ib e d  
in  th e  c o n c lu s io n  is  k n o w n  to  h a v e  o c c u r r e d ,  a n d  s u i t a b le  s t a t e m e n t s  o f  
g e n e r a l  l a w  a n d  p a r t i c u l a r  f a c t  a r e  s o u g h t  to  a c c o u n t  f o r  i t ;  i n  t h e  o th e r ,  
th e  l a t t e r  s t a t e m e n t s  a r e  g iv e n  a n d  th e  s t a t e m e n t  a b o u t  t h e  e v e n t  in  q u e s ­
t io n  is  d e r iv e d  f ro m  t h e m  b e fo r e  th e  t im e  o f  it s  p r e s u m p t iv e  o c c u r r e n c e .  
T in s  c o n c e p t io n ,  w h i c h  h a s  s o m e t im e s  b e e n  r e f e r r e d  to  a s  t h e  thesis o f  
the structural identity  ( o r  o f  th e  s y m m e t r y )  o f  explan ation  a n d  p rediction . 
h a s  r e c e n t ly  b e e n  q u e s t io n e d  b y  s e v e r a l  w r i te r s .  A  c o n s id e r a t io n  o f  s o m e  
o f  t h e i r  a r g u m e n t s  m a y  h e lp  to  s h e d  f u r th e r  l i g h t  o n  th e  is s u e s  in v o lv e d .

T o  b e g in  w i th ,  s o m e  w r ite r s *  h a v e  n o te d  t h a t  w h a t  is  u s u a l l y  c a l l e d  a  
p r e d ic t io n  is  n o t  a n  a r g u m e n t  b u t  a  s e n t e n c e .  M o r e  p r e c i s e ly ,  a s  S c h e f f l e r  
h a s  p o in t e d  o u t ,  i t  i s  a  s e n t e n c e - to k e n ,  i - e . ,  a  c o n c r e t e  u t t e r a n c e  o r  in ­
s c r ip t io n  o f  a  s e n t e n c e  p u r p o r t in g  to  d e s c r ib e  s o m e  e v e n t  t h a t  i s  to  o c c u r  
a f te r  t h e  p r o d u c t io n  o f  th e  to k e n  * T h i s  is  c e r t a in l y  so . B u t  i n  e m p ir i c a l  
s c i e n c e  p r e d ic t iv e  s e n t e n c e s  a r e  n o r m a l l y  e s t a b l is h e d  o n  t h e  b a s is  o f  a v a i l ­
a b le  in f o r m a t io n  b y  m e a n s  o f  a r g u m e n t s  t h a t  m a y  b e  d e d u c t iv e  o r  in d u c ­
t iv e  i n  c h a r a c t e r ;  a n d  t h e  th e s is  u n d e r  d is c u s s io n  s h o u ld  b e  u n d e r s to o d ,  
o f  c o u r s e ,  to  r e f e r  to  e x p la n a t o r y  a n d  p r e d ic t iv e  argum ents.

T h u s  c o n s t r u e d ,  th e  thesis o f  structural iden tity  am ou n ts to  d i e  c o n -

FfiOM Aspects e f  Scientific Kxplanction (N ew  Y ork: F re e  Press, 1 9 6 5 ), 566—76.
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j u n c t io n  o f  tw o  sub-theses, n a m e l y  ( i )  t h a t  e v e ry  adequate explanation is 
poten tia lly  a prediction  in  th e  s e n s e  in d ic a t e d  a b o v e ; ( i i )  t h a t  c o n v e r s e ly  
every adequate prediction is poten tia lly  an explanation. I w i l l  n o w  e x a m in e  
a  n u m b e r  o f  o b je c t io n s  t h a t  h a v e  b e e n  r a is e d  a g a in s t  th e  th e s is ,  d e a l in g  
f ir s t w i t h  th o s e  w h ic h ,  in  e f f e c t  c o n c e r n  th e  f i r s t  s u b - th e s is ,  a n d  th e n  w ith  
th o se  c o n c e r n in g  t h e  s e c o n d  s u b - th e s is .  I w i l l  a r g u e  th a t  th e  firs t su b -th e s is  
i s  s o u n d ,  w h e r e a s  t í r e  s e c o n d  o n e  is  in d e e d  o p e n  to  q u e s t io n .  T h o u g h  th e  
f o l lo w in g  c o n s id e r a t io n s  a r e  c o n c e r n e d  p r in c ip a l ly  w ith  D -N  e x p la n a t io n ,  
s o m e  o f  d ie m  a r e  a p p l i c a b le  to  o t h e r  ty p e s  o f  e x p la n a t io n  a s  w e l l .  . .  .

T h e  firs t s u b - th e s is ,  a s  h a s  a l r e a d y  b e e n  n o te d , is  a n  a lm o s t  t r iv ia l  
t ru th  i n  th e  c a s e  o f  D -N  e x p la n a t io n ,  s in c e  h e r e  th e  e x p la n a o s  lo g ic a l l y  
im p l ie s  t h e  e x p la n a n d u m . B u t  i t  i s  s u p p o r te d  a ls o  b y  a  m o re  g e n e r a l  p r in ­
c ip l e ,  w h i c h  a p p l i e s  to  o th e r  ty p e s  o f  e x p la n a t io n  a s  w e l l ,  a n d  w h ic h  ex ­
p re s s e s , I  w o u ld  s u b m i t ,  a  g e n e r a l  condition o f  adequacy for any rationally  
accep ta ble  explanation o f  a particular event. T h a t  c o n d it io n  is  th e  fo l lo w ­
in g :  A n y  r a t io n a lly  a c c e p t a b le  a n s w e r  to  th e  q u e s t io n  'W h y  d id  e v e n t  X  
o c c u r ? ’ m u s t  o ffe r  in f o r m a t io n  w h ic h  sh o w s  t h a t  X  w as  to  b e  e x p e c te d — 
i f  n o t  d e f in i t e l y ,  a s  i n  d ie  c a s e  o f  D -N  e x p la n a t io n ,  th e n  a t  l e a s t  w ith  
r e a s o n a b le  p r o b a b ili ty 1. T h u s ,  t h e  e x p la n a to r y  in fo r m a t io n  m u s t  p ro v id e  
g o o d  g r o u n d s  fo r  b e l i e v in g  d r a t  X  d id  in  f a c t  o c c u r ;  o th e r w is e ,  d r a t  in fo r­
m a t io n  w o u ld  g iv e  u s  n o  a d e q u a t e  r e a so n  f o r  s a y in g :  “T h a t  e x p la in s  i t — 
th a t  d o e s  sh o w  why X o c c u r r e d .”  A n d  a n  e x p la n a t o r y  a c c o u n t  th a t  sa t is f ie s  
this c o n d it io n  c o n s t i tu t e s , o f  c o u r s e ,  a  p o t e n t ia l  p r e d ic t io n  in  th e  s e n s e  
th a t  i t  c o u ld  h a v e  s e r v e d  to  p r e d ic t  th e  o c c u r r e n c e  o f  X  ( d e d u c t iv e ly  o r  
w ith  m o r e  o r  le s s  h ig h  p r o b a b i l i t y )  i f  t h e  in fo r m a t io n  c o n t a in e d  in  th e  
e x p la n a n s  h a d  b e e n  a v a i l a b le  a t  a  s u i t a b le  e a r l i e r  t im e .

T h e  c o n d it io n  o f  a d e q u a c y  j u s t  s t a te d  c a n  b e  e x te n d e d ,  in  a n  o b v io u s  
m a n n e r ,  to  e x p la n a t io n s  c o n c e r n e d ,  n o t  w ith  in d iv id u a l  e v e n ts ,  b u t  w ith  
e m p ir i c a l  u n i f o r m it ie s  e x p re s s e d  b y  p u ta t iv e  la w s . B u t  s u c h  e x p la n a t io n s  
c a n n o t  w e l l  b e  sp o k e n  o f  a s  p o t e n t ia l  predictions s in c e  l a w -s ta te m e n t s  p u r ­
p o r t  t o  e x p re s s  t im e le s s  u n if o r m it ie s  a n d  th u s  m a k e  n o  r e f e r e n c e  to  a n y  
p a r t ic u l a r  t im e ,  w h e t h e r  p a s t ,  p r e s e n t ,  o r  f u tu r e /

I t  w i l l  h a r d ly  b e  n e c e s s a r y  to  e m p h a s iz e  th a t  i t  is  n o t , o f  c o u r s e ,  
th e  purpose  o f  a n  e x p la n a t io n  to  p r o v id e  g r o u n d s  in  s u p p o r t  o f  th e -  
e x p la n a n d u m -s t a t e m e n h  fo r  . . .  a  r e q u e s t  fo r a n  e x p la n a t io n  n o r m a lly  
presupposes t h a t  t h e  e x p la n a n d u m -s t a t e m e n t  is  t r u e .  T h e  p o in t  o f  t h e  p r e ­
c e d in g  r e m a r k s  is  r a t h e r  d r a t  a n  a d e q u a t e  e x p la n a t io n  c a n n o t  h e lp  p ro v id ­
in g  in f o r m a t io n  w h i c h ,  i f  p r o p e r ly  e s t a b l is h e d ,  a ls o  p ro v id e s  g r o u n d s  in  
s u p p o r t  o f  th e  e x p la n a n d u m -s t a t e m e n t .  .  . . W e  m a y  s a y  t h a t  a n  a d e q u a t e  
a n s w e r  to  a n  e x p la n a t io n - s e e k in g  w h y - q u e s t io n  is  a lw a y s  a ls o  a  p o te n t ia l  
a n s w e r  to  th e  c o r r e s p o n d in g  e p i s t e m ic  w h y -q u e s t io n .

T h e  c o n v e r s e , h o w e v e r , d o e s  n o t  h o ld ;  t h e  c o n d it io n  o f  a d e q u a c y  is  
n e c e s s a r y  b u t  n o t  s u f f i c i e n t  f o r  a n  a c c e p t a b le  e x p la n a t io n .  F o r  e x a m p le ,  
c e r t a in  e m p ir i c a l  f in d in g s  m a y  g iv e  e x c e l l e n t  g ro u n d s  fo r  d i e  b e l i e f  th a t  
th e  o r ie n t a t io n  o f  t h e  e a r th ’s  m a g n e t i c  f i e ld  sh o w s  d iu r n a l  a n d  s e c u la r
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v a r ia t io n s ,  w i t h o u t  in  t h e  l e a s t  e x p la in in g  w h y  S im i l a r l y ,  a  s e t  o f  e x p e r i ­
m e n t a l  d a t a  m a y  s t r o n g ly  su pport t h e  a s s u m p t io n  t h a t  d i e  e l e c t r i c  r e s is ­
t a n c e  o f  m e t a ls  i n c r e a s e s  w i t h  t h e i r  t e m p e r a tu r e  o r  t h a t  a  c e r t a in  c h e m ic a l  
in h ib i t s  t h e  g r o w th  o f  c a n c e r  c e l l s ,  w i th o u t  p r o v id in g  a n y  exp la n a tion  fo r 
t h e s e  p r e s u m p t iv e  e m p ir i c a l  r e g u la r i t i e s .  T h e  p r e d ic t iv e  i n f e r e n c e s  h e r e  
in v o lv e d  a r e  in d u c t iv e  r a t h e r  t h a n  d e d u c t iv e ;  b u t  w h a t  b a r s  th e m  f r o m  th e  
s t a tu s  o f  p o t e n t ia l  e x p la n a t io n s  is  n o t  t h e i r  in d u c t iv e  c h a r a c t e r  . . . . b u t  
t h e  f a c t  t h a t  t h e y  in v o k e  n o  l a w s  o r  t h e o r e t i c a l  p r in c ip le s ,  n o  ex p la n a to ry -  
s t a t e m e n t s  t h a t  m a k e  a  g e n e r a l  c l a im .  R e l i a n c e  o n  g e n e r a l  p r in c ip le s ,  
w h i l e  p e r h a p s  n o t  in d is p e n s a b le  fo r  p r e d ic t io n ,  is  r e q u ir e d  in  a n y  e x p la ­
n a t io n * . s u c h  p r in c ip le s  a lo n e  c a n  g iv e  to  w h a t e v e r  p a r t ic u la r  c i r c u m ­
s t a n c e s  m a y  b e  a d d u c e d  t h e  s ta tu s  o f  e x p la n a t o r y  f a c to r s  fo r  th e  e v e n t  to  
b e  e x p la in e d .

S o m e  o f  t h e  o b je c t io n s  r e c e n t ly  r a is e d  a g a in s t  t h e  th e s is  o f  th e  s t r u c ­
t u r a l  id e n t i t y  o f  e x p la n a t io n  a n d  p r e d ic t io n  c o n c e r n  i n  e f f e c t  t h e  f ir s t o f  
its  tw o  s u b - th e s e s ,  w h ic h  h a s  n o w  b e e n  p r e s e n t e d  i n  s o m e  d e t a i l :  t h e  c l a im  
t h a t  a n y  a d e q u a t e  e x p la n a t o r y  a r g u m e n t  is  a ls o  p o t e n t ia l ly  p r e d ic t iv e .  I 
w i l l  c o n s id e r  th r e e  o b je c t io n s  to  t h e  e f f e c t  t h a t  t h e r e  a r e  c e r t a in  p e r f e c d y  
s a t is f a c to r y  e x p la n a t io n s  t h a t  d o  n o t  c o n s t i t u t e  p o t e n t ia l  p r e d ic t io n s .

S c r iv e n  h a s  a r g u e d  d r a t  d i e  o c c u r r e n c e  o f  a n  e v e n t  X  is  s o m e t im e s  
q u i t e  a d e q u a t e l y  e x p la in e d  b y  m e a n s  o f  a  ‘ ‘p r o p o s it io n  o f  th e  fo rm  ‘ T h e  
o n ly  c a u s e  o f  X  is  A ’ . . . fo r  e x a m p le .  T h e  o n ly  c a u s e  o f  p a r e s is  is  s y p h i­
l i s ’ ;"  th is  p r o p o s it io n  e n a b le s  u s  to  e x p la in  w h y  a  c e r t a in  p a t ie n t  h a s  p a r e s is  
b y  p o in t in g  o u t  t h a t  h e  p r e v io u s ly  s u f f e r e d  f ro m  s y p h i l i s .  A n d  t h i s  e x p la ­
n a t io n  h o ld s  g o o d ,  a c c o r d in g  to  S c r iv e n ,  e v e n  th o u g h  o n ly  q u i t e  a  s m a ll  
p e r c e n t a g e  o f  s y p h i l i t i c  p a t ie n t s  d e v e lo p  p a r e s is ,  so  t h a t  ‘ ‘w e  m u s t ,  o n  th e  
e v id e n c e  [ t h a t  a  g iv e n  p e r s o n  h a s  s y p h i l i s ] ,  s t i l l  p r e d i c t  t h a t  [p a r e s i s ]  w i l l  
n o t  o c c u r .” 5 B u t  i f  i t  d o e s  o c c u r ,  t h e n  d i e  p r in c ip le  t h a t  th e  o n ly  c a u s e  
o f  p a r e s is  i s  s y p h i l i s  c a n  " p r o v id e  a n d  g u a r a n t e e  o u r  e x p la n a t io n ”  in  te r m s  
o f  a n t e c e d e n t  s y p h i l i t i c  in fec tio n .®  T h u s  w e  h a v e  h e r e  a  p r e s u m p t iv e  ex ­
p la n a t io n  w h i c h  in d e e d  is  n o t  a d e q u a t e  a s  a  p o t e n t ia l  p r e d ic t io n .  B u t  
p r e c i s e l y  b e c a u s e  p a r e s is  i s  s u c h  a  r a r e  s e q u e l  o f  s y p h i l i s ,  p r io r  s y p h i l i t i c  
i n f e c t io n  s u r e l y  c a n n o t  b y  i t s e l f  p r o v id e  a n  a d e q u a t e  e x p la n a t io n  fo r  i t .  A  
c o n d i t io n  t h a t  i s  c o m ic a l l y  n e c e s s a r y - f o r  d i e  o c c u r r e n c e  o f  a n  e v e n t  d o e s  
n o t ,  in  g e n e r a l ,  e x p la in  i t ;  o r  e l s e  w e  w o u ld  b e  a b l e  to  e x p la in  a  m a n 's  
w in n in g  d i e  f i r s t  p r i z e  i n  t h e  I r is h  s w e e p s ta k e s  b y  p o in t in g  o u t  t h a t  h e  h a d  
p r e v io u s ly  b o u g h t  a  t i c k e t ,  a n d  t h a t  o n ly  a  p e r s o n  w h o  o w n s  a  t i c k e t  c a n  
w i n  th e  f ir s t  p r iz e .

A  s e c o n d  a r g u m e n t  w h i c h ,  l i k e  S c r iv e n 's ,  h a s  c o n s id e r a b le  in i t i a l  
p l a u s ib i l i t y  h a s  b e e n  a d v a n c e d  b y  T o u lm in ’  b y  r e f e r e n c e  to  “ D a r w in  s 
th e o r y ,  e x p la in in g  t h e  o r ig in  o f  s p e c ie s  b y  v a r ia t io n  a n d  n a t u r a l  s e l e c t io n .  
N o  s c ie n t is t  h a s  e v e r  u s e d  th i s  t h e o r y  to  f o r e t e l l  t h e  c o m in g - in to - e x is te n c  e 
o f  c r e a tu r e s  o f  a  n o v e l  s p e c ie s ,  s t i l l  le s s  v e r if ie d  h i s  f o r e c a s t  Y e t  m a m - 
c o m p e t e n t  s c ie n t is t s  h a v e  a c c e p t e d  D a r w in ’s  t h e o r y  a s  h a v in g  g r e a t  e x ­
p l a n a to r y  p o w e r .”  I n  e x a m in in g  th i s  a r g u m e n t ,  l e t  m e  d i s t in g u is h  w h a t
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m ig h t  b e  c a l l e d  d i e  story o f  e v o lu t io n  fro m  th e  theory o f  t h e  u n d e r ly in g  
m e c h a n is m s  o f  m u t a t io n  a n d  n a t u r a l  s e le c t io n .  H i e  s to ry  o f  e v o lu t io n ,  a s  
a h y p o th e s is  a b o u t  d i e  g r a d u a l  d e v e lo p m e n t  o f  v a r io u s  t y p e s  o f  o r g a n is m s , 
a n d  a b o u t  t h e  s u b s e q u e n t  e x t in c t io n  o f  m a n y  o f  th e s e ,  h a s  t h e  c h a r a c t e r  
o f  a  h y p o th e t ic a l  h is t o r ic a l  n a r r a t iv e  describing  t h e  p u ta t iv e  s ta g e s  o f  th e  
e v o lu t io n a r y  p ro c e s s : i t  i s  t h e  a s s o c ia te d  th e o r y  w h ic h  p ro v id e s  w h a t  ex­
planatory insight w e  h a v e  in to  th is  p ro c e s s . T h e  s to r y  o f  e v o lu t io n  m ig h t  
t e l l  its . fo r  e x a m p le ,  t h a t  a t  a  c e r t a in  S ta g e  in  t h e  p ro ce s s  d in o s a u r s  m a d e  
th e ir  a p p e a r a n c e  a n d  th a t ,  so  m u c h  l a t e r ,  th e} ' d i e d  o u t  S u c h  a  n a r r a t iv e  
a c c o u n t  d o e s  n o t , o f  c o u r s e ,  e x p la in  w h y  d i e  v a r io u s  k in d s  o f  d in o s a u r s  
w ith  th e ir  d is t in c t iv e  c h a r a c t e r is t i c s  c a m e  in to  e x is t e n c e ,  n o r  d o e s  it ex ­
p la in  w h y  th e y  b e c a m e  e x t in c t .  I n d e e d  e v e n  t h e  a s s o c ia te d  th e o r y  o f  m u ­
ta t io n  a n d  n a t u r a l  s e l e c t io n  d o e s  n o t  a n s w e r  t h e  f irs t o f  th e s e  q u e s t io n s , 
th o u g h  it  m ig h t  b e  h e ld  to  s h e d  s o m e  l i g h t  o n  th e  la t t e r .  Y e t . e v e n  to  
a c c o u n t  fo r  th e  e x t in c t io n  o f  t h e  d in o s a u r s ,  w e  n e e d  a  v a s t  a r r a y  o f  a d d i ­
t io n a l  h y p o th e s e s  a b o u t  th e ir  p h y s ic a l  a n d  b io lo g ic a l  e n v ir o n m e n t  a n d  
a b o u t  th e  s p e c ie s  w i th  w h ic h  t h e y  h a d  to  c o m p le te  fo r s u r v iv a l .  B u t  i f  w e  
h a v e  h ip o  th e s e s  o f  th is  k in d  t h a t  a r e  s p e c if ic  e n o u g h  to  p r o v id e , in  c o m ­
b in a t io n  w ith  th e  t h e o r y  o f  n a t u r a l  s e le c t io n ,  a t  l e a s t  a  p r o b a b i l i s t ic  e x p la ­
n a t io n  fo r th e  e x t in c t io n  o f  t h e  d in o s a u r s ,  t h e n  c l e a r l y  th e  e x p la n a n s  
a d d u c e d  is  a ls o  q u a l i f i e d  a s  a  b a s is  fo r  a  p o te n t ia l  p r o b a b i l i s t ic  p re d ic t io n .  
T h e  u n d e n ia b ly  g r e a t  p e r s u a s iv e n e s s  o f  T o u lm in 's  a r g u m e n t  w o u ld  s e e m  
to derive f ro m  tw o  s o u r c e s ,  a widespread  t e n d e n c y  to  r e g a r d  th e  b a s i c a l ly  
descriptive s to ry  of e v o lu t io n  a s  e x p la in in g  th e  v a r io u s  s ta te s  o f  t h e  p ro c e s s , 
a n d  a  s im il a r ly  w id e s p r e a d  t e n d e n c y  to  o v e r e s t im a te  th e  e x t e n t  to  w h ic h  
even the th e o ry  of m u ta t io n  a n d  n a t u r a l  s e l e c t io n  c a n  a c c o u n t  fo r th e  
details of the evolutionary' s e q u e n c e .

1 now turn to a third objection to  the c la im  that an adequate expla­
nation is also a potential prediction. It is  b a s e d  on the observation that 
sometimes the oniy ground we have for asserting some essential statement 
in the explanans lies in the knowledge that the explanandum event did 
in fact occur. In such cases, the explanatory argument clearly could not 
have been used to predict that event. Consider one o f  Scriven’s examples.6 
Suppose that a man has killed his wife whom h e  knew to have been 
unfaithful to him, and that his action is explained a s  the result of intense 
jealousy. The fact that the m an was jealous m ight w e ll have been ascer­
tainable before the deed, but to explain the latter, w e  need to know that 
his jealousv was intense enough to drive him to m u r d e r ;  and this we can 
know only after the deed has actually been committed. Here then, the 
occurrence of the explanandum event provides the only grounds we have 
for asserting one important part of the explanans; the explanandum event 
could not therefore have been predicted by means of the explanatory ar­
gument. In another example,® Scriven considers an explanation to the 
effect that the collapse of a bridge was caused hy metal fatigue. This ac­
count, he argues, m ight be supported by pointing out that the failure could
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h a v e  b e e n  c a u s e d  o n l y  b y  a n  e x c e s s iv e  l o a d ,  b y  e x t e r n a l  d a m a g e ,  or by 
m e t a l  f a t ig u e ,  a n d  d i a l  t h e  f i r s t  t w o  f a c t o r s  w e r e  n o t  p r e s e n t  in  t h e  c a s e  a t  
h a n d ,  w h e r e a s  t h e r e  is  e v i d e n c e  o f  m e t a l  f a t ig u e .  G i v e n  the  in fo rm atio n  
th a t the  bridge d id  i n  fa c t  c o lla p se ,  t h i s  w o u ld  e s t a b l i s h  n o t  o n l y  t h a t  m e t a l  
f a t ig u e  w a s  a t  f a u l t  b u t  t h a t  i t  w a s  s t r o n g  e n o u g h  t o  c a u s e  t h e  f a i l u r e .  
W h i l e  S c r i v e n ’s  n o t i o n  o f  " the  o n l y  p o s s ib l e  c a u s e ”  o f  a  g i v e n  e v e n t  s u r e lv  
r e q u i r e s  f u r t h e r  e l u c i d a t i o n ,  h i s  e x a m p le  d o e s  a f f o r d  a n o t h e r  i l l u s t r a t i o n  
o f  a n  e x p l a n a t o i y  a c c o u n t  o n e  o f  w h o s e  c o n s t i t u e n t  h y p o t h e s e s  is s u p ­
p o r t e d  o n l y  b y  t h e  o c c u r r e n c e  o f  t h e  e v e n t  t o  b e  e x p l a i n e d — s o  th a t  tl>e 
l a t t e r  c o u l d  n o t  h a v e  b e e n  p r e d i c t e d  b y  m e a n s  o f  t h e  e x p l a n a t o r y  a r g u ­
m e n t .

H o w e v e r ,  t h e  p o i n t  t h u s  i l l u s t r a t e d  d o e s  n o t  a f f e c t  a t  a l l  t h e  c o n d i ­
t i o n a l  t h e s i s  t h a t  a n  a d e q u a t e  e x p l a n a t o r y  a r g u m e n t  m u s t  b e  s u c h  t h a t  i t  
c o u l d  h a v e  s e r v e d  t o  p r e d i c t  t h e  e x p l a n a n d u m  e v e n t  i f  d i e  i n f o r m a t i o n  
i n c l u d e d  i n  t h e  e x p l a n a n s  h a d  b e e n  k n o w n  a n d  t a k e n  i n t o  a c c o u n t  b e f o r e  
t h e  o c c u r r e n c e  o f  t h a t  e v e n t .  W h a t  S c r i v e n ’s  c a s e s  s h o w  i s  t h a t  s o m e t i m e s  
w e  d o  n o t  k n o w  i n d e p e n d e n t l y  o f  t h e  o c c u r r e n c e  o f  t h e  e x p l a n a n d u m  
e v e n t  t h a t  a l l  t h e  c o n d i t i o n s  l is t e d  i n  t h e  e x p l a n a n s  a r e  r e a l i z e d .  H o w e v e r ,  
t h i s  m e a n s  o n l y  t h a t  in  s u c h  c a s e s  o u r  c o n d i t i o n a l  t h e s i s  is  c o u n t e r f a c t u a l .
i .e . ,  t h a t  i t s  i f - c l a u s e  i s  n o t  s a t is f ie d ,  b u t  n o t  t h a t  t h e  t h e s i s  i t s e l f  is  fa ls e .  
M o r e o v e r ,  S c r i v e n  s a r g u m e n t  d o e s  n o t  e v e n  s h o w  t h a t  i n  t h e  k in d  o f  c a s e  
h e  m e n t i o n s  i t  is lo g i c a l l y  o r  n o m o l o g i c a l l y  im p o s s ib l e  ( i m p o s s ib le  b y  
r e a s o n  o f  t h e  la w s  o f  lo g ic  o r  t h e  la w s  o f  n a t u r e )  f o r  u s  t o  k n o w  t h e  c r i t i c a l  
e x p l a n a t o r y  f a c t o r  b e f o r e ,  o r  i n d e p e n d e n t l y  o f ,  t h e  o c c u r r e n c e  o f  t h e  
e x p l a n a n d u m - e v e n t ;  t h e  i m p o s s ib i l i t y  a p p e a r s  t o  b e  r a t h e r  a  p r a c t ic a l  and 
p e r h a p s  t e m p o r a r y  o n e ,  r e f l e c t i n g  p r e s e n t  l im i t a t io n s  o f  k n o w l e d g e  o r  

t e c h n o l o g y .
B u t  w h i l e  i t  t h u s  le a v e s  o u r  t h e s i s  u n a f f e c t e d ,  S c r i v e n ’s o b s e r v a t i o n  is 

o f  m e t h o d o l o g i c a l  i n t e r e s t  in  its  o w n  r ig h t :  i t  s h o w s  t h a t  s o m e t i m e s  a n  
e v e n t  is  e x p l a i n e d  b y  m e a n s  o f  h y p o t h e s e s  f o r  s o m e  o f  w h i c h  t h e  f a c t  o f  
i t s  o c c u r r e n c e  a f f o r d s  t h e  o n l y  a v a i l a b l e  e v i d e n t i a l  s u p p o r t .  T h i s  m a y  h a p ­
p e n ,  a s  w e  s a w ,  w h e n  o n e  o f  t h e  e x p l a n a t o r y  h y p o t h e s e s  s ta te s  t h a t  a  
c e r t a i n  r e l e v a n t  f a c t o r  w a s  s t r o n g  e n o u g h  t o  b r in g  a b o u t  t h e  e v e n t  in  q u e s ­
t i o n ;  b u t  t h e  o b s e r v a t i o n  a p p l i e s  a ls o  t o  o t h e r  c a s e s .  T h u s  t h e  e x p l a n a t i o n  
. . .  o f  t h e  a p p e a r a n c e  a n d  in i t i a l  g r o w t h  o f  t h e  s o a p  b u b b l e s ,  i n c l u d e s  in  
i t s  e x p l a n a n s  t h e  a s s u m p t io n  th a t  a  s o a p  f i l m  h a d  f o r m e d  between th e  
p l a t e  a n d  t h e  r im s  o f  t h e  t u m b l e r s ; “ a n d  p r a c t ic a l ly  t h e  o n iv  evidence 
a v a i l a b l e  in  s u p p o r t  of t h i s  e x p l a n a t o r y  a s s u m p t io n  is  t h e  f a c t  t h a t  soap 
b u b b l e s  d id  e m e r g e  f r o m  u n d e r  t h e  t u m b l e r s .  O r  c o n s i d e r  t h e  explanation 
o f  t h e  c h a r a c t e r i s t i c  d a r k  l i n e s  in  t h e  a b s o r p t i o n  s p e c t r u m  of a particular 
s ta r .  T h e  k e y  a s s u m p t io n  i n  t h e  e x p l a n a n s  is  t h a t  t h e  s ta r 's  atmosphere *

* See the first section of Hempel’s 'Two Basic Types of Scientific Explanation," 
(the preceding reading in this chapter) for more about why bubbles appear when 
a tumbler is taken from warm soapy water and inverted on a plate.
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c o n t a in s  c e r t a in  d e m e n t s ,  s u c h  a s  h y d r o g e n ,  h e l i u m ,  a n d  c a l c i u m ,  w h o se  
a to m s  a b s o rb  r a d ia t io n  o f  f o e  w a v e  l e n g t h s  e o c p c s p o n d in g to  t h e  d a r k l j n e s ;  
t h e  e x p la n a t io n  r e l ie s ,  o f  c o u r s e , o n  m a n y  o th e r  a s s u m p t io n s , in c lu d in g  
th e  o p t ic a l  t h e o r y  th a t  fo rm s  th e  b a s is  fo r sp e c tro s c o p y , a n d  th e  a s s u m p t io n  
t h a t  t h e  a p p a r a tu s  u s e d  is  a  p ro p e r ly  c o n s t r u c te d  s p e c tro s c o p e . B u t  w h i le  
t h e s e  l a t t e r  e x p la n a n s  s ta te m e n ts  a r e  c a p a b le  o f  in d e p e n d e n t  te s t  a n d  co r­
r o b o ra t io n , i t  m a y  w e l l  b e  th a t  t h e  o n ly  e v id e n c e  a v a i l a b le  in  s u p p o r t  o f  
th e  k e y  e x p la n a t o r y  h y p o th e s is  is t h e  o c c u r r e n c e  o f  th e  v e ry  l in e s  w h o se  
a p p e a r a n c e  i n  t h e  s p e c t r u m  t h e  a r g u m e n t  se rv e s  to  e x p la in .  S t r i c t ly  sp e a k ­
in g ,  f o e  e x p la n a n d u m  e v e n t  h e r e  p r o v id e s  s u p p o r t  fo r  f o e  k e y  e x p la n a to r y  
h y p o th e s is  o n ly  b y  v i r t u e  o f  f o e  b a c k g r o u n d  th e o r y ,  w h ic h  c o n n e c t s  fo e  
p r e s e n c e  o f  c e r t a in  e l e m e n t s  in  fo e  a tm o s p h e r e  o f  a  s t a r  w ith  t h e  a p p e a r ­
a n c e  o f  c o r r e s p o n d in g  a b s o rp t io n  l in e s  in  its  s p e c t r u m . T h u s ,  f o e  in fo r­
m a t io n  t h a t  f o e  e x p la n a n d u m  e v e n t  h a s  o c c u r r e d  d o e s  n o t  b y  i t s e l f  s u p p o rt 
the e x p la n a t o r y  h y p o th e s is  i n  q u e s t io n ,  b u t  i t  c o n s t i tu t e s , a s  w e  m ig h t  s a y , 
an essentia] p a r t  o f  f o e  o n ly  e v id e n c e  a v a i l a b le  in  su p p o r t  o f  th a t  h y ­
pothesis.

E x p la n a t io n s  o f  th e  k in d  h e r e  c o n s id e r e d  m a y  b e  s c h e m a t ic a l l y  c h a r ­
acterized as a r g u m e n t s  o f  f o e  fo rm  (D -N )  in  w h ic h  fo e  in f o r m a t io n  o r  
assumption t h a t  E  is  t r u e  p ro v id e s  a n  in d is p e n s a b le  p a r t  o f  fo e  o n ly  a v a i l ­
a b le  e v id e n t i a l  s u p p o r t  f o r  o n e  o f  f o e  e x p la n a n s  s ta te m e n ts ,  s a y ,  C i -  L e t  
u s  c a l l  s u c h  e x p la n a t io n s  self-evidencing. I t  m ig h t  b e  h e ld  th a t  f o e  a c tu a l  
o c c u r r e n c e  o f  f o e  e x p la n a n d u m  e v e n t  a tw a y s  p ro v id e s  s o m e  s l i g h t  a d d i­
t io n a l  s u p p o r t  e v e n  fo r a n  e x p la n a n s  w h o s e  c o n s t i t u e n t  s e n t e n c e s  h a v e  
b e e n  a c c e p t e d  o n  f o e  b a s is  o f  in d e p e n d e n t  e v id e n c e ,  a n d  th a t  i n  t h i s  se n se  
e v e r y  D -N  e x p la n a t io n  w i th  t r u e  e x p la n a n d u m  is  i n  s o m e  m e a s u r e  se lf-  
e v id e n c in g ;  b u t  w e  w i l l  a p p ly  th is  a p p e l la t io n  to  a n  e x p la n a to r y  a c c o u n t  
o n ly  i f ,  a t  f o e  t im e  o f  its  p r e s e n ta t io n ,  f o e  o c c u r r e n c e  o f  f o e  e x p la n a n d u m  
e v e n t  p r o v id e s  f o e  o n ly  e v id e n c e ,  o r  a n  in d is p e n s a b le  p a r t  o f  t h e  o n ly  
e v id e n c e ,  a v a i l a b l e  in  s u p p o r t  o f  s o m e  o f  f o e  e x p la n a n s - s ta te m e n t s .

A n  e x p la n a t o r y  a r g u m e n t  o f  th e  fo r m  (D -N ) w h ic h  is  s e l f e v id e n c in g  
is  n o t  fo r  t h a t  r e a s o n  c i r c u la r  o r  p o in t le s s .  T o  b e  s u r e ,  i f  f o e  a n t e  a r g u m e n t  
w e r e  a d d u c e d  in  su p p o r t  o f  fo e  a s s e r t io n  t h a t  f o e  e x p la n a n d u m -e v e n t  d id  
o c c u r  (o r , t h a t  E  is  t r u e ) ,  t h e n  i t  w o u ld  b e  o p e n  to  f o e  c h a r g e  o f  e p is t e m ic  
c i r c u la r i t y .  I f  f o e  a r g u m e n t  is  to  a c h ie v e  its  o b ie c t iv e  th e n  a l l  t h e  g r o u n d s  
i t  a d d u c e s  i n  s u p p o r t  o f  E — i .e . ,  C a, C j  . . . ,  C » ;  L , .  L j ,  . . . ,  L , — w o u ld  
h a v e  to  b e  e s t a b l is h e d  in d e p e n d e n t ly  o f  £ ;  a n d  th is  c o n d it io n  is  v io la te d  
h e r e  s in c e  t h e  o n ly  g r o u n d  w e  h a v e  fo r  b e l i e v in g  o r  a s s e r t in g  C ,  in c lu d e s  
f o e  a s s u m p t io n  t h a t  E  is  t r u e .  B u t  w h e n  th e  s a m e  a r g u m e n t  is  u s e d  fo r 
e x p la n a to r y  p u r p o s e s  i t  d o e s  n o t  c l a im  to  e s t a b l is h  t h a t  E  is  t r u e ;  t h a t  is 
presupposed  b y  th e  q u e s t io n  ‘W h y  d id  th e  e v e n t  d e s c r ib e d  b y  E  o c c u r ? '.  
N o r  n e e d  a  s e l f e v id e n c in g  e x p la n a t io n  in v o lv e  a n  e x p la n a to r y  c i r c l e .  T h e  
in f o r m a t io n  t h a t  t h e  e x p la n a n d u m  e v e n t  h a s  o c c u r r e d  is  n o t  in c l u d e d  in  
t h e  e x p la n a n s  (s o  t h a t  t h e  o c c u r r e n c e  o f  th e  e v e n t  i s  n o t  “e x p la in e d  b y
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i t s e l f ) ;  r a th e r  i t  s e r v e s ,  q u i t e  o u t s id e  th e  e x p la n a t o r y  c o n t e x t ,  a s  e v id e n c  
s u p p o r t in g  o n e  o f  t h e  e x p la n a n s  s ta te m e n ts .  T h u s ,  a n  a c c e p t a b le  s e l 
e v id e n c in g  e x p la n a t io n  b e n e f it s ,  a s  i t  w e r e ,  b y  d i e  w is d o m  o f  h in d s ig )  
d e r iv e d  f ro m  t h e  in f o r m a t io n  t h a t  t h e  e x p la n a n d u m  e v e n t  h a s  o c c u r r e r  
b u t  i t  d o e s  n o t  m is u s e  t h a t  in f o r m a t io n  s o  a s  to  p r o d u c e  a  c i r c u l ;  
e x p la n a t io n .

A n  e x p la n a t io n  t h a t  i s  s e l f - e v id e n c in g  m a y  f o r  t h a t  r e a s o n  r e s t  o n  
p o o r ly  s u p p o r te d  e x p la n a n s  a n d  m a y  th e r e f o r e  h a v e  n o  s t r o n g  c l a im  t 
e m p i r i c a l  s o u n d n e s s .  B u t  e v e n  th i s  is  n o t  in e v i t a b le .  I n  t h e  c a s e  o f  th  
a b s o r p t io n  s p e c t r u m  o f  a  s ta r ,  f o r  e x a m p le ,  t h e  p r e v io u s ly  a c c e p t e d  b a c !  
g r o u n d  in f o r m a t io n ,  in c l u d in g  t h e  r e le v a n t  th e o r ie s ,  m a y  in d ic a t e  th a t  th  
d a r k  l in e s  o b s e r v e d  o c c u r  on ly  i f  t h e  s p e c if i e d  e l e m e n t s  a r e  p r e s e n t  i 
d i e  s t a r 's  a tm o s p h e r e ;  a n d  t h e n  t h e  e x p la n a n d u m ,  i n  c o n ju n c t io n  w ith  th  
b a c k g r o u n d  in f o r m a t io n ,  l e n d s  v e r y  s t r o n g  s u p p o r t  to  t h e  c r u c i a l  e x p la i  
a to r y  h y p o th e s is .

T h e  n o t io n  o f  a  s e l f - e v id e n c in g  e x p la n a t io n  c a n ,  I  t h in k ,  s h e d  s o ir  
f u r th e r  l ig h t  o n  th e  p u z z le  i l lu s t r a t e d  b y  th e  e x p la n a t io n  o f  p a r e s is  i n  t e r n  
o f  a n t e c e d e n t  s y p h i l i t i c  in f e c t io n .  C o n s id e r  a n o t h e r  i l lu s t r a t io n .  S o n - 
c a s e s  o f  s k in  c a n c e r  a r e  a t t r ib u t e d  to  in t e n s iv e  u l t r a v io le t  i r r a d ia t io n .  B i 
th i s  f a c to r  v e ry  o f te n  d o e s  n o t  l e a d  to  c a n c e r ,  s o  th a t  th e  in f o r m a t io n  th  
a  p e r s o n  h a s  b e e n  e x p o se d  to  s u c h  r a d ia t io n  d o e s  n o t  p e r m it  th e  p r e d ic t ic  
o f  c a n c e r .  Is  t h a t  in f o r m a t io n  a lo n e  n e v e r th e le s s  s u f f i c i e n t  to  e x p la in  d  
d e v e lo p m e n t  o f  s k in  c a n c e r  w h e n  i t  d o e s  f o l lo w  in t e n s iv e  i r r a d ia t io n ?  N 
d o u b t ,  a n  e x p la n a t io n  w i l l  o f te n  b e  f o r m u la t e d  s o  a s  to  m e n t io n  o n ly  t t  
a n t e c e d e n t  i r r a d i a t io n ;  b u t  t h e  u n d e r ly in g  r a t io n a le  s u r e l y  m u s t  b e  m o  
c o m p le x .  L e a v in g  a s id e  t h e  im p o r t a n t  q u a n t i t a t iv e  a s p e c t s  o f  d i e  p r o b ie r  
th e  c r u c i a l  p o in t  i n  d r a t  r a t io n a le  c a n ,  I  s u g g e s t ,  b e  s c h e m a t i c a l l y  stat< 
a s  f o l lo w s : S o m e ,  th o u g h  b y  n o  m e a n s  a l l ,  in d iv id u a ls  h a v e  t h e  d isp o s itd c  
to  d e v e lo p  s k in  c a n c e r  u p o n  e x p o s u r e  to  s t r o n g  u l t r a v io le t  i r r a d ia t io n ;  1 
u s  c a l l  t h e s e  r a d ia t io n - s e n s it iv e .  N o w , in  th e  c a s e  o f  e x p la n a t io n ,  w e  k n e  
t h a t  d i e  g iv e n  i n d iv id u a l  w a s  e x p o se d  to  s t r o n g  r a d ia t io n  (C * )  a n d  d 
d e v e lo p  c a n c e r  o f  t h e  s k in  i n  t h e  a f f e c te d  a r e a  ( £ ) .  B u t  jo in t ly ,  t h e s e  tv 
p i e c e s  o f  i n f o r m a t io n  l e n d  s u p p o r t  to  th e  a s s u m p t io n  th a t  th e  m d h  id u  
is  r a d ia t io n - s e n s it iv e .  ( C j ) — * n  h y p o th e c .«  t h a t  is  n o t  s u p p o r t e d  in  t h e  c a  
o f  p r e d ic t io n ,  w h e r e  C j  i s  a v a i l a b l e ,  b u t  n o t  E . A n d  th e  tw o  s t a te m e r  
C i  a n d  C 2 ( i n  c o m b in a t io n  w i th  d i e  g e n e r a l  s t a t e m e n t  th a t  s e n s i t iv e  i 
d iv id u a l s  w i l l  d e v e lo p  s k in  c a n c e r  w h e n  e x p o se d  to  in t e n s iv e  r a d ia t io n )  < 
p r o v id e  a n  a d e q u a t e  e x p la n a n s  fo r £ .  I f  th e  e x p la n a t io n  is th u s  co n s tru -  
a s  i n v o k in g  C 2 i n  a d d i t io n  to  C , .  i t  is  s e e n  to  b e  s e l f - e v id e n c in g ,  b u t  a l  
to  p o s s e s s  a n  e x p la n a n s  w h ic h  w o u ld  p r o v id e  a n  a d e q u a t e  b a s is  fo r  p i 
d i c t i o n  i f  C 2 c o u ld  b e  k n o w  n  in  a d v a n c e .  T h a t  i s  im p o s s ib le ,  o f  c o u r t  
a s  l o n g  a s  d i e  o n ly  a v a i l a b le  t e s t  fo r  r a d ia t io n - s e n s it iv i t y  c o n s is t s  in  c h e c  
i n g  w h e t h e r  a n  i n d iv id u a l  d o e s  d e v e lo p  s k in  c a n c e r  u p o n  in te n s iv e  in  
d i a t io n .  B u t ,  c l e a r l y ,  i t  is  c o n c e i v a b le  t h a t  o th e r ,  i n d e p e n d e n t ,  te s ts



r a d ia t io n - s e n s it iv i t y  m ig h t  b e  fo u n d  a n d  th e n  C z m ig h t  w e l l  b e  e s t a b l is h e d  
i n d e p e n d e n t ly  o f , a n d  e v e n  p r io r  to , t h e  o c c u r r e n c e  o f  t h e  .e v e n t  d e s c r ib e d  
b y  E .

In  d is c u s s in g  t h e  s t r u c tu r a l  id e n t i t y  o f  e x p la n a t io n  a n d  p r e d ic t io n ,  I 
h a v e  so  far c o n s id e r e d  o n ly  t h e  f ir s t  o f  t h e  tw o  su b - th e se s  d is t in g u is h e d  
e a r l ie r ,  n a m e ly ,  t h e  c l a im  t h a t  e v e r y  a d e q u a t e  e x p la n a t io n  is  a ls o  a  p o te n ­
t i a l  p r e d ic t io n .  1 h a v e  a r g u e d  d r a t  t i r e  o b je c t io n s  r a is e d  a g a in s t  th is  c l a im  
f a l l  s h o r t  o f  th e ir  m a r k ,  a n d  t h a t  t o e  f ir s t s u b - th e s is  is  s o u n d  a n d  c a n  in d e e d  
s e r v e  a s  a  n e c e s s a r y  c o n d i t io n  o f  a d e q u a c y  fo r  a n y  e x p l i c i t l y  s ta te d , r a t io n ­
a l l y  a c c e p t a b le  e x p la n a t io n .

I t u r n  n o w  to  t h e  s e c o n d  s u b - th e s is ,  n a m e l y ,  t h a t  e v e r y  a d e q u a t e  p r e ­
d ic t iv e  a r g u m e n t  a ls o  a ffo rd s  a  p o t e n t ia l  e x p la n a t io n .  T h i s  c l a im  is  o p e n  
to  q u e s t io n  e v e n  i n  t h e  c a s e  o f  c e r t a in  p r e d ic t iv e  a r g u m e n t s  th a t  a r e  o f  
d e d u c t iv e -n o m o lo g ic a l  c h a r a c te r ,  a s  t o e  f o l lo w in g  e x a m p le  i l lu s t r a te s .  O n e  
o f  th e  e a r l y  s y m p to m s  o f  m e a s le s  i s  t h e  a p p e a r a n c e  o f  s m a l l  w h it is h  sp o ts , 
k n o w n  a s  K o p lik  s p o ts , o n  t o e  m u c o u s  l in in g s  o f  to e  c h e e k s .  T h e  s ta te ­
m e n t ,  L ,  t h a t  t h e  a p p e a r a n c e  o f  K o p lik  s p o ts  i s  a lw a y s  fo l lo w e d  b y  to e  
l a t e r  m a n if e s ta t io n s  o f  th e  m e a s le s  m ig h t  th e r e f o r e  b e  t a k e n  to  b e  a  la w ,  
a n d  i t  m ig h t  to e n  b e  u s e d  a s  a  p r e m is e  i n  D -N  a r g u m e n t s  w ith  a  s e c o n d  
p r e m is e  o f  th e  fo rm  ‘P a t i e n t  i  h a s  K o p l ik  s p o ts  a t  t im e  t\  a n d  w ith  a  
c o n c lu s io n  s ta t in g  t h a t  i  s u b s e q u e n t l y  sh o w s  t h e  l a t e r  m a n if e s ta t io n s  o f  th e  
m e a s le s .  A n  a r g u m e n t  o f  th is  t y p e  is  a d e q u a t e  fo r  p r e d ic t iv e  p u rp o s e s , b u t  
its  e x p la n a to r y  a d e q u a c y  m ig h t  b e  q u e s t io n e d .  W e  w o u ld  n o t  w a n t  to  s a y .  
fo r  e x a m p le ,  th a t  > h a d  d e v e lo p e d  h ig h  f e v e r  a n d  o th e r  s y m p to m s  o f  th e  
m e a s le s  b e c a u s e  h e  h a d  p r e v io u s ly  h a d  K o p lik  sp o ts . Y e t  th is  c a s e — a n d  
o th e r s  s im i l a r  to  i t — d o e s  n o t  c o n s t i tu t e  a  d e c i s iv e  o b je c t io n  a g a in s t  th e  
s e c o n d  su b -th e s is .  F o r  th e  r e lu c t a n c e  to  r e g a r d  th e  a p p e a r a n c e  o f  K o p lik  
sp o ts  a s  e x p la n a to r y  m a y  w e l l  r e f le c t  d o u b ts  a s  to  w h e th e r ,  a s  a  m a t te r  o f  
u n iv e r s a l  la w ,  th o se  sp o ts  a r e  a lw a y s  fo l lo w e d  b y  th e  l a t e r  m a n if e s ta t io n s  
o f  m e a s le s .  P e rh a p s  a  lo c a l  in o c u la t io n  w ith  a  s m a l l  a m o u n t  o f  m e a s le s  
v iru s  w o u ld  p r o d u c e  th e  sp o ts  w i th o u t  l e a d in g  to  a  f u l l-b lo w n  c a s e  o f  th e  
m e a s le s .  I f  th is  w e r e  so , th e  a p p e a r a n c e  o f  th e  sp o ts  w o u ld  s t i l l  a f fo rd  a 
u s u a l l y  r e l i a b le  b a s is  fo r p r e d ic t in g  th e  o c c u r r e n c e  o f  f u r th e r  sy m p to m s , 
s in c e  e x c e p t io n a l  c o n d it io n s  o f  th e  k in d  ju s t  m e n t io n e d  w o u ld  b e  e x ­
t r e m e ly  r a r e ; b u t  th e  g e n e r a l i z a t io n  th a t  K o p lik  sp o ts  a r e  a lw a y s  fo l lo w e d  
b y  lateT  sy m p to m s  o f  th e  m e a s le s  w o u ld  n o t  e x p re s s  a  l a w  a n d  th u s  c o u ld  
n o t  p r o p e r ly  s u p p o r t  a  c o r r e s p o n d in g  D -N  e x p la n a t io n .

T h e  o b je c t io n  ju s t  c o n s id e r e d  c o n c e r n s  th e  e x p la n a to r y  p o te n t ia l  o f  
p r e d ic t iv e  a r g u m e n ts  o f  th e  fo rm  (D -N ). B u t  to e  s e c o n d  su b -th e s is ,  in  its 
g e n e r a l  fo rm , w in c h  is  n o t  l im it e d  to  D -N  p re d ic t io n s ,  h a s  fu r th e r  b e e n  
c h a l le n g e d ,  p a r t ic u la r l y  b y  S c h e f f i e r  a n d  b y  S c r iv e n ,10 o n  th e  g ro u n d  th a t  
th e r e  a r e  o th e r  k in d s  o f  p re d ic t iv e  a r g u m e n t  th a t  a r e  a d e q u a t e  fo r s c ie n t if ic  
p r e d ic t io n ,  y e t  n o t  fo r  e x p la n a t io n .  S p e c i f ic a l l y ,  a s  S c h e f f i e r  n o te s , a  s c i ­
e n t i f i c  p r e d ic t io n  m a y  b e  b a s e d  o n  a  f in it e  s e t  o f  d a ta  w h ic h  in c lu d e s  n o  
la w s  a n d  w h ic h  w o u ld  h a v e  n o  e x p la n a t o r y  fo rc e . F o r  e x a m p le ,  a  f in it e
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s e t  o f  d a t a  o b t a in e d  in  a n  e x te n s iv e  te s t  o f  th e  h y p o th e s is  t h a t  t h e  e l e c t r i c  
r e s is t a n c e  o f  m e t a ls  i n c r e a s e s  w ith  t h e ir  t e m p e r a tu r e  m a y  a f fo rd  g o o d  s u p ­
p o r t  fo r t h a t  h y p o th e s is  a n d  m a y  th u s  p r o v id e  a n  a c c e p t a b le  b a s is  fo r  th e  
p r e d ic t io n  th a t  in  a n  a s  y e t  u n e x a m in e d  in s t a n c e ,  a  r i s e  in  t e m p e r a tu r e  in  
a  m e t a l  c o n d u c to r  w i l l  b e  a c c o m p a n ie d  b y  a n  in c r e a s e  in  r e s i s t a n c e .  B u t  
i f  t h is  e v e n t  t í r e n  a c t u a l l y  o c c u r s ,  t h e  te s t  d a t a  c l e a r l y  d o  n o t  p r o v id e  a n  
e x p la n a t io n  fo r  it . S im i l a r l y ,  a  l i s t  o f  th e  r e s u l t s  o b t a in e d  in  a  l o n g  s e r ie s  
o f  to s s in g s  o f  a  g iv e n  c o in  m a y  p r o v id e  a  g o o d  b a s is  fo r p r e d ic t in g  th e  
p e r c e n t a g e  o f  H e a d s  a n d  T a i l s  to  b e  e x p e c te d  in  t h e  n e x t  1 0 0 0  to s s in g s  o f  
th e  s a m e  c o in ;  b u t  a g a in ,  t h a t  l is t  o f  d a ta  p ro v id e s  n o  e x p la n a t io n  fo r th e  
s u b s e q u e n t  r e su l t s .  C a s e s  l i k e  th e s e  r a is e  th e  q u e s t io n  o f  w h e t h e r  th e r e  
a r e  n o t  s o u n d  m o d e s  o f  s c i e n t i f i c  p r e d ic t io n  t h a t  p r o c e e d  f ro m  p a r t ic u la r s  
to  p a r t ic u la r s  w i th o u t  b e n e f i t  o f  g e n e r a l  la w s  s u c h  a s  s e e m  to  b e  r e q u ir e d  
fo r  a n y  a d e q u a t e  e x p la n a t io n .  N o w , th e  p r e d ic t iv e  a r g u m e n te  ju s t  c o n s id ­
e r e d  a r e  n o t  d e d u c t iv e  b u t  p r o b a b i l i s t i c  in  c h a r a c t e r .  . . .  I n  r e g a r d  to  th e  
s e c o n d  s u b - th e s is  o f  th e  s t r u c tu r a l  i d e n t i t y  c l a im ,  l e t  u s  n o t e  th i s  m u c h  
h e r e :  t h e  p r e d ic t io n s  i n  o u r  i l lu s t r a t io n s  p r o c e e d  f ro m  a n  o b s e r v e d  s a m p le  
o f  a  p o p u la t io n  to  a n o t h e r ,  a s  y e t  u n o b s e r v e d  o n e ;  a n d  o n  s o m e  c u r r e n t  
th e o r ie s  o f  p r o b a b i l i s t i c  i n f e r e n c e  s u c h  a r g u m e n t s  d o  n o t  d e p e n d  u p o n  
th e  a s s u m p t io n  o f  g e n e r a l  e m p ir i c a l  la w s .  A c c o r d in g  to  C a r n a p ’s  th e o ry  
o f  in d u c t iv e  l o g ic ,11 fo r  e x a m p le ,  s u c h  i n f e r e n c e s  a r e  p o s s ib le  o n  p u r e ly  
lo g ic a l  g r o u n d s ;  th e  in f o r m a t io n  a b o u t  th e  g iv e n  s a m p le  c o n f e r s  a  d e f in i te  
lo g ic a l  p r o b a b i l i t y  u p o n  a n y  p r o p o s e d  p r e d ic t io n  c o n c e r n in g  a n  a s  y e t  
u n o b s e r v e d  s a m p le .  O n  t h e  o t h e r  h a n d ,  c e r t a in  s t a t is t ic a l  t h e o r ie s  o f  p ro b ­
a b i l i s t i c  i n f e r e n c e  e s c h e w  t h e  n o t io n  o f  p u r e ly  lo g ic a l  p r o b a b i l i t i e s  a n d  
q u a l i f y  p r e d ic t io n s  o f  th e  k in d  h e r e  c o n s id e r e d  a s  s o u n d  o n ly  o n  th e  f u r ­
t h e r  a s s u m p t io n  t h a t  t h e  s e le c t io n  o f  i n d iv id u a l  c a s e s  f ro m  t h e  to ta l  p o p ­
u la t io n  h a s  t h e  c h a r a c t e r  o f  a  r a n d o m  e x p e r im e n t  w ith  c e r t a in  g e n e r a l  
s t a t is t ic a l  c h a r a c t e r is t i c s .  B u t  t h a t  a s s u m p t io n ,  w h e n  e x p l i c i t l y  s p e l le d  o u t ,  
h a s  th e  f o r m  o f  a  g e n e r a l  l a w  o f  s t a t is t ic -p r o b a b i l i s t ic  f o r m ; h e n c e ,  t h e  
p r e d ic t io n s  a r e  e f f e c te d  b y  m e a n s  o f  c o v e r in g  l a w s  a f te r  a l l .  A n d  th o u g h  
th e s e  l a w s  d o  n o t  h a v e  t h e  s t r i c t l y  u n iv e r s a l  c h a r a c t e r  o f  th o s e  in v o k e d  in  
D -N  e x p la n a t io n s  a n d  p r e d ic t io n s ,  t h e y  c a n  s e r v e  i n  a n  e x p la n a t o r y  c a ­
p a c i t y  a s  w e l l . :  T h u s  c o n s t r u e d ,  e v e n  th e  p r e d ic t io n s  h e r e  u n d e r  d is c u s s io n  
tu r n  o u t  to  b e  ( i n c o m p le t e l y  f o r m u la t e d )  p o t e n t ia l  e x p la n a t io n s .  . . .
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I H e m p e l a n d  O p p e n h e im  (1 9 4 8 ) , sec tio n  1.

2 . S e e  S c h e ff le r  <1957), s e c tio n  1 a n d  (1 9 6 ) ) ,  P art I , s ec tio ns 3  a n d  4 ;  S c r iv en  
<1962), p. 177 .

3 . C f.  S c h e f f le r  (1 9 5 7 ) , sec tio n  1. .  .  .
4 . T h is  p o in t  is m a d e , fo r e x am p le , b y  S c r iv e n  (1 9 6 2 ) , p p . I79ff.



5. Sc r iven  (1 9 5 9 a ), p. 4 8 0 , ita lic s  th e au thor's .

6 . Loc. c it. B a rker h as  a rg u ed  a n a lo go u s ly  th a t " it  c a n  b e  co rrect to  speak o f 
exp lan atio n  in  m an y cases  w h ere sp ec if ic  p red ic tio n  is n o t possib le. T h u s , for 
in stan ce , i f  th e  p a t ie n t show s a l l  th e  sym p to m s o f  p n e u m o n ia , s icken s an d  d ies, I 
c a n  th en  ex p la in  h is d ea th —I know  w h a t k i lle d  h im —b u t 1 co u ld  n o t h av e  defi» 
m te ly  p red ic ted  in  ad v an c e  th a t h e  w as g o in g  to  d ie ; fo r u su a lly  p n eu m o n ia  fail* 
to be fa ta l.” (1 9 6 1 . p . 27 1 ). T h is  a rg u m e n t seem s to  m e  o p en  to  questio n s s im ila r  
to  those ju s t  ra ised  in  re fe re n c e  to  S c r iv e n ’$ illu stra tio n . P in t  o f  a ll ,  i t  is no t c le ar  
ju st w h a t w o u ld  b e  c la im e d  b y  th e  asse rtion  tha t p n eu m o n ia  k i lle d  th e  patien t. 
S u re ly  th e  m e re  in form ation  th a t  d ie  p a t ie n t h ad  p n e u m o n ia  does not suffice to 
exp-lain h is  d ea th , p rec ise ly  b ec au se  in  m o st cases  p n eu m o n ia  is  no t fa ta l. And if  
th e  ex p lan an s is  taken  to  s ta te  th a t th e  p a t ie n t w as su ffe r in g  from  v e ry  severe 
p n eu m o n ia  (a n d  perh ap s th a t h e  w as e ld e r ly  o r w eak ) th e n  i t  m ay  w e ll  provide a 
bas is  a t  le a s t  fo r a  p ro b ab ilis tic  ex p lan at io n  o f  th e  p a t ie n t’s dead»—b u t in  th is  case 
it  o b v io usly  a lso  p erm its  p red ic tio n  o f  h is  d ea th  w ith  th e  s am e  p ro b ab ility . F or 
so m e fu r th e r  observations o n  Barker's a r g u m e n t  see d ie  co m m en ts  b y  F eyerab en d  
an d  b y  R u d n e r , an d  B a rker’s re jo in ders , in  F e ig ) an d  M a x w e ll  (1 9 6 1 ), p p . 2 7 8 -  
85 . A  d e ta iled  c r it ica l d iscu ss io n  th a t sh ed s  fu rth er lig h t  o n  S c r iv en ’s  p ares is  ex­
a m p le  w ill  b e  fo un d  in  G rO nbaum  (1 9 6 ? )  a n d  (1 9 6 3 a ), ch a p te r  9 ;  s e e  a lso  Sc r i­
v en ’s re jo in d e r  (1963).

7 . T o u lm in  (1 9 6 1 ), p p . 2 4 —2 5 . S c r iv en  (1 9 5 9 a ) an d  B a rk e r (1 9 6 1 ) h av e  offered 
arg u m en ts  in  th e  sam e v e in . F o r a  c r it ic a l  d iscussion  o f  S c r iv e n s  v e rs io n , see
G ru n b au m  (1 9 6 3 ) an d  (1 9 6 3 a ), ch ap te r 9.

8. Sc r iven  (1 9 5 9 ), pp. 4 6 8 -6 9 .

9 . S c r iv en  (1 9 6 2 ), pp. 1 8 1 -8 7 .
10. S e e  S c h eff le r  (19 5 7 ). p . 2 9 6  an d  (1 9 6 3 ) , p . 4 2 ; S c r iv e n  (1 9 5 9 a ), p . 480 .

11. C a rn ap  (1 9 5 0 ), sec tio n  110.
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C a r l  G .  H e m p e l

Inductive-Statistical Explanation

1 I Inductive-Statistical Explanation
A s a n  e x p la n a t io n  o f  w h y  p a t ie n t  J o h n  J o n e s  re c o v e re d  f ro m  a  s tr e p to c o c ­
c u s  in f e c t io n ,  w e  m ig h t  b e  to ld  t h a t  Jo n e s  h a d  b e e n  g iv e n  p e n i c i l l i n .  B u t  
i f  w e  t r y  to  a m p li f y  th i s  e x p la n a to r y  c l a im  b y  in d ic a t in g  a  g e n e r a l  c o n ­
n e c t io n  b e tw e e n  p e n i c i l l i n  t r e a t m e n t  a n d  d i e  s u b s id in g  o f  a  s tre p to co c cu s -  
in f e c t io n  w e  c a n n o t  ju s t if i a b ly  in v o k e  a  g e n e r a l  l a w  to  t h e  e f f e c t  t h a t  in  
a l l  c a s e s  o f  s u c h  i n f e c t io n ,  a d m in is t r a t io n  o f  p e n ic i l l in  w i l l  l e a d  to  r e c o v ­
e r y . W h a t  c a n  b e  a s s e r te d ,  a n d  w h a t  s u r e ly  is  t a k e n  fo r g r a n te d  h e r e ,  is 
o n ly  th a t  p e n ic i l l in  w i l l  e f f e c t  a  c u r e  in  a  h ig h  p e r c e n t a g e  o f  c a s e s , o r  
w ith  a  h ig h  s ta t is t ic a l  p r o b a b i l i t y .  T h i s  s t a t e m e n t  h a s  th e  g e n e r a l  c h a r a c t e r  
o f  a  l a w  o f  s ta t is t ic a l  f o rm , a n d  w h i l e  th e  p r o b a b i l i t y  v a lu e  is  n o t  s p e c if ie d ,  
th e  s t a t e m e n t  in d ic a t e s  th a t  i t  i s  h ig h .  B u t  i n  c o n t r a s t  to  t h e  c a s e s  o f  
d e d u c t ) v e -n o m o lo g ic a l  a n d  d e d u c t iv e - s ta t is t ic a l  e x p la n a t io n ,  th e  e x p la n a n s  
c o n s is t in g  o f  th is  s t a t is t ic a l  l a w  to g e th e r  w ith  d i e  s t a te m e n t  th a t  th e  p a t ie n t  
d id  r e c e iv e  p e n i c i l l i n  o b v io u s ly  d o e s  n o t  im p l y  th e  e x p la n a n d u m  s ta te ­
m e n t .  ‘t h e  p a t ie n t  r e c o v e r e d ',  w i th  d e d u c t iv e  c e r t a in t y ,  b u t  o n ly ,  a s  w e  
m ig h t  s a y ,  w ith  h ig h  l ik e l ih o o d ,  o r  n e a r  c e r t a in t y .  B r ie f ly ,  t h e n ,  th e  e x p la ­
n a t io n  a m o u n t s  to  th i s  a r g u m e n t :

Id H i e  p a r t ic u la r  c a s e  o f  i l ln e s s  o f  J o h n  J o n e s — le t  u s  c a l l  i t  /— w a s  
a n  in s t a n c e  o f  s e v e r e  s t r e p t o c o c c a l  in f e c t io n  (S i)  w h ic h  w a s  
t r e a t e d  w ith  l a r g e  d o s e s  o f  p e n i c i l l i n  (Pj); a n d  th e  s ta t is t ic a l  p ro b ­
a b i l i t y  p (R , S  ■ P )  o f  r e c o v e r y  in  c a s e s  w h e r e  $  a n d  P  a r e  p r e s e n t  
c lo s e  to  1 ; h e n c e ,  t h e  c a s e  w a s  p r a c t i c a l l y  c e r t a in  to  e n d  in  r e ­
c o v e r y  ( f t ; ) . * *

From Aspect* o f  Scientific Explanation (N «w  York.- F ree  Press. 196 5 ), 581—8 3 . 
3 9 4 -4 0 3 .
*  T h ro u g h o u t th is  p ap e r , H e m p e l u ses  a  d o t to  stan d  fo r co n ju n c t io n , a  b ar  o v e r 
a  le tte r  to  s tan d  for n eg a t io n , a n d  a  co m m a  w ith in_paren theses to  rep re sen t co n ­
d it io n a l p ro b ab ilitie s . T h u s , fo r ex a m p le , p(R, S  P ) m e an s  th e  p ro b ab ility  o f  f t  
g iven  S  a n d  n o t f .
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T h i s  a r g u m e n t  m ig h t  i n v it e  t h e  f o l lo w in g  s c h e m a t iz a t io n :

l b  p ( R ,  S  ■ P ) is c lo s e  to  1
S/P; ______________________________

(T h e r e f o r e : )  I t i s  p r a c t i c a l l y  c e r t a in  ( v e r y  l i k e l y )  th a t  R j

I n  t h e  l i t e r a t u r e  o n  in d u c t iv e  in f e r e n c e ,  a r g u m e n t s  th u s  b a s e d  o n  
s t a t is t ic a l  h y p o th e s e s  h a v e  o f te n  b e e n  c o n s t r u e d  a s  h a v in g  th i s  f o r m  o r  a  
s im i l a r  o n e .  O n  th is  c o n s t r u a l ,  d i e  c o n c lu s io n  c h a r a c t e r is t i c a l ly  c o n t a in s  
a  m o d a l  q u a l i f i e r  s u c h  a s  ‘a lm o s t  c e r t a in l y , '  'w i th  h i g h  p r o b a b i l i t y ' ,  ‘v e r y  
l ik e l y ' ,  e t c .  B u t  t h e  c o n c e p t io n  o f  a r g u m e n t s  h a v in g  th i s  c h a r a c t e r  i s  u n ­
t e n a b l e .  F o r  p h r a s e s  o f  t h e  f o r m  ‘ i t  i s  p r a c t i c a l l y  c e r t a in  t h a t  p ' o r  ‘I t  is  
v e r y  l ik e l y  t h a t  p ’ ,  w h e r e  d i e  p l a c e  o f  '/>’ i s  t a k e n  b y  s o m e  s t a t e m e n t ,  a r e  
n o t  c o m p le t e  s e l f - c o n t a in e d  s e n t e n c e s  t h a t  c a n  b e  q u a l i f i e d  a s  e i t h e r  t r u e  
o r  f a ls e .  T h e  s t a t e m e n t  t h a t  ta k e s  t h e  p l a c e  o f  ‘p ’ — fo r  e x a m p le ,  ‘R j ’— is  
e i t h e r  t r u e  o r  f a ls e ,  q u i t e  i n d e p e n d e n t l y  o f  w h a t e v e r  r e le v a n t  e v id e n c e  m a y  
b e  a v a i l a b l e ,  b u t  i t  c a n  b e  q u a l i f i e d  a s  m o r e  o r  l e s s  l i k e l y ,  p r o b a b le ,  c e r ­
t a in ,  o r  th e  l ik e  o n ly  relative to  som e bod y  o f  eviden ce. O n e  a n d  t h e  s a m e  
s t a t e m e n t ,  s u c h  a s  ‘R j ’ ,  w i l l  b e  c e r t a in ,  v e r y  l i k e l y ,  n o t  v e r y  l i k e l y ,  h i g h ly  
l i k e l y ,  a n d  s o  f o r th ,  d e p e n d in g  u p o n  w h a t  e v id e n c e  is  c o n s id e r e d .  T h e  
p h r a s e  ‘ i t  is  a lm o s t  c e r t a in  t h a t  R j ’  t a k e n  b y  i t s e l f  i s  t h e r e f o r e  n e i t h e r  t r u e  
n o r  f a ls e ; a n d  i t  c a n n o t  b e  in f e r r e d  f ro m  th e  p r e m is e s  s p e c if i e d  in  ( l b )  
n o r  f ro m  a n y  o th e r  s ta te m e n ts .

T h e  c o n f u s io n  u n d e r ly in g  th e  s c h e m a t iz a t io n  ( l b )  m ig h t  b e  f u r th e r  
i l l u m in a t e d  b y  c o n s id e r in g  its  a n a lo g u e  fo r th e  c a s e  o f  d e d u c t iv e  a r g u ­
m e n ts .  T h e  f o r c e  o f  a  d e d u c t iv e  in f e r e n c e ,  s u c h  a s  th a t  f ro m  ‘a l l  F  a r e  
G ’ a n d  'a  is  F ’  to  'a  is  G \  is  s o m e t im e s  in d ic a t e d  b y  s a y in g  th a t  i f  th e  
p r e m is e s  a r e  t r u e ,  t h e n  th e  c o n c lu s io n  is  n e c e s s a r i l y  r i u e  o r  is  c e r t a in  to  
b e  t r u e — a  p h r a s in g  th a t  m ig h t  s u g g e s t  t h e  s c h e m a t iz a t io n

A l l  F  a r e  G
a  is  F

(T h e r e f o r e : )  I t is  n e c e s s a r y  ( c e r t a in )  t h a t  a  is  G

B u t  c l e a r l y  th e  g iv e n  p r e m is e s — w h ic h  m ig h t  b e ,  fo r  e x a m p le ,  a l l  m e n  
a r e  m o r t a l ’ a n d  'S o c r a t e s  is  a  m a n ’ — d o  n o t  e s t a b l is h  th e  s e n t e n c e  ‘a  is G ' 
( ‘ S o c r a te s  is m o r t a l ’) a s  a  n e c e s s a r y  o r  c e r t a in  t r u t h .  T h e  c e r t a in t y  r e fe r r e d  
to  in  t i r e  in f o r m a l  p a r a p h r a s e  o f  th e  a r g u m e n t  is  r e la t io n a l :  t h e  s t a t e m e n t  
‘ o  i s  G ’ i s  c e r t a in ,  o r  n e c e s s a r y ,  relative  fo  the sp ecified  prem ises; i . e . ,  t h e ir  
t r u th  w i l l  g u a r a n t e e  its  t r u t h — w h ic h  m e a n s  n o t h in g  m o r e  th a n  t h a t  ‘a is 
G ’ is  a  lo g ic a l  c o n s e q u e n c e  o f  th o s e  p re m is e s .

A n a lo g o u s ly ,  to  p r e s e n t  o u r  s t a t is t ic a l  e x p la n a t io n  in  th e  m a n n e r  o f 
s c h e m a  ( l b )  i s  to  m is c o n s t r u e  th e  f u n c t io n  o f  t h e  w o rd s  a lm o s t  c e r t a in ’ 
o r  ‘v e r y  l ik e l y ’ a s  t h e y  o c c u r  in  th e  f o r m a l  w o r d in g  o f  th e  e x p la n a t io n .
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T h o s e  w o rd s  c l e a r l y  m u s t  b e  t a k e n  to  in d ic a t e  th a t  o n  d i e  e v id e n c e  p ro ­
v id e d  b y  th e  e x p la n a n s ,  o r  r e la t iv e  to  t h a t  e v id e n c e ,  t h e  e x p la n a r ţd u m  is 
p r a c t i c a l l y  c e r t a in  o r  v e ry  l ik e ly ,  i .e . ,  t h a t

l c  ‘R j ’ i s  p r a c t i c a l l y  c e r t a in  ( v e r y  l ik e ly )  r e la t iv e  to  d i e  e x p la n a n s  
c o n t a in in g  th e  s e n te n c e s  ‘p (.R , S  • P) is c lo s e  to  1’ a n d  ‘S ;  • P j ’ .1

T h e  e x p la n a t o r y  a r g u m e n t  m is r e p r e s e n te d  b y  ( l b )  m ig h t  th e re fo re  
s u i t a b ly  b e  s c h e m a t iz e d  a s  fo l lo w s :

I d  p (R , S  ■ P )  is c lo s e  to  1 
S  i  • P i

[m a k e s  p r a c t i c a l l y  c e r ta in ]Rj
In  th is  s c h e m a ,  th e  d o u b le  l in e  s e p a r a t in g  d i e  “ p r e m is e s ”  f ro m  d ie  

* “ c o n c lu s io n ”  is  to  s ig n if y  t h a t  th e  r e la t io n  o f  d i e  fo r m e r  to  th e  l a t t e r  is 
n o t  th a t  o f  d e d u c t iv e  im p l ic a t io n  b u t  th a t  o f  in d u c t iv e  s u p p o r t  th e  s tre n g th  
o f  w h ic h  is i n d ic a t e d  in  s q u a r e  b r a c k e ts .2 . . .

2  ] T h e  P r o b l e m  o f  E x p l a n a t o r y  A m b i g u i t y

C o n s id e r  o n c e  m o r e  th e  e x p la n a t io n  ( I d )  o f  r e c o v e r y  in  th e  p a r t ic u la r  
c a s e  / o f  J o h n  J o n e s ’s  i l l n e s s .  T h e  s t a t is t ic a l  l a w  t h e r e  in v o k e d  c l a im s  re ­
c o v e r y  in  r e s p o n s e  to  p e n i c i l l i n  o n ly  fo r  a  h i g h  p e r c e n t a g e  o f  s tre p to c o c c a l  
in fe c t io n s , b u t  n o t  fo r  a l l  o f  th e m ;  a n d  i n  f a c t ,  c e r t a in  s t r e p to c o c c u s  s t r a in s  
a r e  r e s is ta n t  to  p e n i c i l l i n .  L e t  u s  s a y  t h a t  a n  o c c u r r e n c e ,  e g .  a  p a r t ic u la r  
c a s e  o f  i l ln e s s ,  h a s  t h e  p r o p e r t y  S *  ( o r  b e lo n g s  to  d i e  c l a s s  S * )  i f  i t  i s  a n  
in s t a n c e  o f  in f e c t io n  w ith  a  p e n ic i l l in - r e s i s t a n t  s tr e p to c o c c u s  s t r a in .  T h e n  
th e  p r o b a b i l i t y  o f  r e c o v e r y  a m o n g  r a n d o m ly  c h o s e n  in s t a n c e s  o f  S *  w h ic h  
a r e  t r e a t e d  w ith  p e n i c i l l i n  w i l l  b e  q u i t e  s m a l l ,  i .e ,  p ( R ,  S •  - P )  w i l l  b e  
c lo s e  to  0  a n d  d i e  p r o b a b i l i t y  o f  n o n r e e o v e iy ,  p {R ,  S *  - P J  w i l l  b e  c lo s e  
to  1 . B u t  s u p p o s e  n o w  th a t  J o n e s ’s i l ln e s s  i s  i n  f a c t  a  s tr e p to c o c c a l  in f e c t io n  
o f  t h e  p e n ic i l l in - r e s i s t a n t  v a r ie t y ,  a n d  c o n s id e r  d i e  f o l lo w in g  a r g u m e n t :

2a p (R , S *  • P )  is d o s e  to  1 
S V  - P j

R» [m a k e s  p r a c t i c a l l y  c e r ta in )

T h i s  " r iv a l”  a r g u m e n t  h a s  t h e  s a m e  fo rm  a s  (  I d ) ,  a n d  o n  o u r  a s s u m p t io n s ,  
i t s  p r e m is e s  a r e  t r u e ,  ju s t  l i k e  th o se  o f  ( I d ) .  Y e t  its  c o n c lu s io n  i s  d ie  
c o n t r a d ic to r y  o f  d i e  c o n d u s io n  o f  ( I d ) .

O r  s u p p o s e  t h a t  J o n e s  is  a n  o c t o g e n a r ia n  w ith  a  w e a k  h e a r t ,  a n d  th a t
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in  th is  g r o u p ,  S " * ,  t h e  p r o b a b i l i t y  o f  r e c o v e r y  f ro m  a  i t t e p t o c o c c u s  in f e c ­
t io n  in  r e sp o n s e  to  p e n i c i l l i n  t r e a t m e n t ,  p (R .  S "  • P ) ,  is  q u i t e  s m a l l .  
T h e n ,  t h e r e  is  t h e  f o l lo w in g  r iv a l  a r g u m e n t  to  ( I d ) ,  w h i c h  p r e s e n ts  J o n e s 's  
n o n r e c o v e iy  a s  p r a c t i c a l l y  c e r t a in  i n  th e  l i g h t  o f  p r e m is e s  w h ic h  a r e  t r u e :

2 b  p{R , • P )  i s  c lo s e  to  1

[m a k e s  p r a c t i c a l l y  c e r t a in ]Rj
T h e  p e c u l i a r  lo g ic a l  p h e n o m e n o n  h e r e  i l lu s t r a t e d  w i l l  b e  c a l l e d  th e  am ­
biguity  o f  inductive-statistical explanation  o r ,  b r i e f l y ,  o f  statistical ex p la ­
n a tion . T h i s  a m b ig u i t y  d e r iv e s  f r o m  th e  f e e t  t h a t  a  g iv e n  i n d iv id u a l  e v e n t  
( e .g . ,  J o n e s 's  i l ln e s s )  w i l l  o f te n  b e  o b t a in a b le  b y  r a n d o m  s e le c t io n  f ro m  
a n y  o n e  o f  s e v e r a l  “ r e f e r e n c e  c l a s s e s ”  ( s u c h  a s  S  • P , S *  • P ,  S * *  • P ) ,  w ith  
r e s p e c t  to  w h ic h  t h e  k in d  o f  o c c u r r e n c e  ( e .g . ,  R )  in s t a n t ia t e d  b y  th e  g iv e n  
e v e n t  h a s  v e r y  d i f f e r e n t  s t a t is t ic a l  p r o b a b i l i t i e s .  H e n c e ,  fo r a  p ro p o s e d  p r o b ­
a b i l i s t i c  e x p la n a t io n  w i th  t r u e  e x p la n a n s  w h i c h  c o n f e r s  n e a r  c e r t a in t y  u p o n  
a  p a r t ic u l a r  e v e n t ,  t h e r e  w i l l  o f te n  e x is t  a  r iv a l  a r g u m e n t  o f  th e  s a m e  
p r o b a b i l i s t i c  f o r m  a n d  w i th  e q u a l l y  t r u e  p r e m is e s  w h ic h  c o n fe r s  n e a r  c e r ­
t a in t y  u p o n  t h e  n o n  o c c u r r e n c e  o f  d i e  s a m e  e v e n t .  A n d  a n y  s ta t is t ic a l  e x ­
p la n a t io n  fo r t h e  o c c u r r e n c e  o f  a n  e v e n t  m u s t  s e e m  s u s p e c t  i f  t h e r e  is  d i e  
p o s s ib i l i t y  o f  a  l o g ic a l l y  a n d  e m p ir i c a l ly  e q u a l l y  s o u n d  p r o b a b i l i s t i c  a c ­
c o u n t  fo r its  n o n o c c u r r e n c e .  T h is  predicam ent has no analogue in th e case 
o f  deductive exp la n a tio n ; fo r  i f  t h e  p r e m is e s  o f  a  p ro p o s e d  d e d u c t iv e  e x ­
p la n a t io n  a r e  t r u e  th e n  so  is  its  c o n c lu s io n ;  a n d  its  c o n t r a d ic to r y ,  b e in g  
f a ls e ,  c a n n o t  b e  a  lo g ic a l  c o n s e q u e n c e  o f  a  r iv a l  s e t  o f  p r e m is e s  th a t  a r e  
e q u a l l y  t ru e .

H e r e  is  a n o t h e r  e x a m p le  o f  th e  a m b ig u i t y  o f  I-S  e x p la n a t io n :  U p o n  
e x p r e s s in g  s u r p r is e  a t  f in d in g  th e  w e a th e r  in  S ta n f o r d  w a r m  a n d  s u n n y  o n  
a  d a t e  a s  a u t u m n a l  a s  N o v e m b e r  2 7 ,  I m ig h t  b e  to ld , b y  w a y  o f  e x p la n a ­
t io n ,  t h a t  th is  w a s  r a th e r  to  b e  e x p e c te d  b e c a u s e  th e  p r o b a b i l i t y  o f  w a r m  
a n d  s u n n y  w e a th e r  (W )  o n  a  N o v e m b e r  d a y  in  S ta n f o r d  (N ) is ,  s a y , .9 ? .  
S c h e m a t i c a l l y ,  th i s  a c c o u n t  w o u ld  t a k e  th e  f o l lo w in g  fo rm , w h e r e  V  
s ta n d s  fo r  'N o v e m b e r  2T-.

2 c  p (W ,  N )  =  .9 5  No 
Wn 1-95)

B u t  s u p p o s e  i t  h a p p e n s  to  b e  th e  c a s e  t h a t  d i e  d a y  b e f o r e ,  N o v e n v  
b e r  2 6 ,  w a s  c o ld  a n d  r a in y ,  a n d  th a t  t h e  p r o b a b i l i t y  fo r th e  im m e d ia t e  
s u c c e s s o r s  ( S )  o f  c o ld  a n d  r a in y  d a y s  in  S t a n f o r d  to  b e  w a r m  a n d  s u n n y  i: 
.2 , t h e n  th e  a c c o u n t  ( 2 c )  h a s  a  r iv a l  in  t h e  f o l lo w in g  a r g u m e n t  w h ic h
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b y  r e f e r e n c e  to  e q u a l l y  t r u e  p r e m is e s , p r e s e n ts  i t  a s  f a i r l y  c e r t a in  th a t  
N o v e m b e r  2 7  is  n o t  w a r m  a n d  su n n y :

I d S ) = .8 
S n  

Wn 1-8)

in  th is  fo rm , t h e  p r o b le m  o f  a m b ig u it y  c o n c e r n s  I -S  a r g u m e n t s  w h o se  
p r e m is e s  a r e  in  f a c t  t r u e ,  n o  m a t t e r  w h e t h e r  w e  a r e  a w a r e  o f  th is  o r  n o t. 
B u t ,  a s  w i l l  n o w  b e  s h o w n , th e  p r o b le m  h a s  a  v a r ia n t  th a t  c o n c e r n s  ex­
p la n a t io n s  w h o s e  e x p la n a n s  s ta te m e n ts ,  n o  m a t t e r  w h e t h e r  in  f a c t  t r u e  o r  
n o t ,  a r e  asserted or accepted  b y  e m p ir i c a l  s c i e n c e  a t  t h e  t im e  w h e n  th e  
e x p la n a t io n  is  p ro f fe r e d  o r  c o n t e m p la te d .  T h i s  v a r ia n t  w i l l  b e  c a l l e d  the  
problem  o f  the epistem ic am biguity o f  statistical explanation, s in c e  it  re fe rs  
to  w h a t  is  p r e s u m e d  to  b e  k n o w n  in  s c ie n c e  r a th e r  th a n  to  w h a t , p e r h a p s  
u n k n o w n  to  a n y o n e ,  i s  in  f a c t  t h e  c a s e .

L e t  K r b e  th e  c la s s  o f  a l l  s t a te m e n ts  a s s e r te d  o r  a c c e p t e d  b y  e m p ir i c a l  
s c i e n c e  a t  t im e  t. T h is  c la s s  th e n  re p re s e n ts  th e  to ta l s c i e n t i f i c  in fo r m a t io n , 
o r  “s c ie n t if ic  k n o w le d g e ” a t  t im e  t. T h e  w o r d  'k n o w le d g e ’ is h e r e  u s e d  in  
th e  s e n s e  in  w h ic h  w e  c o m m o n ly  sp e a k  o f  th e  s c i e n t if i c  k n o w le d g e  a t  a  
g iv e n  t im e .  I t i s  n o t  m e a n t  to  c o n v e y  d i e  c l a im  th a t  th e  e l e m e n t  o f  K , 
a r e  t r u e ,  a n d  h e n c e  n e i t h e r  t h a t  t h e y  a r e  d e f in i t e l y  k n o w n  t o  b e  t r u e .  N o  
s u c h  c l a im  c a n  ju s t i f i a b ly  b e  m a d e  fo r a n y  o f  th e  s t a t e m e n t s  e s t a b l is h e d  
b y  e m p ir i c a l  s c i e n c e ;  a n d  t h e  b a s ic  s ta n d a rd s  o f  s c i e n t i f i c  i n q u i r y  d e m a n d  
t h a t  a n  e m p ir i c a l  s t a t e m e n t ,  h o w e v e r  w e l l  s u p p o r te d , b e  a c c e p t e d  a n d  th u s  
a d m i t t e d  to  m e m b e r s h ip  i n  K , o n ly  t e n ta t iv e ly ,  i .e . ,  w i th  t h e  u n d e r s t a n d in g  
t h a t  t h e  p r iv i l e g e  m a y  b e  w ith d r a w n  i f  u n f a v o r a b le  e v id e n c e  s h o u ld  h e  
d is c o v e r e d .  T h e  m e m b e r s h ip  o f  K ,  th e r e fo r e  c h a n g e s  i n  d i e  c o u r s e  o f  t im e ;  
fo r  a s  a  r e s u l t  o f  c o n t in u in g  r e s e a r c h ,  n e w  s ta te m e n ts  a r e  a d m it t e d  in to  
t h a t  c la s s ;  o th e r s  m a y  c r a n e  to  b e  d is c r e d i t e d  a n d  d ro p p e d .  H e n c e fo r th , 
t h e  c l a s s  o f  a c c e p t e d  s ta te m e n ts  w i l l  b e  r e f e r r e d  to  s im p ly  a s  K  w h e n  
s p e c if i c  r e f e r e n c e  to  d i e  t im e  i n  q u e s t io n  is  n o t  r e q u ir e d .  W e  w i l l  a s s u m e  
t h a t  K  is  lo g ic a l l y  c o n s is t e n t  a n d  t h a t  i t  is  c lo s e d  u n d e r  lo g ic a l  im p l ic a t io n ,  
i . e . ,  t h a t  i t  c o n t a in s  e v e r y  s t a t e m e n t  th a t  i s  lo g ic a l l y  im p l ie d  b y  a n y  o f  its  
su b se ts .

T h e  epistem ic am biguity o f  I-S explanation  c a n  n o w  b e  c h a r a c t e r iz e d  
a s  f o l lo w s : T h e  to t a l  s e t  K  o f  a c c e p t e d  s c ie n t i f i c  s t a t e m e n t s  c o n t a in s  d if ­
f e r e n t  su b s e ts  o f  s ta te m e n ts  w h i c h  c a n  b e  u s e d  a s  p r e m is e s  in  a r g u m e n t s  
o f  d i e  p r o b a b i l i s t ic  f o r m  ju s t  c o n s id e r e d ,  a n d  w h ic h  c o n f e r  h ig h  p ro b a ­
b i l i t i e s  o n  l o g ic a l l y  c o n t r a d ic to r y  “ c o n c lu s io n s .”  O u r  e a r l i e r  e x a m p le s  (2a), 
(2 b )  a n d  (2 c ) ,  (2 d )  i l lu s t r a t e  t h i s  p o in t  i f  w e  a s s u m e  t h a t  t h e  p r e m is e s  o f  
th o s e  a r g u m e n t s  a l l  b e lo n g  to  K  r a th e r  t h a n  t h a t  th e y  a r e  a l l  t ru e . I f  o n e  
o f  tw o  s u c h  r iv a l  a r g u m e n t s  w i t h  p r e m is e s  in  K  i s  p ro p o s e d  a s  a n  e x p la -



n a t io n  o f  a n  e v e n t  c o n s id e r e d ,  o r  a c k n o w l e d g e d ,  i n  s c ie n c e  t o  h a v e  o c ­
c u r r e d ,  t h e n  t h e  c o n c l u s i o n  o f  t h e  a r g u m e n t ,  i .e . ,  t h e  e x p l a n a n d u m  
s t a t e m e n t ,  w i l l  a c c o r d i n g l y  b e l o n g  t o  K  a s  w e l l .  A n d  s i n c e  K  is  c o n s is t e n t ,  
t h e  c o n c l u s i o n  o f  t h e  r i v a l  a r g u m e n t  w i l l  n o t  b e l o n g  t o  K ,  N o n e t h e le s s  
i t  is  d i s q u i e t i n g  t h a t  w e  s h o u l d  b e  a b le  t o  s a y :  N o  m a t t e r  w h e t h e r  w e  
a r e  i n f o r m e d  t h a t  t h e  e v e n t  i n  q u e s t i o n  (e .g .  w a r m  a n d  s u n n y  w e a t h e r  o n  
N o v e m b e r  2 7  i n  S t a n f o r d )  d i d  o c c u r  o r  t h a t  i t  d i d  n o t  o c c u r ,  w e  c a n  
p r o d u c e  a n  e x p l a n a t i o n  o f  t h e  r e p o r t e d  o u t c o m e  i n  e i t h e r  c a s e ;  a n d  a n  
e x p l a n a t i o n ,  m o r e o v e r ,  w h o s e  p r e m is e s  a r e  s c i e n t i f i c a l l y  e s t a b l i s h e d  s ta te ­
m e n t s  t h a t  c o n f e r  a  h i g h  l o g i c a l  p r o b a b i l i t y  u p o n  t h e  r e p o r t e d  o u t c o m e .

T h i s  e p is t e m ic  a m b i g u i t y ,  a g a in ,  h a s  n o  a n a l o g u e  f o r  d e d u c t iv e  e x ­
p l a n a t i o n ;  f o r  s i n c e  K  i s  lo g i c a l l y  c o n s i s t e n t ,  i t  c a n n o t  c o n t a i n  p r e m is e -  
s e ts  t h a t  i m p l y  l o g i c a l l y  c o n t r a d i c t o r y  c o n c l u s i o n s .

E p is t e m ic  a m b i g u i t y  a ls o  b e d e v i l s  t h e  p r e d i c t i v e  u s e  o f  s ta t is t i c a l  a r ­
g u m e n t s .  H e r e ,  i t  h a s  d i e  a l a r m i n g  a s p e c t  o f  p r e s e n t i n g  u s  w i t h  t w o  r iv a l  
a r g u m e n t s  w h o s e  p r e m is e s  a r e  s c i e n t i f i c a l l y  w e l l  e s t a b l i s h e d ,  b u t  o n e  o f  
w h i c h  c h a r a c t e r i z e s  a  c o n t e m p la t e d  f u t u r e  o c c u r r e n c e  a s  p r a c t i c a l ly  c e r ­
t a i n ,  w h e r e a s  t h e  o t h e r  c h a r a c t e r i z e s  i t  a s  p r a c t i c a l ly  i m p o s s ib l e .  W h i c h  
o f  s u c h  c o n f l i c t i n g  a r g u m e n t s ,  i f  a n y ,  a r e  r a t i o n a l l y  t o  b e  r e l i e d  o n  f o r  
e x p l a n a t i o n  o r  f o r  p r e d i c t i o n ?

H e m p e i .  ■  I n d u c t iy e -S t a t is t io a i . E x p l a n a t io n  | 7 11

5 I The Requirement of Maximal Specificity and the 
Epistemic Relativity of Inductive-Statistical 
Explanation

O u r  i l l u s t r a t i o n s  o f  e x p l a n a t o r y  a m b i g u i t y  s u g g e s t  t h a t  a  d e c i s i o n  o n  f o e  
a c c e p t a b i l i t y  o f  a  p r o p o s e d  p r o b a b i l i s t i c  e x p l a n a t i o n  o r  p r e d i c t i o n  w i l l  h a v e  
t o  b e  m a d e  i n  f o e  l i g h t  o f  a l l  f o e  r e l e v a n t  i n f o r m a t i o n  a t  o u r  d i s p o s a l-  
T h i s  is  i n d ic a t e d  a l s o  b y  a  g e n e r a l  p r i n c i p l e  w h o s e  i m p o r t a n c e  f o r  i n d u c ­
t i v e  r e a s o n in g  h a s  b e e n  a c k n o w l e d g e d ,  i f  n o t  a l w a y s  v e r y  e x p l i c i t l y ,  b y  
m a n y  w r i t e r s ,  a n d  w h i c h  h a s  r e c e n t l y  b e e n  s t r o n g ly  e m p h a s i z e d  b y  C a r ­
n a p ,  w h o  c a l l s  i t  th e  requirem ent o f  total evidence- C a r n a p  f o r m u l a t e s  i t  a s  
f o l l o w s :  “ i n  f o e  a p p l i c a t i o n  o f  i n d u c t i v e  l o g ic  t o  a  g i v e n  k n o w l e d g e  s i t u ­
a t i o n ,  t h e  t o t a l  e v i d e n c e  a v a i l a b l e  m u s t  b e  t a k e n  a s  b a s is  f o r  d e t e r m i n i n g  
f o e  d e g r e e  o f  c o n f i r m a t i o n . ” ’  U s i n g  o n l y  a  p a r t  o f  f o e  t o t a l  e v i d e n c e  is  
p e r m is s ib le  i f  f o e  b a l a n c e  o f  t h e  e v i d e n c e  is  i r r e l e v a n t  t o  f o e  i n d u c t i v e  
“c o n c l u s i o n , ”  i .e . ,  i f  o n  f o e  p a r t i a l  e v i d e n c e  a l o n e ,  t h e  c o n c l u s i o n  h a s  f o e  
s a m e  c o n f i r m a t i o n ,  o r  l o g i c a l  p r o b a b i l i t y ,  a s  o n  t h e  to ta l  e v i d e n c e . 1

T h e  r e q u i r e m e n t  o f  t o t a l  e v i d e n c e  is  n o t  a  p o s t u l a t e  n o r  a  t h e o r e m  
o f  i n d u c t i v e  l o g ic ;  i t  i s  n o t  c o n c e r n e d  w i t h  f o e  f o r m a !  v a l i d i t y  o f  i n d u c t iv e  
a r g u m e n t s .  R a t h e r ,  a s  C a m a p  h a s  s t r e s s e d ,  i t  i s  a  m a x im  f o r  f o e  app lication  
o f  i n d u c t i v e  l o g ic ;  w e  m i g h t  s a y  t h a t  i t  s ta te s  a  n e c e s s a r y  c o n d i t i o n  o f



' r a t i o n a l i t y  o f  a n y  s u c h  a p p l ic a t io n  i n  a  g iv e n  " k n o w le d g e  s i t u a t i o n , ’’  w h ic h  
w e  w i l l  t h i n k  o f  a s  r e p r e s e n t e d  b y  t h e  s e t  K  o f  a l l  s t a t e m e n t s  a c c e p t e d  in  
d i e  s i t u a t i o n .

B u t  in  w h a t  m a n n e r  s h o u l d  t h e  b a s ic  i d e a  o f  t h i s  r e q u i r e m e n t  b e  
b r o u g h t  t o  b e a r  u p o n  p r o b a b i l i s t i c  e x p la n a t i o n ?  S u r e l y  w e  s h o u l d  n o t  i n s i s t  
t h a t  t h e  e x p la n a n s  m u s t  c o n t a in  a l l  a n d  o n l y  t h e  e m p i r i c a l  in f o r m a t io n  
a v a i l a b l e  a t  t h e  t i m e .  N o t  a ll  f o e  a v a i l a b l e  i n f o r m a t io n ,  b e c a u s e  o t h e r w is e  
a l l  p r o b a b i l i s t i c  e x p la n a t i o n s  a c c e p t a b le  a t  t i m e  t w o u ld  h a v e  to  h a v e  t h e  
s a m e  e x p la n a n « ,  K , ;  a n d  n o t  only  f o e  a v a i l a b l e  i n f o r m a t io n ,  b e c a u s e  a  
p r o f f e r e d  e x p la n a t i o n  m a y  m e e t  t h e  in t e n t  o f  t h e  r e q u i r e m e n t  in  n o t  o v e r*  
l o o k in g  a n y  r e l e v a n t  in f o r m a t io n  a v a i l a b l e ,  a n d  m a y  n e v e r t h e le s s  i n v o k e  
s o m e  e x p la n a n s  s t a t e m e n t s  w h ic h  h a v e  n o t  a s  y e t  b e e n  s u f f i c i e n t l y  t e s te d  
t o  b e  i n c l u d e d  in  K , .

T h e  e x t e n t  t o  w h i c h  f o e  r e q u i r e m e n t  o f  t o t a l  e v i d e n c e  s h o u ld  b e  
im p o s e d  u p o n  s ta t is t i c a l  e x p la n a t i o n s  is  s u g g e s te d  b y  c o n s id e r a t io n s  s u c h  
a s  t h e  f o l l o w in g .  A  p r o f f e r e d  e x p l a n a t i o n  o f  J o n e s ’s r e c o v e r y  b a s e d  o n  t h e  
i n f o r m a t i o n  t h a t  J o n e s  h a d  a  s t r e p t o c o c c a l  i n f e c t io n  a n d  w a s  t r e a t e d  w i t h  
p e n i c i l l i n ,  a n d  t h a t  t h e  s ta t is t ic a l  p r o b a b i l i t y  f o r  r e c o v e r y  i n  s u c h  c a s e s  is 
v e r y  h i g h ,  is  u n a c c e p t a b l e  i f  K  i n c l u d e s  fo e  f u r t h e r  i n f o r m a t io n  t h a t  J o n e s 's  
s t r e p t o c o c c i  w e r e  r e s i s t a n t  t o  p e n i c i l l i n ,  o r  t h a t  J o n e s  w a s  a n  o c t o g e n a r ia n  
w it h  a  w e a k  h e a r t ,  a n d  t h a t  i n  t h e s e  r e f e r e n c e  c la s s e s  f o e  p r o b a b i l i t y  o f  
r e c o v e r y  is  s m a l l .  I n d e e d ,  o n e  w o u l d  w a n t  a n  a c c e p t a b le  e x p l a n a t i o n  t o  
b e  b a s e d  o n  a  s t a t i s t i c a l  p r o b a b i l i t y  s t a t e m e n t  p e r t a in i n g  t o  f o e  n a r r o w e s t  
r e f e r e n c e  c la s s  o f  w h i c h ,  a c c o r d in g  t o  o u r  t o t a l  in f o r m a t io n ,  f o e  p a r t i c u l a r  
o c c u r r e n c e  u n d e r  c o n s id e r a t io n  i s  a  m e m b e r .  T h u s ,  i f  K  t e l l s  u s  n o t  o n l y  
t h a t  J o n e s  h a d  a  s t r e p t o c o c c u s  i n f e c t i o n  a n d  w a s  t r e a t e d  w i t h  p e n ic i l l i n ,  
b u t  a l s o  t h a t  h e  w a s  a n  o c t o g e n a r ia n  w i t h  a  w e a k  h e a r t  ( a n d  i f  K  p r o v id e s  
n o  i n f o r m a t i o n  m o r e  s p e c i f i c  t h a n  th a t )  t h e n  w e  w o u ld  r e q u i r e  t h a t  a n  
a c c e p t a b le  e x p l a n a t i o n  o f  J o n e s ’s  r e s p o n s e  t o  t h e  t r e a t m e n t  b e  b a s e d  o n  a  
s t a t is t i c a l  l a w  s t a t in g  f o e  p r o b a b i l i t y  o f  t h a t  r e s p o n s e  i n  t h e  n a r r o w e s t  re f*  
e r e n c e  c la s s  t o  w h i c h  o u r  t o t a l  i n f o r m a t io n  a s s ig n s  J o n e s ’s  i l l n e s s ,  i .e . ,  t h e  
c la s s  o f  s t r e p t o c o c c a l  i n f e c t io n s  s u f f e r e d  b y  o c t o g e n a r ia n s  w i t h  w e a k  

h e a r ts .*
L e t  m e  a m p l i f y  t h i s  s u g g e s t io n  b y  r e f e r e n c e  t o  a n  e x a m p le  c o n c e r n i n g . ,  

f o e  u s e  o f  f o e  l a w  t h a t  f o e  h a lf - l i f e  o f  r a d o n  is  1 . 8 2  d a y s  i n  a c c o u n t i n g  f o r  
f o e  f e e t  t h a t  f o e  r e s i d u a l  a m o u n t  o f  r a d o n  t o  w h i c h  a  s a m p l e  o f  1 0  m i l ­
l ig r a m s  w a s  r e d u c e d  i n  7 .64  d a y s  w a s  w i t h i n  f o e  r a n g e  f r o m  2 . 4  t o  2 . 6  
m il l ig r a m s .  A c c o r d i n g  t o  p r e s e n t  s c ie n t i f i c  k n o w l e d g e ,  f o e  r a t e  o f  d e c a y  
o f  a  r a d i o a c t i v e  d e m e n t  d e p e n d s  s o l e l y  u p o n  i t s  a t o m ic  s t r u c t u r e  a s  c h a r ­
a c t e r i z e d  b y  i t s  a t o m i c  n u m b e r  a n d  i t s  m a s s  n u m b e r ,  a n d  i t  i s  t h u s  u n ­
a f f e c t e d  b y  f o e  a g e  o f  f o e  s a m p l e  a n d  b y  s u c h  f e e  t o r s  a s  t e m p e r a t u r e ,  
p r e s s u r e ,  m a g n e t ic  a n d  e le c t r i c  f o r c e s ,  a n d  c h e m i c a l  i n t e r a c t io n s .  T h u s ,  
b y  s p e c i f y in g  t i l e  h a l f l i f e  o f  r a d o n  a s  w e l l  a s  t h e  i n i t i a l  m a s s  o f  f o e  s a m p le  
a n d  f o e  t i m e  i n t e r v a l  i n  q u e s t i o n ,  f o e  e x p la n a n s  ta k e s  i n t o  a c c o u n t  a l l  f o e
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a v a i l a b l e  i n f o r m a t i o n  t h a t  is  r e l e v a n t  t o  a p p r a i s i n g  t h e  p r o b a b i l i t y  o f  th e  
g i v e n  o u t c o m e  b y  m e a n s  o f  s t a t is t i c a l  l a w s .  T o  s t a t e  t h e  p o i n t  s o m e w h a t  
d i f f e r e n t l y :  U n d e r  t h e  c i r c u m s t a n c e s  h e r e  a s s u m e d ,  o u r  t o t a l  i n f o r m a t i o n  
K  a s s ig n s  t h e  c a s e  u n d e r  s t u d y  f i r s t  o f  a l l  t o  t h e  r e f e r e n c e  c la s s  s a y  F , ,  o f  
c a s e s  w h e r e  a  1 0  m i l l i g r a m  s a m p l e  o f  r a d o n  i s  a l l o w e d  to  d e c a y  f o r  7 .64  
d a y s ;  a n d  t h e  h a l f - l i f e  l a w  f o r  r a d o n  a s s ig n s  a  v e r y  h i g h  p r o b a b i l i t y ,  w i t h i n  
F t, t o  t h e  “ o u t c o m e , ”  s a y  G ,  c o n s i s t in g  i n  t h e  f a c t  t h a t  t h e  r e s i d u a l  m a s s  
o f  r a d o n  l i e s  b e t w e e n  2 . 4  a n d  2 . 6  m i l l ig r a m s .  S u p p o s e  n o w  t h a t  K  a ls o  
c o n t a i n s  i n f o r m a t i o n  a b o u t  t h e  t e m p e r a t u r e  o f  t h e  g i v e n  s a m p l e ,  t h e  p r e s ­
s u r e  a n d  r e l a t i v e  h u m i d i t y  u n d e r  w h i c h  i t  i s  k e p t ,  t h e  s u r r o u n d i n g  e le c t r i c  
a n d  m a g n e t ic  c o n d i t i o n s ,  a n d  s o  f o r t h ,  s o  t h a t  K  a s s ig n s  t h e  g i v e n  e a s e  to  
a  r e f e r e n c e  c la s s  m u c h  n a r r o w e r  t h a n  F „  l e t  u s  s a y ,  F j F 2 F 9 . . . F „ . N o w  
t h e  t h e o r y  o f  r a d i o a c t i v e  d e c a y ,  w h i c h  i s  e q u a l l y  i n c l u d e d  i n  K ,  t e l l s  u s  
t h a t  t h e  s t a t i s t i c a l  p r o b a b i l i t y  o f  G  w i t h i n  t h i s  n a r r o w e r  c la s s  i s  t h e  s a m e  
a s  w i t h i n  G .  F o r  t h i s  r e a s o n ,  i t  s u f f i c e s  i n  o u r  e x p l a n a t i o n  t o  r e l y  o n  t h e  
p r o b a b i l i t y  p (G ,  F , ) .

L e t  u s  n o t e ,  h o w e v e r ,  t h a t  “ k n o w l e d g e  s i t u a t i o n s "  a r e - c o n c e i v a b l e  in  
w h i c h  t h e  s a m e  a r g u m e n t  w o u l d  n o t  b e  a n  a c c e p t a b le  e x p l a n a t i o n .  S u p ­
p o s e ,  f o r  e x a m p le ,  t h a t  i n  t h e  c a s e  o f  t h e  r a d o n  s a m p l e  u n d e r  s t u d y ,  th e  
a m o u n t  r e m a i n i n g  o n e  h o u r  b e f o r e  t h e  e n d  o f  t h e  7 . 6 4  d a y  p e r i o d  h a p ­
p e n s  to  h a v e  b e e n  m e a s u r e d  a n d  f o u n d  t o  b e  2 . 7  m i l l ig r a m s ,  a n d  t h u s  
m a r k e d ly  in  e x c e s s  o f  2 . 6  m i l l ig r a m s — a n  o c c u r r e n c e  w h i c h ,  c o n s i d e r i n g  
t h e  d e c a y  l a w  f o r  r a d o n ,  i s  h i g h l y  i m p r o b a b l e ,  b u t  n o t  i m p o s s ib l e .  T h a t  
f i n d i n g ,  w h i c h  t h e n  f o r m s  p a r t  o f  t h e  t o t a l  e v i d e n c e  K ,  a s s ig n s  t h e  p a r t i c ­
u l a r  c a s e  a t  h a n d  t o  a  r e f e r e n c e  c la s s ,  s a y  F * ,  w i t h i n  w h i c h ,  a c c o r d i n g  t o  
d i e  d e c a y  l a w  f o r  r a d o n ,  t h e  o u t c o m e  G  i s  h i g h l y  i m p r o b a b l e  s i n c e  i t  
w o u l d  r e q u i r e  a  q u i t e  u n u s u a l  s p u r t  i n  d i e  d e c a y  o f  d i e  g i v e n  s a m p l e  t o  
r e d u c e  d i e  2 . 7  m i l l ig r a m s ,  w i t h i n  t h e  o n e  f i n a l  h o u r  o f  t h e  t e s t ,  t o  a n  
a m o u n t  f o i l i n g  b e t w e e n  2 . 4  a n d  2 . 6  m i l l i g r a m s .  H e n c e ,  t h e  a d d i t i o n a l  
i n f o r m a t i o n  h e r e  c o n s i d e r e d  m a y  n o t  b e  d i s r e g a r d e d ,  a n d  a n  e x p l a n a t i o n  
o f  d i e  o b s e r v e d  o u t c o m e  w i l l  b e  a c c e p t a b le  o n l y  i f  i t  t a k e s  a c c o u n t  o f  t h e  
p r o b a b i l i t y  o f  G  i n  t h e  n a r r o w e r  r e f e r e n c e  c la s s ,  i . e . ,  p ( G ,  F , F ' ) .  ( T h e  
t h e o r y  o f  r a d i o a c t i v e  d e c a y  i m p l i e s  t h a t  t h i s  p r o b a b i l i t y  e q u a l s  p (G , F °), 
s o  t h a t  a s  a  c o n s e q u e n c e  t h e  m e m b e r s h i p  o f  d i e  g i v e n  c a s e  i n  F ,  n e e d  
n o t  b e  e x p l i c i t l y  t a k e n  i n t o  a c c o u n t )

T h e  r e q u i r e m e n t  s u g g e s t e d  b y  t h e  p r e c e d i n g  c o n s id e r a t io n s  c a n  n o w  
b e  s t a t e d  m o r e  e x p l i c i t l y ;  w e  w i l l  c a l l  i t  t h e  requirem ent o f  m ax im al spec­
ificity for  inductive-statistical explanations. C o n s i d e r  a  p r o p o s e d  e x p l a n a ­
t i o n  o f  t h e  b a s i c  s t a t is t i c a l  f o r m

5<* P ( G ,  F )  =  r
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7 14  | C h . ( r  M o d e l s  o f  E x p l a n a t io n '

L e t  8 b e  t h e  c o n j u n c t i o n  o f  t h e  p r e m is e s ,  a n d ,  i f  K  is  t h e  s e t  o f  a l l  
s t a t e m e n t s  a c c e p t e d  a t  t h e  g i v e n  t i m e ,  l e t  k  b e  a  s e n t e n c e  t h a t  i s  lo g ic a l ly  
e q u i v a l e n t  t o  K  ( i n  t h e  s e n s e  t h a t  k  i s  i m p l i e d  b y  K  a n d  i n  t u r n  im p l ie s  
e v e i y  s e n t e n c e  in  K ) .  T h e n ,  t o  b e  r a t i o n a l l y  a c c e p t a b le  in  t h e  k n o w le d g e  
s i t u a t i o n  r e p r e s e n t e d  b y  K ,  t h e  p r o p o s e d  e x p l a n a t i o n  ( 3 a )  m u s t  m e e t  t h e  
f o l l o w in g  c o n d i t i o n  ( t h e  r e q u i r e m e n t  o f  m a x i m a l  s p e c i f i c i t y ) :  I f  s  • k  im ­
p lie s *  t h a t  b  b e l o n g s  t o  a  c la s s  F , ,  a n d  t h a t  F ,  i s  a  s u b c la s s  o f  F ,  th e n  
s  - k  m u s t  a l s o  i m p l y  a  s t a t e m e n t  s p e c i f y in g  d i e  s t a t is t i c a l  p r o b a b i l i t y  o f  G  
i n  F , ,  s a y

p(G ,  F , )  =  r,

H e r e ,  r ,  m u s t  e q u a l  r u n l e s s  t h e  p r o b a b i l i t y  s t a t e m e n t  ju s t  c i t e d  is  s im p ly  
a  t h e o r e m  o f  m a t h e m a t i c a l  p r o b a b i l i t y  th e o r y .

T h e  q u a l i f y in g  u n le s s - c la u s e  h e r e  a p p e n d e d  i s  q u i t e  p r o p e r ,  a n d  its  
O m is s io n  w o u l d  r e s u l t  in  u n d e s i r a b l e  c o n s e q u e n c e s .  I t  is  p r o p te r  b e c a u s e  
t h e o r e m s  o f  p u r e  m a t h e m a t i c a l  p r o b a b i l i t y  t h e o r y  c a n n o t  p r o v i d e  a n  e x ­
p la n a t io n  o f  e m p i r i c a l  s u b j e c t  m a t t e r .  T h e y  m a y  t h e r e f o r e  b e  d i s c o u n t e d  
w h e n  w e  i n q u i r e  w h e t h e r  $ - k  m i g h t  n o t  g iv e  u s  s ta t is t i c a l  l a w s  s p e c i f y in g  
t h e  p r o b a b i l i t y  o f  G  i n  r e f e r e n c e  c la s s e s  n a r r o w e r  t h a n  F .  A n d  d i e  o m i s ­
s io n  o f  t h e  c la u s e  w o u ld  p r o v e  t r o u b le s o m e ,  f o r  i f  ( 3 a )  is p r o f f e r e d  a s  a n  
e x p la n a t i o n ,  t h e n  i t  is  p r e s u m a b l y  a c c e p t e d  a s  a  f a c t  t h a t  G b ;  h e n c e  'Gb‘ 
b e lo n g s  t o  K .  T h u s  K  a s s ig n s  b  t o  t h e  n a r r o w e r  c la s s  F  - C .  a n d  c o n c e r n i n g  
t h e  p r o b a b i l i t y  o f  G  i n  t h a t  c la s s ,  s  * k  t r i v ia l l y  i m p l i e s  t h e  s t a t e m e n t  t h a t  
p ( G ,  F  • G )  =  1 ,  w h ic h  is  s i m p ly  a  c o n s e q u e n c e  o f  t h e  m e a s u r e - t h e o r e t ic a l  
p o s t u la t e s  f o r  s t a t is t i c a l  p r o b a b i l i t y ,  S i n c e  s  - k  t h u s  i m p l i e s  a  m o r e  s p e c i f i c  
p r o b a b i l i t y  s t a t e m e n t  f o r  G  t h a n  t h a t  in v o k e d  i n  ( 3 a ) ,  t h e  r e q u i r e m e n t  o f  
m a x im a l  s p e c i f i c i t y  w o u ld  b e  v io l a t e d  b y  ( 3 a ) —  a n d  a n a l o g o u s l y  b y  a n y  
p r o f f e r e d  s ta t is t i c a l  e x p l a n a t i o n  o f  a n  e v e n t  t h a t  w e  t a k e  t o  h a v e  
o c c u r r e d — w e r e  i t  n o t  f o r  t h e  u n le s s - c la u s e ,  w h i c h ,  i n  e f f e c t ,  d i s q u a l i f i e s  
t h e  n o t io n  t h a t  t h e  s t a t e m e n t  ‘p (G ,  F  • G )  ■  T  a f f o r d s  a  m o r e  a p p r o p r ia t e  
l a w  t o  a c c o u n t  f o r  t h e  p r e s u m e d  f a c t  t h a t  Gb.

T h e  r e q u i r e m e n t  o f  m a x im a l  s p e c i f i c i t y ,  t h e n ,  is  h e r e  t e n t a t i v e l y  p u t  
f o r w a r d  a s  c h a r a c t e r i z i n g  t h e  e x t e n t  t o  w h ic h  t h e  r e q u i r e m e n t  o f  to ta l  
e v i d e n c e  p r o p e r ly  a p p l ie s  t o  in d u c t iv e - s t a t is t i c a l  e x p la n a t i o n s .  T h e  g e n e r a l  
i d e a  th u s  s u g g e s te d  c o m e s  to  th i s :  I n  f o r m u l a t i n g  o r  a p p r a is i n g  a n  1 -S  
e x p la n a t i o n ,  w e  s h o u ld  ta k e  in t o  a c c o u n t  a l l  t h a t  i n f o r m a t io n  p r o v i d e d  b y  
K  w h ic h  is  o f  p o t e n t ia l  explanatory  r e l e v a n c e  to  t h e  e x p l a n a n d u m  e v e n t ;  
i .e . ,  a l l  p e r t i n e n t  s t a t is t i c a l  la w s ,  a n d  s u c h  p a r t i c u l a r  fa c ts  a s  m ig h t  b e  
c o n n e c t e d ,  b y  t h e  s t a t is t i c a l  la w s ,  w i t h  t h e  e x p l a n a n d u m  e v e n t . 7

T h e  r e q u i r e m e n t  o f  m a x im a l  s p e c i f i c i t y  d i s p o s e s  o f  t h e  p r o b le m  o f  
e p is t e m ic  a m b i g u i t y ;  f o r  i t  is r e a d i l y  s e e n  t h a t  o f  t w o  r i v a l  s ta t is t i c a l  a r ­
g u m e n t s  w i t h  h i g h  a s s o c i a t e d  p r o b a b i l i t i e s  a n d  w i t h  p r e m is e s  t h a t  a l l  b e ­
l o n g  to  K ,  a t  le a s t  o n e  v io l a t e s  t h e  r e q u i r e m e n t  o f  m a x im u m  s p e c i f i c i ty .  
I n d e e d ,  le t
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P (G , F )  = r, 
F b ___

G b
and

p«3, H )  -  r,

b e  t h e  a r g u m e n t s  i n  q u e s t i o n ,  w i t h  r ,  a n d  r 2  c lo s e  t o  I -  T h e n ,  s i n c e  K  
c o n t a i n s  d i e  p r e m i s e s  o f  b o t h  a r g u m e n t s ,  i t  a s s ig n s  b  t o  b o t h  F  a n d  H  a n d  
h e n c e  t o  F  - H .  H e n c e  i f  b o t h  a r g u m e n t s  s a t is f y  d i e  r e q u i r e m e n t  o f  m a x *  
i m a l  s p e c i f i c i t y ,  K  m u s t  i m p l y  t h a t

p ( G ,  F  • H )  »  p (G , F )  =  r ,  
p (G , F  • H )  m p (G , H )  »  r* 

B u t  p (G ,  F  • H )  *  p ( G .  F  • H )  =  1

a n d  t h i s  i s  a n  a r i t h m e t i c  f a ls e h o o d ,  s i n c e  r ,  a n d  r, a r e  b o t h  c lo s e  t o  1 ;  
h e n c e  i t  c a n n o t  b e  i m p l i e d  b y  t h e  c o n s i s t e n t  c la s s  K .

T h u s ,  f o r  I-S e x p l a n a t i o n s  t h a t  m e e t  d i e  r e q u i r e m e n t  o f  m a x im a l  s p e c ­
i f i c i t y  t h e  p r o b le m  o f  e p i s t e m i c  a m b i g u i t y  n o  l o n g e r  a r is e s .  W e  a r e  n e v e r  
i n  a  p o s i t io n  t o  s a y :  N o  m a t t e r  w h e t h e r  t h i s  p a r t i c u l a r  e v e n t  d i d  o r  d i d  
n o t  o c c u r ,  w e  c a n  p r o d u c e  a n  a c c e p t a b le  e x p l a n a t i o n  o f  e i t h e r  o u t c o m e :  
a n d  a n  e x p l a n a t i o n ,  m o r e o v e r ,  w h o s e  p r e m i s e s  a r e  s c i e n t i f i c a l l y  a c c e p t e d  
s t a t e m e n t s  w h i c h  c o n f e r  a  h i g h  l o g i c a l  p r o b a b i l i t y  u p o n  t h e  g i v e n  o u t ­
c o m e .

W h i l e  t h e  p r o b le m  o f  e p is t e m ic  a m b i g u i t y  h a s  t h u s  b e e n  r e s o l v e d ,  
a m b i g u i t y  in  t h e  f i r s t  s e n s e  d i s c u s s e d  [ i n  s e c t i o n  2 ]  r e m a i n s  u n a f f e c t e d  b y  
o u r  r e q u i r e m e n t ;  i .e . ,  i t  r e m a in s  t h e  c a s e  t h a t  f o r  a  g i v e n  s t a t is t i c a l  a r g u ­
m e n t  w i t h  t r u e  p r e m is e s  a n d  a  h i g h  a s s o c i a t e d  p r o b a b i l i t y ,  t h e r e  m a y  e x i s t  
a  r i v a l  o n e  w i t h  e q u a l l y  t r u e  p r e m is e s  a n d  w i t h  a  h i g h  a s s o c i a t e d  p r o b a ­
b i l i t y ,  w h o s e  c o n c l u s i o n  c o n t r a d i c t s  t h a t  o f  t h e  f i r s t  a r g u m e n t .  A n d  t h o u g h  
t h e  s e t  K  o f  s t a t e m e n t s  a c c e p t e d  a t  a n y  t i m e  n e v e r  i n c l u d e s  a l l  s t a t e m e n t s  
t h a t  a r e  in  f a c t  t r u e  ( a n d  n o  d o u b t  m a n y  t h a t  a r e  f a ls e ) ,  i t  is  p e r f e c t l y  
p o s s ib l e  t h a t  K  s h o u l d  c o n t a i n  t h e  p r e m is e s  o f  t w o  s u c h  c o n f l i c t i n g  a r ­
g u m e n t s ;  b u t  a s  w e  h a v e  s e e n ,  a t  le a s t  o n e  o f  t h e  l a t t e r  w i l l  f o i l  t o  b e  
r a t i o n a l l y  a c c e p t a b le  b e c a u s e  i t  v io l a t e s  t h e  r e q u i r e m e n t  o f  m a x im a l  
s p e c i f i c i t y .

T h e  p r e c e d i n g  c o n s id e r a t io n s  s h o w  t h a t  the concept o f  statistical ex­
p lan ation  for particu lar events is essentially relative to a  given knowledge 
s i t u a t i o n  a s  represented by a  class  K  o f  a ccep ted  statements. I n d e e d ,  d i e  
r e q u i r e m e n t  o f  m a x im a l  s p e c i f i c i t y  m a k e s  e x p l i c i t  a n d  u n a v o i d a b l e  r e f e r ­
e n c e  t o  s u c h  a  c la s s ,  a n d  i t  t h u s  s e r v e s  t o  c h a r a c t e r i z e  t h e  c o n c e p t  o f  
“ 1 - S  e x p l a n a t i o n  r e l a t i v e  t o  t h e  k n o w l e d g e  s i t u a t i o n  r e p r e s e n t e d  b y  K .” 
W e  w i l l  r e f e r  t o  t h i s  c h a r a c t e r i s t i c  a s  t h e  ep istem ic relativity o f  statistical 
explanation.

I t  m ig h t  s e e m  t h a t  t h e  c o n c e p t  o f  d e d u c t i v e  e x p l a n a t i o n  p o s s e s s e s  t h e



s a m e  k i n d  o f  r e l a t i v i t y ,  s i n c e  w h e t h e r  a  p r o p o s e d  D * N  o r  D * S  [ d e d u c t iv e *  
s ta t is t i c a l ]  a c c o u n t , i s  a c c e p t a b le  w i l l  d e p e n d  n o t  o n l y  o n  w h e t h e r  i t  is  
d e d u c t iv e l y  v a l i d  a n d  m a k e s  e s s e n t ia l  u s e  o f  t h e  p r o p e r  t y p e  o f  g e n e r a l  
l a w .  b u t  a ls o  o n  w h e t h e r  i ts  p r e m is e s  a r e  w e l l  s u p p o r t e d  b y  t h e  r e l e v a n t  
e v i d e n c e  a t  h a n d -  Q u i t e  s o ; a n d  t h i s  c o n d i t i o n  o f  e m p i r i c a l  c o n f i r m a t i o n  
a p p l ie s  e q u a l l y  t o  s ta t is t ic a l  e x p la n a t i o n s  t h a t  a r e  t o  b e  a c c e p t a b le  in  a  
g i v e n  k n o w l e d g e  s i t u a t io n .  B u t  t h e  e p is t e m ic  r e l a t i v i t y  t h a t  t h e  r e q u i re *  
m e n t  o f  m a x im a l  s p e c i f i c i t y  i m p l i e s  f o r  I -S  e x p la n a t i o n s  is  o f  q u i t e  a  d i f ­
f e r e n t  k in d  a n d  h a s  n o  a n a l o g u e  f o r  D -N  e x p la n a t i o n s .  F o r  t h e  s p e c i f i c i t y  
r e q u i r e m e n t  is  n o t  c o n c e r n e d  w i t h  t h e  e v i d e n t ia l  s u p p o r t  t h a t  d i e  to ta l  
e v i d e n c e  K  a f f o r d s  f o r  t h e  e x p l a n a n s  s t a t e m e n t s :  i t  d o e s  n o t  d e m a n d  th a t  
d i e  l a t t e r  b e  i n c l u d e d  in  K ,  n o r  e v e n  th a t  K  s u p p ly  s u p p o r t i n g  e v i d e n c e  
f o r  t h e m .  I t  r a t h e r  c o n c e r n s  w h a t  m a y  b e  c a l le d  t h e  c o n c e p t  o f  a  poten tial 
s t a t is t i c a l  e x p la n a t i o n .  F o r  i t  s t i p u la t e s  th a t  n o  m a t t e r  h o w  m u c h  e v i d e n t ia l  
s u p p o r t  t h e r e  m a y  b e  f o r  t h e  e x p la n a n s .  a  p r o p o s e d  1 -S  e x p l a n a t i o n  i s  n o t  
a c c e p t a b le  i f  i t s  p o t e n t ia l  e x p l a n a t o r y  f o r c e  w i t h  r e s p e c t  t o  t h e  s p e c i f i e d  
e x p l a n a n d u m  is  v i t i a t e d  b y  s ta t is t i c a l  la w s  w h i c h  a r e  i n c l u d e d  i n  K  b u t  
n o t  in t h e  e x p la n a n s ,  a n d  w h i c h  m ig h t  p e r m i t  t h e  p r o d u c t i o n  o f  r i v a l  
statistical a r g u m e n t s .  As w e  h a v e  s e e n ,  t h i s  d a n g e r  n e v e r  a r is e s  f o r  d e ­
ductive e x p la n a t i o n s .  H e n c e ,  t h e s e  a r e  n o t  s u b j e c t  t o  a n y  s u c h  r e s t r i c t i v e  
condition, a n d  d i e  n o t io n  o f  a  p o t e n t ia l  d e d u c t iv e  e x p l a n a t i o n  (a s  c o n t r a ­
d i s t i n g u i s h e d  f r o m  a  d e d u c t iv e  e x p l a n a t i o n  w i t h  w e l l - c o n f i r m e d  e x p l a -  
n a n s )  r e q u i r e s  n o  r e l a t i v i z a t io n  w i t h  r e s p e c t  t o  K .

A s  a  c o n s e q u e n c e ,  w e  c a n  s i g n i f i c a n t ly  s p e a k  o f  t r u e  D - N  a n d  D - S  
e x p la n a t i o n s :  t h e y  a r e  t h o s e  p o t e n t ia l  D - N  a n d  D - S  e x p l a n a t i o n s  w h o s e  
p r e m is e s  ( a n d  h e n c e  a ls o  c o n c l u s i o n s )  a r e  t r u e — n o  m a t t e r  w h e t h e r  t h i s  
h a p p e n s  to  b e  k n o w n  o r  b e l i e v e d ,  a n d  t h u s  n o  m a t t e r  w h e t h e r  d i e  p r e m ­
i s e s  a r e  i n c l u d e d  i n  K .  B u t  t h i s  i d e a  h a s  n o  s i g n i f i c a n t  a n a l o g u e  f o r  I -S  
e x p l a n a t i o n  s i n c e ,  a s  w e  h a v e  s e e n ,  d i e  c o n c e p t  o f  p o t e n t i a l  s t a t is t i c a l  
e x p l a n a t i o n  r e q u i r e s  r e l a t i v i z a t io n  w i t h  r e s p e c t  t o  K .

j i 6  | • C h .- 6  M o d e«.* bF'Expr.*ii'*T»os

■ | Notes
1 . P h ras es  s u c h  as i t  is  a lm o s t  c e r ta in  (v e ry  l ik e ly )  th a t  / re c o v e r s ' ,  e v e n  w h e n  
g iv e n  d i e  re la t io n a l c o n s tru e )  h e r e  su g g e sted , a re  o s te n s ib ly  c o n c e r n e d  w it h  r e ­
la t io n s  b e tw e e n  p ro p o s itio n s , s u c h  a s  th o se  e x p re sse d  b y  th e  se n te n c e s  fo rm ­
in g  th e  c o n c lu s io n  a n d  th e  p re m is e s  o f  a n  a r g u m e n t  F o r  th e  p u r p o s e  o f  
th e  p re s e n t  d isc u ss io n , h o w e v e r , in v o lv e m e n t w ith  p ro p o s itio n s  c a n  b e  a v o id e d  
b y  c o n s tru in g  th e  p h ra s e s  in  q u e s t io n  as e x p re ss in g  lo g ic a l re la t io n s  b e tw e e n  
c o rre s p o n d in g  se n te n ce s, e  g ., t h e  c o n c lu s io n -s e n te n c e  a n d  th e  p re m is e -s e n te n c e  
o f  an  a rg u m e n t. T h is  c o n s tru e ) , w h ic h  u n d e r lie s  t h e  fo rm u la t io n  o f  4 lc ) ,  w i l l  b e  
a d o p te d  in  th is  essay, th o u g h  f o r  d ie  sake  o f  c o n v e n ie n c e  w e  m a y  o c c a s io n a l ly  use  
a  p a ra p h ra se .



2. In  th e  fa m i lia r  s c h é m a t is a t io n  o f  d e d u c tiv e  a rg u m e n ts , w ith  a s in g le  l in e  sep ­
a r a t in g  t h e  p r e m is e s  f r o m  t h e  c o n c lu s io n ,  n o  e x p lic it  d is t in c t io n  is m a d e  b e tw e e n  
a  w e a k e r  a n d  a  s t r o n g e r  c la im , e i th e r  o f  w h ic h  m ig h t  b e  in te n d e d ;  n a m e ly  
( i)  th a t  th e  p re m is e s  lo g ic a l ly  im p ly  d i e  c o n c lu s io n  a n d  ( i i)  th a t , in  a d d it io n ,  th e  
p r e m is e s  a r e  t r u e .  I n  t h e  e ase  o f  o u r  p ro b a b i lis t ic  a r g u m e n t ,  ( l e )  ex p re sse s a 
w e a k e r  c la im , a n a lo g o u s  t o  (i), w h e r e a s  ( I d )  m a y  h e  ta k e n  to  e x p re ss  a  " p ro ffe red  
e x p la n a tio n ”  ( th e  te rm  is  b o rr o w e d  f r o m  I S c h e ff le r ,  ‘E x p la n a tio n , P r e d ic t io n ,  an d  
A b s tr a c t io n ’, British Journal for the Philosophy o f  Science 7  ( 1 9 5 7 ) ,  s e c t .  1 )  in  
w h ic h ,  in  a d d it io n ,  t h e  e x p la n a to r y  p re m is e s  a r e — h o w e v e r  te n ta t iv e ly — asserted  as

T h e  c o n s id e ra t io n s  h e r e  o u t l in e d  c o n c e r n in g  th e  u s e  o f  t e rm s  l ik e  'p ro b ab ly '  
a n d  ‘c e r ta in ly ’ as m o d a l q u a lif ie r s  o f  in d iv id u a l  s ta te m e n ts  s e e m  to  m e  to  m ilita te  
a ls o  a g a in s t th e  n o t io n  o f  c a te g o r ic a l p r o b a b i li ty  s ta te m e n t  th a t  C -  1- L e w is  sets 
fo r th  in  t h e  fo l lo w in g  p a ssa g e  (ita lic s  th e  au th or's ):

lu st as ‘I f D  then (certa in ly) P, and D  is the  fret', leads to  the  categorical consequence, 
‘T h e re fo re  (certainly) P'; so too, ‘I f  D then  probably P, and D  is the fre t ’ , leads to  a 
categorical consequ ence  expressed by ‘It is probable  that P ’ . A nd this conc lusion  is n o t  
m ere ly  the  statem ent over again o f  th e  probability relation  be tw een 'P ' and 'D': any 
m ore  than  ‘ T here fo re  (certainly) P ' is the  statem ent ove r  again o f ‘I f D  then  (certainly) 
P '. ‘I f th e  b arom eter is high, tom orrow  w ill probably  b e fa ir; and the b a ro m e ter  is h igh ’, 
categorically  assures som eth ing  expressed b y  'T om orrow  wiU prob ab ly b e  f r i t ’ . I n is  
probability  is still relative  to  the grounds o f  iudgm ent; b u t i f  these grounds are  actual, 
an d  c onta in  a ll the availab le  eviden ce w h ic h  is pertinent, then  it is n o t oni> categorical 
but m ay  fa irly  be c a lle d  the probability o f  the  event in  question ( 1 9 4 6 : 1 19 ) .

T h is  p o s i t io n  s e e m s  t o  m e  t o  b e  o p e n  to  ju s t  th o s e  o b je c t io n s  su g g e sted  in  
t h e  m a in  t e x t  I f  ‘P  ' is  a  s t a t e m e n t  t h e n  t h e  e x p re ss io n s  ‘c e r ta in ly  P ’ a n d  p ro b a b ly  
P ’ a s  e n v is a g e d  i n  d ie  q u o te d  p assag e  a r e  n o t  s ta te m e n ts . I f  w e  a s k  h o w  o n e  w o u ld  
g o  a b o u t  t r y in g  t o  a s c e r ta in  w h e th e r  t h e y  w e r e  tr u e ,  w e  r e a l i z e  t h a t  w e  a r e  e n t ir e ly  
a t  a  lo s s  u n le s s  a n d  u n t i l  a  r e fe re n c e  s e t  o f  s ta te m e n ts  o r  a s s u m p tio n s  h a s  b e e n  
sp e c if ie d  r e la t iv e  t o  w h ic h  P  m a y  t h e n  b e  fo u n d  to  b e  c e r ta in ,  o r  to  b e  h ig h ly  
p r o b a b le ,  o r  n e i th e r .  T h e  e x p re ss io n s  in  q u e s t io n , t h e n ,  a r e  e s s e n tia lly  in c o m p le te ;  
th e y  a r e  e ll ip t ic ,  f o rm u la t io n s  o f  r e la t io n a l  s ta te m e n ts , n e i t h e r  o f  t h e m  c a n  b e  to e  
c o n c lu s io n  o f  a n  in fe r e n c e .  H o w e v e r  p la u s ib le  L e w is ’s  s u g g e stio n  m a y  s e e m , th e re  
is n o  a n a lo g u e  in  in d u c t iv e  lo g ic  t o  modus ponens, o r  th e  “ r u le  o f  d e ta c h m e n t ,” 
o f  d e d u c t iv e  lo g ic ,  w h ic h ,  g iv e n  t h e  in fo rm a t io n  th a t  'D' a n d  a ls o  ‘ i f  D  th e n  P ‘. 
a r e  t r u e  s ta te m e n ts , a u th o r iz e s  u s  t o  d e ta c h  d i e  c o n s e q u e n t  ‘P ’ in  t h e  c o n d it io n a l  
p r e m is e  a n d  to  a s se r t i t  a s  a  s e l f- c o n ta in e d  s ta te m e n t w h ic h  m u s t  t h e n  b e  t r u e  as 
w e ll.

A t  d ie  e n d  o f  d i e  q u o te d  p a ssa g e , L e w is  su g g e sts d ie  im p o rta n t  id e a  th a t  
‘p r o b a b ly  P ’  m ig h t  b e  ta k e n  to  m e a n  t h a t  th e  to ta l r e le v a n t  e v id e n c e  a v a i la b le  a t  
d ie  t im e  c o n f e r s  h ig h  p r o b a b i li ty  u p o n  P . B u t  e v e n  t h is  s ta te m e n t  is  re la t io n a l in  
th a t  i t  ta c id y  re fe rs  t o  s o m e  u n s p e c if ie d  t im e ,  a n d , b e s id e s , h is  g e n e r a l  n o tio n  o f  
a  c a te g o r ic a l  p r o b a b i li ty  s ta te m e n t a s  a  c o n c lu s io n  o f  a n  a r g u m e n t  is n o t  m a d e  
d e p e n d e n t  o n  d ie  a s s u m p tio n  th a t  d i e  p re m is e s  o f  d ie  a r g u m e n t  in c lu d e  a ll  th e  
r e le v a n t  e v id e n c e  a v a i la b le .

I t  m u s t  b e  s tres sed , h o w e v e r ,  t h a t  e ls e w h e re  in  h is  d is c u s s io n , L e w is  e m p h a ­
size s  t h e  re la t iv i ty  o f  ( lo g ic a l)  p r o b a b i li ty ,  a n d ,  th u s , t h e  v e r y  c h a r a c te r is t ic  th a t  
r u le s  o u t  d i e  c o n c e p t io n  o f  c a te g o r ic a l p ro b a b i li ty  sta te m e n ts .

S im i l a r  o b je c t io n s  a p p ly , I  th in k , to  T o u lm in ’s  c o n s t ru a l  o f  p r o b a b i lis t ic  a r ­
g u m e n ts ;  e f .  T o u lm in  ( 1 9 5 8 )  a n d  t o e  d isc u ss io n  in  H e m p e l ( 1 9 6 0 ) ,  sects . 1 —5.
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3 . R . C a m a p ,  L o g ica l  F ou nd a tion »  o f  P robab ility  ( C h ic a g o ,  1 9 5 0 ) ,  2 1 1 -  7T>e re­
q u ire m e n t  is su g g e sted , e  g -, i n  t h e  p a ssa g e  f ro m  L e w is  q u o te d  in  n .  [2 }. S im ila r ly  
W ill ia m s  sp eak s o f  “ t h e  m o s t  fu n d a m e n ta l  o f  a l l  ru le s  o f  p ro b a b i li ty  lo g ic , th a t  
'th e ' p ro b a b i li ty  o f  a n y  p ro p o s it io n  is  i ts  p rob a b i li ty  in  r e la t io n  to  th e  k n o w n  p r e m ­
ises a n d  th e m  o n ly "  (T h e  G roun d  o f  I n d u ctio n  (C a m b rid g e ,  M a ss ., 1 9 4 7 ) ,  7 2 ) .

1  a m  g re a t ly  in d e b te d  to  P rofesso r  C a rn a p  f o r  h a v in g  p o in te d  o u t  to  m e  in  
1 9 4 5 ,  w h e n  I  l i n t  n o t ic e d  th e  a m b ig u ity  o f  p ro b a b ilis t ic  a rg u m e n ts , th a t th is  w as  
b u t  o n e  o f  se v era l a p p a r e n t  p a ra d o x e s  o f  in d u c tiv e  lo g ic  t h a t  re s u lt  fr o m  d isreg ard  
o f  th e  r e q u ire m e n t  o f  to ta l  e v id e n c e .

S .  F .  B a rk e r , I n d u c t i o n  a n d  H yp o th es is  (I th a c a , N Y , 1 9 5 7 ) ,  7 0 - 7 8 .  h a s  g iv e n  
a  lu c id  in d e p e n d e n t  p r e s e n ta t io n  o f  t h e  b a s ic  a m b ig u ity  o f  p ro b a b ilis t ic  a rg u m en ts, 
a n d  a  s k e p tic a l a p p ra is a l o f  th e  r e q u i re m e n t  o f  to ta l e v id e n c e  a s  a  m e a n s  o f  d e a lin g  
w ith  th e  p r o b le m . H o w e v e r , I  w il l  p r e s e n t ly  su g g est a  w a y  o f  r e m e d y in g  th e  a m ­
b ig u ity  o f  p ro b a b ilis t ic  e x p la n a tio n  w ith  t h e  h e lp  o f  a  r a th e r  s e v e r e ly  m o d ifie d  
v e r s io n  o f  d ie  r e q u i r e m e n t  o f  to ta l e v id e n c e .  I t  w i l l  b e  c a l le d  th e  r e q u ire m e n t o f  
m a x im a] sp e c ific ity , a n d  is  n o t  o p e n  t o  th e  sa m e  c rit ic is m .

4 .  C C  C a r n a p ,  L o g i ca l  F ou n d a tion s , 2 1 1  a n d  4 9 4 .

5 . T h is  id e a  is c lo s e ly  r e la te d  to  o n e  u s e d  b y  H . R e ic h e n b a c h ,  (c£  T h e T h eo ry  o f  
P roba b ility  (B e rk e le y , C a li f . ,  a n d  L o s  A n g e le s . 1 9 4 9 ) ,  s e c t .  7 2 )  i n  a n  a tte m p t to  
s h o w  th a t  it  is  p o s s ib le  t o  assig n  p ro b a b i li t ie s  t o  in d iv id u a l  e v e n ts  w it h in  t h e  fra m e ­
w o rk  o f  a  s tr ic t ly  s ta tis tic a l c o n c e p tio n  o f  p ro b a b ility . R e ic h e n b a c h  p ro p o s ed  d ia l  
th e  p r o b a b ility  o f  a  s in g le  e v e n t , s u c h  a s  th e  sa fe  c o m p le t io n  o f  a  p a rt ic u la r  s c h e d ­
u le d  f l ig h t  o f  a  g iv e n  c o m m e rc ia l  p la n e ,  b e  c o n s tru e d  as d ie  sta tis tica l p ro b a b ility  
w h ic h  t h e  kind o f  e v e n t  c o n s id e re d  (s a fe  c o m p le t io n  o f  a  flig h t)  p ossesses w ith in  
th e  n a rro w e s t  r e fe r e n c e  c la ss  to  w h ic h  th e  g iven  c a s e  (d ie  s p e c if ie d  flig h t o f  d ie  
g iv e n  p la n e )  b e lo n g s , a n d  fo r  w h ic h  r e l ia b le  s ta tistica l in fo rm a tio n  is av a ila b le  (e .g ., 
th e  c lass o f  s c h e d u le d  f lig h ts  u n d e r ta k e n  s o  fa r  b y  p l a n «  o f  th e  l in e  to  w h ic h  d ie  
g iv e n  p la n e  b e lo n g s , a n d  u n d e r  w e a th e r  c o n d itio n s  s im i la r  to  th o s e  p re v a ilin g  a t  
th e  tim e  o f  th e  f lig h t  in  q u e stion ).

6 . R e fe re n c e  to  s ■ k  r a th e r  th a n  t o  k  is  c a lle d  fo r  b e c a u s e , as w a s  n o te d  e a r lie r ,  
w e  d o  n o t  c o n s tru e  th e  c o n d it io n  h e r e  u n d e r  d isc u ss io n  os r e q u i r in g  th a t a l l  th e  
e x p la n a n s  s ta tem en ts  in v o k e d  b e  s c ie n ti f ic a lly  a c c e p te d  a t  th e  t im e  in  q u e stio n , 
a n d  th u s  b e  in c lu d e d  in  th e  c o r re s p o n d in g  c lass K .

7 .  B y  its re l ia n c e  o n  t h is  g e n e ra l id e a , a n d  s p e c if ic a lly  o n  th e  re q u ire m e n t o f  
m a x im a l s p e c ific ity , t h e  m e th o d  h e re  su g g ested  f o r  e lim in a tin g  d ie  e p is tem ic  a m ­
b ig u ity  o f  s ta tistica l e x p la n a tio n  d if fe rs  su b sta n tia lly  f r o m  th e  w a y  in  w h ic h  1 a t­
te m p te d  in  a n  e a r l i e r  s tu d y  (H e m p e l, 'D e d u c tiv e -N o m o lo g ic a l vs. S ta tistic a l 
E x p la n a tio n ', e sp . s e c t  1 0 )  to  d e a l w ith  th e  sa m e  p r o b le m . In  th a t  s tu d y , w h ic h  
d id  n o t d is tin g u ish  e x p lic it ly  b e tw e e n  th e  tw o  typ es o f  e x p la n a to ry  a m b ig u ity  c h a r ­
a c te r iz e d  e a r l ie r  in  t h is  s e c t io n , 1 a p p lie d  th e  re q u ire m e n t  o f  to ta l e v id e n c e  to  
s ta tistica l e x p la n a tio n s  in  a  m a n n e r  w h ic h  p re s u p p o se d  th a t  th e  e x p la n a n s  o f  a n y  
a c c e p ta b le  e x p la n a tio n  b e lo n g s  to  ti le  c la ss  K , a n d  w h ic h  th e n  d e m a n d e d  th a t th e  
p ro b a b ility  w h ic h  t h e  e x p la n a n s  c o n fe rs  u p o n  th e  e x p la n a n d u m  b e  e q u a l to  th a t  
w h ic h  t h e  to ta l e v id e n c e ,  K, im parts  to  th e  e x p la n a n d u m . T h e  reas on s w h y  th is  
a p p ro a c h  se e m s u n s a tis fa c to ry  to  m e  a r e  su ggested  b y  th e  a rg u m e n ts  se t fo rth  in  
th e  p r « e n t  se c tio n . N o te  in  p a rt ic u la r  th a t, i f  str ic tly  e n fo rc e d ,  th e  r e q u ire m e n t  
o f  to ta l e v id e n c e  w o u ld  p re c lu d e  th e  p o ss ib ility  o f  a n y  s ig n i f ic a n t  sta tistica l e x p la ­
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n a t io n  fo r  e v e n ts  w h o s e  o c c u r r e n c e  is  re g a rd e d  as a n  e s ta b lish e d  fa c t  i n  s c ie n c e :  
f o r  a n y  s e n te n c e  d e s c rib in g  s u c h  a n  o c c u rr e n c e  is  lo g ic a l ly  im p lie d  b y  K  a n d  th u s  
t r iv ia lly  h a s  th e  lo g ic a l  p r o b a b i li ty  1 r e la t iv e  to  K
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D a v i d - H i l l e l  R u b e n

Arguments, Laws, 
and Explanation

I s ta r t  b y  w a y  o f  o u t l in i n g  s o m e  o f  t h e  s t a n d a r d  c o u n t e r e x a m p l e s  t o  H e m -  
p e l 's  a c c o u n t  o f  f u l l  e x p l a n a t i o n .  . .  .

T h e s e  c o u n t e r e x a m p l e s  c lu s t e r  a r o u n d  t w o  d i f f i c u l t i e s :  ( A )  i r r e l e v a n c e  
a n d  ( B )  s y m m e t r y .  I d o  n o t  s a y  t h a t  H e m p e l ’s  a c c o u n t  h a s  n o  r e s o u r c e s  
f o r  r e p l y in g  a d e q u a t e l y  t o  any o f  t h e s e  s t a n d a r d  c o u n t e r e x a m p l e s ,  a l t h o u g h  
I d o  t h i n k  t h a t  ţ h i s  is  t r u e  i n  s o m e  c a s e s .  1  i n d ic a t e  w h e r e  1  b e l i e v e  d i a l  
t h i s  is  s o . T h e  c o u n t e r e x a m p l e s  p u r p o r t  t o  s h o w  t h a t  H e m p e l ’s  a c c o u n t  
o f  e x p l a n a t i o n ,  e v e n  i f  n e c e s s a r y ,  c o u l d  n o t  b e  s u f f i c i e n t  H o w e v e r ,  I  a r g u e  
t h a t  in  t h i n k i n g  t h r o u g h  a n  a d e q u a t e  r e s p o n s e  t o  t h e  c o u n t e r e x a m p l e s ,  w e  
will s e e  t h a t  H e m p e l ’s r e q u i r e m e n t s  a r e  n o t  e v e n  n e c e s s a r y  f o r  ( f u l l )  e x ­
p l a n a t io n .  . . .

■ I The Standard Counterexamples: Irrelevance
T h e  f i r s t  r e a s o n ,  ( A ) ,  f o r  h o l d in g  t h a t  H e m p e l ’s c o n d i t i o n s  f o r  e x p la n a t i o n  
c o u l d  n o t  b e  s u f f i c ie n t  tu r n s  o n  t h e  f a c t  t h a t  t h e r e  c a n  b e  d e r i v a t io n s  th a t  
m e e t  a l l  o f  H e m p e l ’s r e q u i r e m e n t s  f o r  D - N  ( o r  I -S )  e x p l a n a t i o n ,  b u t  w h o s e  
p r e m is e s  a r e  o b v io u s l y  i r r e l e v a n t  to  t h e  e x p l a n a t i o n  o f  t h e  c o n c l u s i o n s  o f  
t h o s e  d e r i v a t io n s .  I n  t h e  m a in ,  I s h a l l  o n l y  b e  c o n c e r n e d  in  t h i s  c h a p t e r  
w i t h  t h e  e x p l a n a t i o n  o f  s i n g u la r  f a c ts  . . . ,  b u t  w e  m ig h t  n o t e  s o m e  
c o u n t e r e x a m p l e s  w h ic h  c o n c e r n  t h e  e x p l a n a t i o n  o f  la w s  a s  w e l l .  H e r e  is 
o n e .  t a k e n  f r o m  A r d o n  L y o n ,  w h ic h  c o n c e r n s  t h e  e x p l a n a t i o n  o f  e m p i r i c a l  
l a w s  b y  d e d u c t i v e  s u b s u m p t io n . 1

1 A l l  m e t a ls  c o n d u c t  e le c t r i c i t y .
2  W h a t e v e r  c o n d u c t s  e le c t r i c i t y  is  s u b ie c t  t o  g r a v i t a t io n a l  a t t r a c t io n .

.'. 3  A l l  m e t a l s  a r e  s u b j e c t  to  g r a v i t a t io n a l  a t t r a c t io n .

F ro m  Explaining Explanation (N e w  Y o rk : R o u tle d g e , 1 9 9 0 ) ,  1 8 2 - 1 8 8 ,  1 9 1 - 2 0 8 ,  
2 4 8 - 2 5 2 .



A s  L y o n  p o in t s  o u t ,  n o  o n «  w o u l d  r e g a r d  t h e  c o n j u n c t i o n  o f  ( 1 )  a n d  
( 2 )  a s  e x p l a i n i n g  ( 3 ) ,  in  s p i t e  o f  t h e  f a c t  t h a t  t h e  l a t t e r  d o e s  f o l l o w  f r o n t  
t h e  f o r m e r ,  b e c a u s e  ( 1 )  a n d  ( 2 )  a r e  i r r e l e v a n t  t o  t h e  t r u t h  o f  ( 3 ) .  ' M e t a ls  
a r e  n o t  s u b j e c t  t o  g r a v i t a t io n a l  a t t r a c t io n  b e c a u s e  t h e y  c o n d u c t  e le c t r i c i t y :  
n o n - c o n d u c t o r s  a r e  s u b j e c t  t o  g r a v i t a t io n a l  a t t r a c t io n  t o  j u s t  t h e  s a m e  d e ­
g r e e ’  ( L y o n  1 9 7 4 :  2 4 7 ) .  L y o n 's  c o u n t e r e x a m p l e  is  d i r e c t e d  a g a in s t  H e m -  
p e l ’s  a c c o u n t  o f  t h e  e x p l a n a t i o n  o f  l a w s ,  b u t  i t  i s  e a s y  t o  c o n s t r u c t  a  p a r a l l e l  
c o u n t e r e x a m p l e  t o  H e m p e l ’s  a c c o u n t  o f  t h e  e x p l a n a t i o n  o f  s i n g u la r  f a c ts  
T h e  e x p l a n a n d u m  i n  q u e s t i o n  w o u ld  b e  t h a t  t h i s  b i t  o f  m e t a l  i s  s u b j e c t  
to  g r a v i t a t io n a l  a t t r a c t i o n ,  a n d  t h e  e x p l a n a o s  w i l l  i n c l u d e  t h e  f a c t  t h a t  t h i s  

b i t  o f  m e t a l  c o n d u c t s  e le c t r i c i t y .
A n o t h e r  a l l e g e d  c o u n t e r e x a m p l e  t o  H e m p e l ’s  a n a l y s i s  o f  t h e  e x p l a ­

n a t io n  o f  la w s  is  o f f e r e d  b y  B a r u c h  B r o d y  2
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1  S o d i u m  n o r m a l l y  c o m b i n e s  w i t h  b r o m i n e  i n  a  r a t i o  o f  o n e - t o -  
o n e .

2  E v e r y t h i n g  t h a t  n o r m a l l y  c o m b i n e s  w i t h  b r o m i n e  i n  a  r a t i o  o f  
o n e - t o - o n e  n o r m a l l y  c o m b i n e s  w i t h  c h l o r i n e  i n  a  r a t i o  o f  o n e - t o -  
o n e .

.*. 3  S o d i u m  n o r m a l l y  c o m b i n e s  w i t h  c h l o r i n e  i n  a  r a t i o  o f  o n e - t o -  

o n e .

B r o d y  c l a i m s  t h a t  t h i s  d e r i v a t i o n  h a s  n o  e x p l a n a t o r y  p o w e r  w h a t ­
e v e r ,  a n d  I  a g r e e  w i t h  h i m .  B u t  e v e n  i f  t h e  r e a d e r  w e r e  t o  i n s i s t  t h a t  
i t  h a s  s o m e  s u c h  p o w e r ,  i t  d o e s n ' t  h a v e  m u c h ,  a n d  H e m p e l ’s  a n a ly s i s  
d o e s  n o t  o f f e r  u s  t h e  m a t e r i a ls  f o r  s a y i n g  w h y  t h a t  s h o u l d  b e  s o - .a l­
t h o u g h  B r o t h '  d o e s  n o t  s a y  s o .  o n e  c o u l d  s a y  t h a t  t h e  p r o b l e m  h e r e  to o  
i s  o n e  o f  e x p l a n a t o r y  i r r e l e v a n c e .  T h e  r a t i o  i n  w h i c h  b r o m i n e  a n d  
c h l o r i n e  c o m b i n e  i s  s u r e ly  i r r e l e v a n t  f o r  e x p l a i n i n g  ( b u t  n o t  n e c e s s a r i ly  
i r r e l e v a n t  i n  o t h e r  w a y s )  t h e  r a t i o  i n  w h i c h  s o d i u m  a n d  c h l o r i n e  c o m ­
b i n e ,  e v e n  t h o u g h  t h e  t w o  r a t io s  a r e  r e l a t e d  i n  a  l a w l i k e  m a n n e r .  A s  
w i t h  L y o n ' s  c o u n t e r e x a m p l e ,  i t  is  s i m p le  t o  c o n v e r t  B r o d y ’s  c o u n t e r ­
e x a m p le  t o  o n e  c o n c e r n i n g  t h e  e x p l a n a t i o n  o f  a  s i n g u la r  f a c t :  t h e  f a c t  
t h a t  t h i s  b i t  o f  s o d i u m  c o m b i n e d  w i t h  t h i s  b i t  o f  c h l o r i n e  i n  a  o n e - o n e  
r a t io .

T w o  f u r t h e r  c o u n t e r e x a m p l e s  w h i c h  I  w is h  t o  m e n t i o n  a r e  s p e c i f i c a l l y  

d i r e c t e d  t o  i r r e l e v a n c e  in  t h e  c a s e  o f  t h e  e x p l a n a t i o n  o f  s i n g u la r  f a c ts .  T h e  
f i r s t  e x a m p le  i s - a d a p t e d  f r o m  P e t e r  A c h i n s t e i n . ’  S u p p o s e  t h a t  p o o r  J o n e s  
( h e  i s  s o  o f t e n  i l l )  e a t s  a t  le a s t  a  p o u n d  o f  a r s e n ic  a n d  d i e s  w i t h i n  t w e n t y -  
f o u r  h o u r s ,  a n d  t h a t  e a t in g  a t  le a s t  a  p o u n d  o f  a r s e n ic  i n e v i t a b l y  le a d s  t o  
d e a t h  w i t h i n  t w e n t y - f o u r  h o u r s .  D o e s  i t  f o l l o w  t h a t  t h e  a r g u m e n t  b e l o w  is  
a n  e x p l a n a t i o n  o f  J o n e s 's  d e a t h ?
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1 J o n e s  a t e  a t  l e a s t  a  p o u n d  o f  a r s e n ic  a t  t i m e  t
2  (x )  ( x  e a ts  a t  l e a s t  1  l b  a r s e n ic  a t  t  5  Z> x  d i e s  w i t h i n  2 4  h o u r s  

a f t e r  t ) .

3  J o n e s  d ie s  w i t h i n  2 4  h o u r s  o f  t

S u p p o s e ,  c o n s i s t e n t l y  w i t h  t h e  a b o v e  s u p p o s i t io n s ,  t h a t  J o n e s  w a s  r u n  o v e r  
b y  a  b u s  a n d  d i e d  s o o n  a f t e r  in g e s t in g  d ie  a r s e n ic .  I n  th is -  c a s e ,  t h e  d e ­
d u c t io n  w i l l  n o t  b e  e x p l a n a t o r y ,  s i n c e  J o n e s ,  a l t h o u g h  h e  w o u l d  h a v e  d i e d  
f r o m  t h e  a r s e n ic  h a d  h e  n o t  b e e n  r u n  o v e r  b y  a  b u s  s o o n  a f t e r  e a t i n g  t h e  
p o is o n ,  w a s  a c t u a l l y  k i l l e d  b y  t h e  b u s .  I t is  t h e  b u s ,  a n d  n o t  t h e  a r s e n ic ,  
w h ic h  e x p la in s  h i s  d e a t h ,  i n  s p i t e  o f  t h e  a r g u m e n t  g i v e n  a b o v e  m e e t in g  
a l l  o f  H e m p e l ’s c o n d i t i o n s .

O n e  c a n  g e n e r a l i z e  A c h i n s t e i n ’s  e x a m p le ,  t o  a n y  c a s e  i n  w h i c h  t h e r e  
is  c a u s a l  p r e - e m p t i o n .  S u p p o s e  s o m e  e v e n t ,  e ,  h a s  t w o  p o t e n t i a l  c a u s e s  c  
a n d  d ,  i n  t h e  s e n s e  t h a t  c  o c c u r s  a n d  c a u s e s  e ,  a n d  t h a t d  a l s o  o c c u r s  a n d  
d o e s  n o t  c a u s e  e ,  b u t  w o u ld  h a v e  c a u s e d  e  i f  c  h a d  n o t  o c c u r r e d ,  d  is  a  
p o t e n t ia l  a l t e r n a t iv e  c a u s e  o f  e ,  b u t  i s  p r e - e m p t e d  b y  t h e  a c t u a l  c a u s e  c .*  
I n  a n y  s u c h  c a s e ,  t h e r e  w i l l  b e  a n  A c h i n s t e in - s t y le  c o u n t e r e x a m p l e  t o  t h e  
D -N  a c c o u n t  o f  t h e  e x p l a n a t i o n  o f  s i n g u la r  fa c t s ,  s i n c e  t h e r e  w i l l  b e  a  
d e r i v a t io n  ( w ith  a l l  t r u e  p r e m is e s ,  e t c . )  t o  t h e  e x p l a n a n d u m  v i a  a  p r e m is s  
s e t  w h i c h  in c l u d e s  a  p r e m is s  a b o u t  t h e  p r e - e m p t e d  c a u s e  b u t  n o t  o n e  
a b o u t  t h e  a c t u a l  c a u s e ,  a n d  h e n c e  n o  e x p l a n a t i o n  o f  t h e  e x p l a n a  n d u m  
s o  d e r i v e d .  T h e  p r e - e m p t e d  c a u s e  is  e x p l a n a t o r i l y  i r r e l e v a n t  t o  t h e  e x p la -  
n a n d u m  t h u s  d e r i v e d .

I  d o  ta k e  t h e  l e s s o n  o f  t h i s  c o u n t e r e x a m p l e  t o  b e  i m p o r t a n t ,  s o  i t  w i l l  
b e  w o r t h  d w e l l i n g  o n  i t  Is  t h e r e  a  w a y  o f  m e e t i n g  t h i s  a l l e g e d  c o u n t e r  
e x a m p le  f r o m  t h e  e x i s t i n g  r e s o u r c e s  o f  H e m p e l ’s  t h e o r y ?  O n e  m i g h t  t h i n k  
t h a t  i t  c a n  b e  m e t  b y  t h e  i n t r o d u c t io n  o f  a  c e te r is ,  p a r i b u s  ( " o t h e r  t h i n g s  
b e in g  e q u a l ” ]  c la u s e  i n  t h e  s t a t e m e n t  o f  t h e  la w ,  ( 2 ) ,  a n d  t h e  a d d i t i o n  o f  
a  f u r t h e r  p r e m is s  ( w h i c h  w i l l  in  t h i s  c a s e  b e  f a ls e )  d r a t  s a y s  t h a t  o t h e r  
c o n d i t i o n s  a r e  i n  f a c t  e q u a l . ’  S o  t h e  ' i r r e le v a n t  e x p l a n a t i o n ’ ,  s i n c e  i t  i n ­
c lu d e s  a  f a ls e  p r e m is s ,  w i l l  fa i l  t o  b e  a n  e x p l a n a t i o n  o n  H e m p e l ’s  o w n  
a c c o u n t  A f t e r  a l l ,  t h e  i e i o i n d e r  g o e s ,  n o  o n e  c a n  d i e  w h o  i s  a l r e a d y  d e a d ;  
t h e  a r s e n ic  w i l l  b e  w h a t  k i l l s  J o n e s  o n l y  i f  h e  h a s n ’t  a l r e a d y  d i e d  f r o m  
s o m e  o t h e r  c a u s e .  T h e  a r s e n ic  i n g e s t io n  is  r e l e v a n t ,  o n l y  i f  t h e  c e t e r i s  
p a r ib u s  c la u s e  i n  t h e  l a w  i s  m e t ,  a n d  t h e  c la u s e  w i l l  e x c l u d e  t h e  c a s e  i n  
w h ic h  a n  a l t e r n a t iv e  c a u s e  o p e r a t e s .

I f a i l  t o  s e e  h o w  t h e  c e t e r i s  p a r i b u s  c la u s e  r e s p o n s e  w i l l  m e e t  t h e  
d i f f i c u l t y  a t  h a n d .  A  c e t e r i s  p a r i b u s  c la u s e  b  i n s e r t e d  i n  a  l a w ,  a s  a  m e a n s  
o f  s a v i n g  a n  a p p a r e n t l y  f a ls i f i e d  l a w  f r o m  r e a l  f a ls i f i c a t io n :  o t h e r  th in g s  
a r e  n o t  e q u a l ,  s o  d i e  l a w  i s  t r u e  a f t e r  a l l .  H o w e v e r ,  i n  d i e  c o u n t e r e x a m p l e ,  
J o n e s ’s  b e i n g  r a n  o v e r  b y  a  b u s  d o e s  n o t  e v e n  a p p a r e n t l y  f a ls i f y  t h e  la w  
t h a t  w h o e v e r  e a t s  a t  l e a s t  a  p o u n d  o f  a r s e n ic  d i e s  w i t h i n  t w e n ty - d o u r  h o u r s .  
A f t e r  a l l ,  a f t e r  e a t in g  t h e  a r s e n ic ,  J o n e s  d id  d i e  w i t h i n  t h e  r e q u i r e d  t i m e
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p e r i o d .  S o  h o w  c o u l d  J o n e s ' s  b u s - r e l a t e d  d e a t h  p r e s e n t  a n y  k in d  o f  e v e n  
a p p a r e n t  d i f f i c u l t y  l o r  d i e  l a w  a b o u t  w h a t  h a p p e n s  t o  p e o p le  a f t e r  t h e y  
i n g e s t  a t  l e a s t  a  p o u n d  o f  a r s e n i c ?  A n y  d i f f i c u l t y  f o r  t h a t  l a w  m u s t  i n v o l v e  
s o m e o n e ’s  f a i l u r e  t o  d i e  i n  s o m e  c i r c u m s t a n c e s  o r  o t h e r ,  a n d  p o o r ,  d e a d  
J o n e s  i s  n o  e x a m p l e  o f  t h a t

I n  g e n e r a l ,  w h e n  c  ( d i e  b u s  h i t t i n g  J o n e s )  c a u s e s  e  ( t h e  d e a t h  o f  
J o n e s ) ,  t h e r e  i s  n o  a r g u m e n t  f r o m  t h i s  f a c t  to  t h e  f a ls i t y  o f  t h e  l a w  t h a t  
w h e n e v e r  a  D  ( a n  in g e s t io n  o f  a t  le a s t  a  p o u n d  o f  a r s e n ic ) ,  t h e n  a n  E  (a 
d e a t h ) .  I n  p a r t i c u l a r ,  o n e  d o e s  n o t  n e e d  t o  r e p h r a s e  t h e  l a w  a s :  W h e n e v  e r  
a  D ,  t h e n  a n  E ,  u n l e s s  t h e r e  is  s o m e  a l t e r n a t iv e  c a u s e  t h a t  o p e r a t e s  t o  
b r i n g  a b o u t  a n  E .  I t  i s  true t h a t  w h o e v e r  e a t s  a  p o u n d  o f  a r s e n ic  a t  t  d ie s  
w i t h i n  t w e n t y - f o u r  h o u r s ,  e v e n  w h e n  s o m e t i m e s  d e a t h  o f  a r s e n i c  i n g e s to r s  
is  a c t u a l l y  b r o u g h t  a b o u t  b y  b u s e s  o r  s o m e t h i n g  e ls e .

O n e  f u r t h e r  r e p l y  t o  t h i s  c o u n t e r e x a m p l e  m i g h t  d i s p u t e  t h a t  ( 2 )  c o r -  
r e e d y  e x p r e s s e s  t h e  i n t e n d e d  la w .  S u p p o s e  w e  i n t e r p r e t  t h e  l a w  a s  i t s e l f  
including  a  c a u s a l  c la i m :  e a t i n g  a  p o u n d  o f  a r s e n ic  causes  d e a t h  w i t h i n  
t w e n t y - f o u r  h o u r s .  I f  l a w s  a r e  u n i v e r s a l l y  q u a n t i f i e d  g e n e r a l i z a t i o n s  ( r e ­
m e m b e r  t h a t  w e  a r e  a s s u m i n g  t h r o u g h o u t  t h a t  t h i s  i s  s o ) ,  h o w  s h o u l d  w e  
r e p r e s e n t  ‘e a t i n g  1 l b  a r s e n i c  a t  t  causes  d e a t h  w i t h i n  2 4  h o u r s * ,  i n  s u c h  
a  w a y  t h a t  i t  w o u ld  r e t a i n  a n  e x p l ic i t  c a u s a l  c l a i m ?  P e r h a p s  i n  t h i s  w a y :  
( x j  (x  e a ts  a t  l e a s t  1  l b  a r s e n i c  a t  t  3  x ’s  e a t i n g  a t  l e a s t  1 l b  a r s e n i c  a t  t 
c a u s e s  x ’s d e a t h  w i t h i n  2 4  h o u r s ) .  T h e r e  m a y  b e  s o m e  o t h e r  w a y  i n  w h i c h  

t o  c a p t u r e  t h e  c a u s a l  c l a i m  i n  a n  e x p l ic i t  w a y  w i t h i n  t h e  u n i v e r s a l l y  q u a n ­
t i f i e d  g e n e r a l i z a t i o n ,  b u t  I c a n n o t  s e e  w h a t  i t  m ig h t  b e .

T h i s  g e n e r a l i z a t i o n  is  fa ls i f i e d  b y  t h e  c a s e  in  w h i c h  ) o n e s  e a t s  t h e  
a r s e n i c  b u t  t h e  b u s  c a u s e s  h i s  d e a t h ,  s o  a  ceteris paribus  c la u s e  w o u ld  h a v e  
t o  b e  i n s e r t e d  i n t o  it  a f t e r  a l l .  I f  t h i s  i s  t h e  la w .  i t  s u r e ly  in t e n d s  t o  a s s e r t  
t h a t  o n e ’s e a t i n g  t h a t  m u c h  a r s e n ic  w i l l  c a u s e  d e a t h ,  unless  s o m e t h i n g  e ls e  
c a u s e s  i t  i n s t e a d .  T h e  q u a l i f i c a t i o n ,  'u n l e s s  s o m e t h i n g  e ls e  c a u s e s  it  in ­
s t e a d ’. w o u ld  b e  i n c l u d e d  in  t h e  ceteris paribus  c la u s e .  T h e  l a w  s h o u l d  
t h e r e f o r e  b e  e x p r e s s e d  a s :  ( 2 ‘) i x )  (x  e a t s  a t  le a s t  1 lb  a r s e n ic  a t  t  &  ceteris 
paribus  D  x ’s  e a t i n g  a t  le a s t  1 l b  a r s e n ic  a t  t  c a u s e s  x ’s  d e a t h  w i t h i n  2 4  
h o u r s ) .  T h e  e x p la n a t o r y  a r g u m e n t  w h i c h  u s e s  l 2 ' ;  w o u ld  h a v e  t o  i n c l u d e  
a n  a d d i t i o n a l - p r e m i s s :  ( 2 " )  O t h e r  th i n g s  a r e  e q u a l .  I f  t h e  b u s  a n d  n o t  d i e  
a r s e n ic  k i l l s  J o n e s ,  ( 2 " )  w o u ld  b e  fa ls e ,  a n d  s o  t h e  a r g u m e n t  w 'o u ld  f a i l  t o  
b e  e x p l a n a t o r y ,  o n  H e m p e l ’s o w n  a c c o u n t .  C a n  w e  c o n c l u d e  t h e n  t h a t ,  
o n  t h i s  v i e w  o f  w h a t  t h e  l a w  is , t h e  ceteris paribus  s t r a t e g y  c o u l d  h a n d l e  
d i e  a r s e n ic - a n d - b u s  c o u n t e r e x a m p l e  t o  H e m p e l ’s a c c o u n t  a f t e r  a l l ?

I t h i n k  n o t ,  f o r  t w o  r e a s o n s .  F i r s t ,  t h i s  s t r a t e g y  is  s i m p ly  n o t  a v a i l a b l e  
t o  H e m p e i .  N o  s u p p o r t e r  ( l i k e  H e m p e l )  o f  t h e  o r t h o d o x  v i e w  o f  law 's  
w o u l d  a c c e p t  ( 2 ‘)  a s  g i v in g  t h e  c o r r e c t  f o r m  f o r  a  c a u s a l  law ' S e c o n d ,  
t h e r e  a r e  a d d i t i o n a l  p r o b le m s  a b o u t  w h a t  t h e  e x p l a n a n d u m  w 'o u ld  b e  
w h i c h  ( 2 ‘)  w o u ld  h e l p  t o  e x p l a i n ;  t h e  e x p l a n a n d u m  c e r t a i n ly  w o u l d  n o t  
b e  a s  g i v e n  b y  ( 3 ) ,  J o n e s  d i e s  w i t h i n  2 4  h o u r s  o f  t ’ .  T h e  e x p l a n a n d u m  
e x p l a i n e d  b y  ( 2 ’)  c o u l d  o n l y  b e :  ( 3 ‘) ‘e a t in g  a t  le a s t  1 l b  a r s e n ic  c a u s e d
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J o n e s 's  d e a t h  w i t h i n  2 4  h o u r s  o f  t ’ . O n e  m ig h t  w r o n g l y  s u p p o s e  t h a t  th is  
w i l l  p r e s e n t  n o  d i f f i c u l t y  f o r  H e m p e l ,  s i n c e  ( 3 )  f o l l o w s  f r o m  (3 ') .  I f  o n e  
e x p l a i n s . ( 3 ' ) ,  a n d  ( 3 )  fo l l o w s  f r o m  ( 3 ' ) ,  h a s n ’t  o n e  e x p l a in e d  ( 3 )  a s  w e l l ?

A s  P e t e r  L ip t o n  h a s  p o i n t e d  o u t ,6 t h i s  a s s u m p t io n  is n o t  a v a i l a b l e  to  
H e m p e l .  H e m p e l ’s  D -N  m o d e l  o f  e x p l a n a t i o n  i s  i t s e l f  n o t  c lo s e d  u n d e r  
l o g i c a l  e n t a i lm e n t .  S u p p o s e  c o n c l u s i o n  c  is d e r i v e d  f r o m ,  a n d  e x p l a in e d  
b y ,  l a w  L  a n d  i n i t i a l  c o n d i t i o n s  i .  T h e  d i s j u n c t io n ,  i o r  c ,  lo g ic a l ly  f o l lo w s  
f r o m  c .  B u t  t h e  e x p l a n a t i o n  o f  c  b y  t h e  c o n j u n c t i o n  o f  L  a n d  i c a n n o t ,  
o n  H e m p e l ’s  a c c o u n t ,  b e  a n  e x p l a n a t i o n  o f  i o r  c ,  b e c a u s e  L  is n o t  e s s e n ­
t i a l  t o  t h e  d e r i v a t io n  o f  i' o r  c  f r o m  t h e  c o n j u n c t i o n  o f  L a n d  i.

I  h a v e  n o  d o u b t  t h e r e  is  som e  w a y  t o  h a n d l e  d i e  a r s e n ic - a n d - b u s  c a s e ,  
b u t  t h e  i n t r o d u c t io n  o f  a  ceteris paribus  c la u s e  i n t o  t h e  l a w  is  s i m p ly  n o t  
i t .  N o r  d o  I t h i r d ;  t h a t  t h e r e  a r e  a n y  r e s o u r c e s  a v a i l a b l e  in  H e m p e l ’s  a c ­
c o u n t  a s  i t  s t a n d s  f o r  s a t is f a c t o r i ly  d e a l in g  w i t h  h .

T h e  a r s e n ic - a n d - b u s  c o u n t e r e x a m p l e  is  i n t e r e s t in g  f o r  a n o t h e r  r e a s o n .  
I t  p r o v i d e s  a n  a d d i t i o n a l  e x a m p le  o f  t h e  a s y m m e t r y  b e t w e e n  e x p l a n a t i o n  
a n d  p r e d i c t i o n .  S o m e o n e  w h o  p r o d u c e s  t h e  a b o v e  a r g u m e n t ,  ( 1 ) —( 3 ) ,  c a n ­
n o t  b e  s a id  to  h a v e  e x p l a in e d  J o n e s ’s  d e a t h ,  b u t  h e  c e r t a i n ly  w i l l  h a v e  
b e e n  a b le  to  p r e d i c t  i t  s u c c e s s f u l l y .  H e  p r e d i c t s  t h a t  J o n e s  w i l l  d i e ,  a n d  
h i s  p r e d i c t i o n  is  c o r r e c t  M o r e o v e r ,  h e  h a s  o f f e r e d  e x c e l l e n t  g r o u n d s  f o r  
h i s  p r e d i c t i o n .  G i v e n  t h a t  J o n e s  d r a n k  t h e  a r s e n ic ,  t h e  p r e d i c t o r  c o u l d  b e  

c e r t a i n  t h a t  J o n e s  w o u ld  d i e .  O n e  c a n  p r e d i c t  v i a  a  p r e - e m p t e d  c a u s e ,  
e v e n  t h o u g h  o n e  c a n n o t  e x p l a i n  v ia  o n e .  A n y  r e j o i n d e r  w h ic h  w is h e s  to  
c l a i m  t h a t  t h e  a b o v e  a r g u m e n t  y ie ld s  n e i t h e r  a  s u c c e s s f u l  p r e d i c t i o n  n o r  
a  s u c c e s s f u l  e x p l a n a t i o n  w i l l  o w e  u s  a  f u l l e r  a c c o u n t  o f  s u c c e s s fu l  p r e d i c ­
t i o n  t h a n  h a s  b e e n ,  t h u s  f o r  a t  a n y  r a t e ,  p r o v id e d .

A  s e c o n d  e x a m p le  o f  e x p l a n a t o r y  i r r e l e v a n c e  w h i c h  c o n s t i t u t e s  a  
c o u n t e r e x a m p l e  t o  H e m p e l ’s  a n a ly s i s  o f  e x p l a n a t i o n  o f  s i n g u la r  f a c t s  is  
o n e  t a k e n  f r o m  W e s l e y  S a l m o n . ’

1  E v e r y  m a n  w h o  r e g u la r l y  ta k e s  b i r t h  c o n t r o l  p i l ls  a v o id s  
p r e g n a n c y .

2  J o h n  J o n e s  h a s  t a k e n  h i s  w ife 's  b i r t h  c o n t r o l  p i l l s  r e g u la r ly .

3  J o h n  J o n e s  a v o id e d  b e c o m i n g  p r e g n a n t  i n  t h e  p a s t  y b a r .

T h e  s a m e  s o r t  o f  c a s e  c a n  b e  m a d e  o u t  f o r  s o m e o n e  ‘w h o  e x p la in s  th e  
d is s o l v in g  o f  a  p i e c e  o f  s u g a r  b y  c i t i n g  t h e  f a c t  t h a t  t h e  l iq u id  i n  w h ic h  
i t  d i s s o lv e d  is h o l y  w a te r ' .  A  s e n t e n c e  w h i c h  s ta te s  t h e  f a c t  t h a t  t h e  s u g a r  
d i s s o l v e d  in  t h a t  l iq u id  c a n  b e  d e r i v e d  f r o m ,  b u t  h a r d l y  e x p l a in e d  b y ,  
s e n t e n c e s  s t a t in g  t h e  fo o t  t h a t  t h e  l iq u id  i s  h o l y  w a t e r  a n d  t h e  r e l e v a n t  l a w  
c o n n e c t i n g  w a t e r  a n d  t h e  d i s s o lu t i o n  o f  s u g a r .  T h e  f a c t  t h a t  t h e  w a t e r  is 
h o l y  w a t e r  is  n o t  r e l e v a n t  t o  t h e  e x p l a n a t i o n  o f  t h e  d i s s o l u t i o n .  I f  ( 1 )  a b o v e  
is  r e p h r a s e d  a s  a  s t o c h a s t i c  r a t h e r  t i t a n  a s  a  d e t e r m i n is t i c  la w ,  i t  w i l l  s e r v e
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a s  a n  i r r e l e v a n c e  c o u n t e r e x a m p l e  t o  t h e  H e m p e l i a n  a c c o u n t  o f  I -S  e x p la ­
n a t io n .

A  d e t e r m i n e d  a d v o c a t e  o f  H e m p e F s  m o d e l s  o f  e x p l a n a t i o n  m ig h t  t r y  
t o  i n s i s t  t h a t  t h e  i n c l u s i o n  o f  e x p l a n a t o r i l y  i r r e l e v a n t  m a t e r i a l  in  t h e  e x -  
p l a n a n s  i n  S a l m o n ’s c o u n t e r e x a m p l e s  m ig h t  m a k e  t h e  e x p la n a t i o n s  
p o o r ( e r ) ,  b u t  t h a t  t h e y  a r e  s t i l l  e x p l a n a t i o n *  n o n e  t h e  le s s .  [ E ls e w h e r e ]  I 
d i s t i n g u i s h e d  b e t w e e n  c a s e s  in  w h i c h  a n  e x p l a n a t i o n  is  b a d  a n d  c a s e s  in  
w h i c h  t h e r e  is  n o  e x p l a n a t i o n  a t  a l l ,  a n d  . . .  I a p p l ie d  t h a t  d i s t i n c t i o n  
s p e c i f i c a l l y  t o  t h e  e x a m p le  o f  t h e  i n c l u s i o n  o f  e x p l a n a t o r i l y  i r r e l e v a n t  in ­
f o r m a t i o n  i n  t h e  e x p l a n a n s .  . . . “ [ F o r  e x a m p le ]  t h a t  s o m e o n e  is  a  m a n  
w h o  t a k e s  b i r t h  c o n t r o l  p i l ls  e n t a i l s  t h a t  t h e  p e r s o n  is  a  m a n ,  a n d  t h e  
p e r s o n ’s b e i n g  a  m a n  e x p l a in s  w h y  t h a t  p e r s o n  d o e s  n o t  b e c o m e  p r e g n a n t ,  
b u t  t h e  p e r s o n ’s b e i n g  a  m a n  w h o  ta k e s  b i r t h  c o n t r o l  p i l l s  d o e s  n o t  e x p la in  
in  t h e  l e a s t  w h y  t h e  p e r s o n  d o e s  n o t  b e c o m e  p r e g n a n t .

I a g r e e  w i t h  S a l m o n  a b o u t  t h i s .  .  . . T h e  r i c h e r  i n f o r m a t i o n  h a s  t h e  
e x p l a n a t o r i l y  r e l e v a n t  i n f o r m a t i o n  b u r i e d  i n  i t  i t s  b e in g  w a t e r  i s  i n c l u d e d  
in  its  b e i n g  h o l y  w a t e r ;  t h e  p e r s o n ' s  b e i n g  a  m a n  is  i n c l u d e d  i n  t i re  p e r ­
s o n ’s  b e i n g  a  m a n  w h o  t a k e s  b i r t h  c o n t r o l  p i l ls .  B u t  t h e  r i c h e r  i n f o r m a t io n  
d o e s  n o t  e x p l a in  s o m e  e x p l a n a n d u m ,  ju s t  i n  v i r t u e  o f  t h e  f a c t  t h a t  t h e  
w e a k e r  i n f o r m a t i o n  w h i c h  i t  i n c l u d e s  a n d  h e n c e  e n t a i ls  d o e s  e x p l a in  it . 
T h e  a d d i t i o n a l  i n f o r m a t i o n  w h i c h  m a k e s  i t  r i c h e r  b u t  w h i c h  i s  e x p la n a ­
t o r i l y  i r r e l e v a n t  o v e r r id e s  a n d  k i l l s  t h e  e x p l a n a t o r y  p o w e r  o f  t h e  w e a k e r  
i n f o r m a t i o n  w h e n  i t  i s  a d d e d  t o  i t .  A s  S a l m o n  s a id ,  i r r e l e v a n c e  is  fa ta l  t o  
e x p l a n a t i o n .

T h e  e x a m p le s  w h i c h  I g r o u p  u n d e r  ( A )  a l l  t e a c h  t h e  s a m e  le s s o n .  
T h e r e  c a n  b e  d e r i v a t i o n s  w h i c h  m e e t  a l l  o f  H e m p e l ’s  c o n d i t i o n s  f o r  t h e  
e x p l a n a t i o n  o f  a  s i n g u la r  f a c t ,  b u t ,  w h e r e a s  t h e y  a r e  w o n d e r f u l  d e r i v a t io n s ,  
t h e y  o f f e r  n o  e x p l a n a t i o n  o f  w h a t  is  d e r i v e d .  T h i s  is  b e c a u s e  t h e  p r e m is s e s  
a r e  e x p l a n a t o r i l y  i r r e l e v a n t  to  t h e  c o n c l u s i o n ,  o r  c o n t a in  m is l e a d i n g  e x ­
p l a n a t o r i ly  i r r e l e v a n t  a d d i t i o n a l  i n f o r m a t i o n ,  e v e n  t h o u g h  t h e y  d o  i m p l y  
t h e  c o n c l u s i o n .  . . .

■ | The- Standanf'Gounterexamples: Symmetry
T h e  s e c o n d  r e a s o n ,  ( B ) ,  f o r  h o l d i n g  t h a t  H e m p e l ’s c o n d i t i o n s  c o u l d  n o t  
b e  s u f f i c i e n t  f o r  s i n g u la r  e x p l a n a t i o n  h a s  t o  d o  w i t h  ’ e x p la n a to r y ' ’ s y m ­
m e t r ie s .  H e m p e l ’s a c c o u n t  o f  s i n g u la r  e x p l a n a t i o n  in  t e r m s  o f  d e r i v a b i l i t y  
f r o m  t r u e ,  e m p i r i c a l  p r e m is s e s  p e r m i t s  i n t u i t i v e l y  o b j e c t i o n a b le  c a s e s  in

* Ruben argues for the bad explanation-no e x p la n a tio n  distinction and the thesis  
that adding irrelevant information to the p re m is e s  of an argument can rob i! of 
a ll explanatory power in chapters 1 a n d  5, respectively, of nis Explaining Expla­
nation, f r o m  which the present reading is tak en ,
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w h i c h  ( p a r t  o f )  t h e  e x p l a n a n s  c a n  b e  e x p l a i n e d  b y  t h e  e x p l a n a n d u m ,  a s  
w e l l  a s  e x p l a in  i t  H o w  c a n  w e  a m e n d  t h e  a c c o u n t ,  s o  t h a t  s u c h  s y m m e ­
t r ie s  o f  ‘ e x p l a n a t i o n ’ w i l l  n o t  a r i s e ?

B o t h  Ja im e s  W o o d w a r d  a n d  P e t e r  A c h i n s t e i n  h a v e  a r g u e d  ( o r  i m p l i e d )  
t h a t  t h e  e x p l a n a t i o n  r e l a t i o n  i s  n o t  a n  a s y m m e t r i c  r e l a t i o n ,  a s  i s  u s u a l l y  
s u p p o s e d ,  a n d  t h a t  t h e r e  a r e  o r  c a n  b e  b o n a  f i d e  c a s e s  o f  a c c e p t a b le  s y m ­
m e t r i c a l  e x p l a n a t i o n ,  e x p l a n a t o r y  m u t u a l  d e p e n d e n c e  b e t w e e n  t w o  s i n ­
g u la r  b e t s . *  H o w e v e r ,  b o t h  w o u ld  o f  c o u r s e  c o n c e d e  t h a t  t h e r e  a r e  s o m e  
c a s e s  i n  w h i c h  s y m m e t r ic a l  e x p l a n a t i o n  m u s t  b e  r u l e d  o u t  ( L e .  i n  t h e  c a s e  
o f  c a u s a l  e x p l a n a t i o n ) .  T h e  e x p l a n a t i o n  r e l a t i o n ,  e v e n  i f  n o t  a s y m m e t r i c ,  
is  s u r e ly  n o t  s y m m e t r ic .  I f  n o t  a s y m m e t r i c ,  i t  m u s t  b e  n o n - s y m r o e l r i c .  T h i s  
is  e n o u g h  f o r  m y  a r g u m e n t  h e r e .  A U  t h e  e x a m p le s  I  s h a l l  c o n s i d e r  i n  th is  
p a r t  o f  t h e  c h a p t e r  a r e  c a s e s  i n  w h i c h  s y m m e t r ic a l  « p l a n a t i o n s  a r e  i n t u ­
i t i v e l y  u n a c c e p t a b l e ;  1  d o  n o t  n e e d  t o  r e t a i n  d i e  s t r o n g e r  c la i m  t h a t  t h e  
e x p l a n a t i o n  r e l a t i o n  i t s e l f  i s  a s y m m e t r i c .  . .  .

T h e r e  a r e  a  n u m b e r  o f  t h e s e  ‘s y m m e t r y ’  c o u n t e r e x a m p l e s  w h i c h  c h a l ­
le n g e  H e m p e l ’s  a c c o u n t  o f  s i n g u la r  e x p l a n a t i o n ,  m a n y  o f  w h i c h  d e r i v e  
f r o m  S v lv a i n  B r o m b e r g e r  a n d  M i c h a e l  S c r i v e n . 9  W e  h a v e  a l r e a d y  t o u c h e d  
o n  s o m e  o f  t h e s e  e x a m p le s  i n  t h e  d i s c u s s io n  o f  H e m p e L  T h e r e  a r e  r e a l l y  
t w o  k in d s  o f  c a s e s  t h a t  g e n e r a t e  t h e s e  u n a c c e p t a b l e  s y m m e t r ie s .  F i r s t ,  t h e r e  
a r e  e q u a t i o n s  w h i c h  s h o w  t h a t  t h e  n u m e r i c a l  v a l u e  a s s u m e d  b y  s o m e  
p r o p e r t y  o f  a  s y s te m  e t  t i m e  t  i s  a  f u n c t i o n  o f  t h e  v a l u e s  a s s u m e d  b y  o t h e r  
p r o p e r t i e s  o f  a  s y s t e m  a t  t i m e  t  o r  a n  e a r l i e r  t i m e ,  t  -  A  ( O h m ' s  la w ,  
H o o k e 's  la w ,  t h e  B o y l e - C h a r le s  la w s  f o r  i d e a l  g a s e s ,  t h e  l e n g t h  a n d  p e r i o d  
o f  a  p e n d u l u m ) .

S e c o n d ,  t h e r e  a r e  la w s  w i t h  b i c o n d i t io n a l s ,  w h ic h  c a n  i n c l u d e  c a s e s  
b o t h  o f  l a w s  o f  c o e x is t e n c e  a n d  o f  la w s  o £ s u c c e s s io n .  A  b a r o m e t e r  f o i l s  i f f  
[ i f  a n d  o n l y  i f ]  a  s t o r m  i s  a p p r o a c h in g ;  t h e  l i g h t  r e c e i v e d  f r o m  d i e  g a la x ie s  
e x h ib i t s  a  s h i f t  t o w a r d s  t h e  r e d  e n d  o f  t h e  s p e c t r u m  i f f  t h e  g a la x ie s  a r e  
r e c e d i n g  f r o m  US; a n d  ( A r i s t o t le ’s  c a s e )  a  p l a n e t  t w in k le s  i f f  i t  i s  n o t  n e a r .  
T o  t h i s ,  w e  c a n  a d d  S a lm o n ' s  c o n f u s e d  r o o s t e r  w h o  e x p la in s  t h e  r i s i n g  o f  
t h e  s u n  o n  t h e  g r o u n d s  o f  h i s  r e g u la r  c r o w i n g . 10 T h e s e  e q u a t i o n s  o r  b i ­
c o n d it i o n a l*  w i l l  a l l o w  t h e  derivation  o f  t h e  h e ig h t  o f  t h e  f la g p o le  f r o m  
t h e  l e n g t h  o f  t h e  s h a d o w  a n d  t h e  l e n g t h  o f  t h e  s h a d o w  f r o m  f o e  h e ig h t  
o f  t h e  f la g p o le ;  t h e  le n g t h  o f  f o e  p e n d u l u m  f r o m  its  p e r i o d  a n d  i t s  p e r i o d  
f r o m  i t s  le n g t h ;  t h e  a p p r o a c h in g  s t o r m  f r o m  t h e  fo i l  in  f o e  b a r o m e t e r  a s  
w e l l  a s  t h e  fo il  o f  t h e  b a r o m e t e r  f r o m  t h e  a p p r o a c h in g  s t o r m ;  f o e  r e c e d i n g  
o f  t h e  g a la x ie s  f r o m  t h e  r e d  s h i f t  a s  w e l l  a s  f o e  r e d  s h i f t  f r o m  t h e  r e c e s s io n  
o f  f o e  g a la x ie s ,  f o e  r is i n g  o f  f o e  s u n  f r o m  f o e  c r o w i n g  o f  t h e  c o c k  a s  w e l l  
a s  th e  c r o w i n g  o f  t h e  c o c k  f r o m  f o e  r is i n g  o f  f o e  s u n .

B u t ,  in  e a c h  o f  t h e s e  p a ir s ,  f o e  f i r s t  d e r i v a t io n  w o u ld  b e  n o n e x p l a n -  
a to r y ;  f o e  s e c o n d ,  e x p la n a t o r y .  E q u a t io n s ,  a n d  b i c o n d i t io n a l s  p e r m i t  s y m ­
m e t r ic  d e r i v a t io n s ;  b u t  s i n c e  a t  le a s t  t h e s e  e x a m p le s  d o  n o t  p r o v i d e  
s y m m e t r ic  e x p la n a t i o n s ,  t h e r e  m u s t  b e  m o r e  to  s i n g u la r  e x p l a n a t i o n  t h a n  
w h a t  H e m p e l ’s  t h e o r y  t h u s  f a r  a l lo w s .



H e m p e l ,  a s  w e  s a w ,  ‘d e a l t '  w i t h  t h i s  b y  s u g g e s t in g  t h a t  t h e r e  m a y  n o t  r e ­
a l l y  b e  t r u e  b i c o n d i t i o n a l s  i n  s u e h  c a s e s  ( h e  s u p p o s e d ,  i t  w i l l  b e  r e c a l le d ,  t h a t  
t h e r e  m ig h t  b e  c a s e s  o f  K o p l i k  s p o ts  w i t h o u t  m e a s le s ) .  B u t  w h a t  w e  h a v e  to  
e s t a b l i s h  is  h o w ,  g i v e n  t h a t  t h e r e  m a y  r e a l l y  b e  t r u e  b i c o n d i t io n a l s  o r  e q u a ­
t i o n s  o f  t h i s  k i n d  w h i c h  a l l o w  d e r i v a t io n s  ‘ i n  b o t h  d i r e c t i o n s ’ , w e  a r e  a b le  t o  
d i s t i n g u i s h  t h e  e x p l a n a t i o n s  f r o m  t h e  d e r i v a t io n s  w h i c h  f a i l  t o  e x p la in .
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■  | A  P r o p o s e d  C u r e  a n d  I t s  P r o b l e m s :  T h e  C a u s a l

C o n d i t i o n

I t  is  n o t  a  n o v e l  t h o u g h t  t h a t  t h e  c u r e  f o r  t h e  p r o b le m s  o f  i r r e l e v a n c e  a n d  
s y m m e t r y ,  ( A )  a n d  ( B ) ,  t h a t  H e m p e l ’s  a n a ly s i s  o f  D - N  e x p l a n a t i o n  fa c e s  
( a t  le a s t  f o r  t h e  e x p l a n a t i o n  o f  s i n g u la r  fa c t s ;  e x p l a n a t i o n  o f  l a w s  w o u ld  b e  
q u i t e  a  d i f f e r e n t  m a t t e r )  is  t o  b e  f o u n d  b y  s t i p u l a t i n g  t h a t  d i e  p r e m is s e s  
i n c l u d e  s o m e t h i n g  a b o u t  t h e  c a u s e  o f  t h e  e v e n t  t o  b e  e x p l a in e d .  T h i s  w a s  
A r i s t o t le ’s s u g g e s t io n  . . .  f o r  t h e  e x a m p le s  o f  t h e  [ n o n ] t w i n k l i n g  p la n e t s  
a n d  t h e  d e c i d u o u s  v i n e s . *  M i l l ’s o f f i c i a l  t h e o r y ,  w h i c h  r e q u i r e s  t h a t  t h e  
p r e m is s e s  i n c l u d e  t h e  s t a t e m e n t  o f  a  c a u s a l  l a w ,  h a s  s i m i l a r  r e s o u r c e s  f o r  
d e a l i n g  w i t h  t h e  c o u n t e r e x a m p l e s .  A t  le a s t  s o m e  e x p l a n a t i o n s  a r e ,  o n  s u c h  
a n  a c c o u n t ,  d e d u c t i v e l y  v a l i d  a r g u m e n t s  w i t h  t r u e  p r e m is s e s  w h i c h  h a v e  
e m p i r i c a l  c o n t e n t ,  o n e  o f  w h i c h  is  a  l a w l i k e  g e n e r a l i z a t i o n  ( t h u s  f o r ,  A r ­
i s t o t le ,  M i l l ,  a n d  H e m p e l  c a n  a g r e e ) ,  b u t  a l s o  o n e  o f  w h i c h  m e n t i o n s  o r  
s p e c i f i e s  i n  s o m e  w a y  t h e  c a u s e  o f  t h e  e x p l a n a n d u m  e v e n t  ( d i e  f i n a l  r e ­
q u i r e m e n t  w o u l d  h a v e  t o  b e  a d d e d  t o  t h e  H e m p e l i a n  a c c o u n t ,  b u t  i s  
a l r e a d y  e x p l i c i t  i n  d i e  a c c o u n t s  o f  t h e  o t h e r  t w o ) .

* A ris to t le 's  tw o  e x a m p le s  o f  th e  n o n tw in k lin g  p la n e ts  a n d  t h e  d e c id u o u s  v in e s  
c a n  b e  f o u n d  in  h i s  P o ste rio r  Analytics, b o o k  1. c h a p te r  1 3 ,  a n d  b o o k  I I , c h a p ­
t e r  1 6 ,  r e s p e c t iv e ly . B o th  i llu s tra te  A ris to t le 's  d is t in c t io n  b e tw e e n  knowledge o f  trie 
fact a n d  knowledge o f  the reasoned fact. K n o w le d g e  o f  th e  fa c t  o c c u rs  w h e n  w e  
u s e  a  d e d u c t iv e  a r g u m e n t  w ith  t r u e  p re m is e s  to  in fe r  th a t  s o m e th in g  is  f o e  case . 
K n o w le d g e  o f  f o e  r e a s o n e d  fa c t— explanatory k n o w le d g e — o c c u rs  o n ly  w h e n  w e  
■eason (d e d u c tiv e ly )  fro m  c au se s , to  e f fe c ts , th u s  y ie ld in g  k n o w le d g e  o f  why s o m e ­
th in g  i s  f o e  c a s e . F o r  e x a m p le ,  A ris to tle  b e l ie v e d  ( fa ls e ly ,  as i t  tu r n s  o u t ;  th a t  a ll  
a n d  o n ly  b r o a d - le a v e d  p la n ts  a r e  d e c id u o u s .  T h u s ,  o n e  c o u ld  c o r re c t ly  in fe r  th a t  
a  v in e  is  b r o a d - le a v e d  f r o m  fo e  fa c t  th a t  i t  is d e c id u o u s . B u t  k n o w le d g e  o f  th e  
re a s o n e d  fo c t  o c c u rs  o n ly  w h e n  w e  in fe r  th a t a  v in e  is  d e c id u o u s  f r o m  fo e  fa c t  
th a t  i t  is  b r o a d - le a v e d , r o t  o n ly  in  th a t  c ase , a c c o r d in g  t o  A ris to t le , w o u ld  w e  
u n d e rs ta n d  why fo e  v in e  is  d e c id u o u s . (.A risto tle  a s s u m e s  th a t  h a v in g  b r o a d  le a v e s  
is w h a t  c a u s e s  a  p la n t  t o  s h e d  its le a v e s  b u t  th a t s h e d d in g  o f  le a v e s  i s  n o t  w h a t  
c a u se s  a  p la n t  to  h a v e  b r o a d  le a v e s .)  in  a  s im i la r  w a y , A r is to t le  a t tr ib u te s  k n o w le d g e  
o f  th e  fa c t  t o  s o m e o n e  w h o  in fe rs  th a t  p la n e ts  a re  n e a r  th e  e a r th  f r o m  th e  fo c t  
th a t  th e y  d o  n o t  tw in U e . b u t  t ie  a t tr ib u te s  k n o w le d g e  o f  f o e  r e a s o n e d  fo c t  to  
s o m e o n e  w h o  in fe rs  th a t  p la n e ts  d o  n o t  tw in k le  f r o m  f o e  fo c t  th a t  th e y  a re  n e a r  
fo e  e a rth . (P ro x im ity  t o  t h e  e a r th  c a u se s  c e le s t ia l o b je c ts  t o  s h in e  s te a d ily  b u t  t h e ir  
s h in in g  s te a d i ly  d o e s  n o t  c a u s e  th e m  t o  b e  n e a r  th e  e a rth .)



How would the causal requirement help with the problem of sym­
metry? Given the angle of the sun’s elevation, it is the height of the .flag­
pole that causes the length of the shadow, and not vice versa; the change 
in atmospheric pressure that causes the rise or fall of the barometer, and 
not vice versa; die receding of the galaxies that causes the red shift, and 
not vice versa. The causal requirement will also help with irrelevance. It 
was the bus but not the arsenic, his being a man but not his taking birth 
control pills, the substance’s being water but not its being holy water, 
which is causally relevant to the death of Jones, the pregnancy failure, 
and the dissolution of the sugar. So causation seems a way both to rule 
out symmetric ‘explanations' (anyway, where these are unwelcome) and 
irrelevant ‘explanations'.

One might doubt whether causation will in feet help with irrelevance. 
Suppose we have a jar in which there is some sugar. We add to the sugar 
some water appropriately blessed by the local priest. W hat caused the 
dissolution of the sugar? In part, its being immersed in die water. But, 
the sample of water just is a sample of holy water, so if  the immersion in 
the water caused the dissolution, then the immersion in the holy water 
caused if, If the immersion in the water not only caused but also explains 
the sugar's dissolution, doesn’t the immersion in the holy water explain it 
too?

N o ,  f o r  w e  h a v e  d i s t i n g u i s h e d  .  .  .  b e t w e e n  c a u s a t io n  a n d  c a u s a l  e x ­
p l a n a t io n .  I t  i s  t r u e  t h a t  t h e  i m m e r s io n  i n  t h e  w a t e r ,  a n d  h e n c e  i n  t h e  
h o l y  w a t e r ,  c a u s e s  t h e  d i s s o lu t i o n  o f  t h e  s u g a r .  B u t  i t  i s  t h e  fa c t  t h a t  i t  w a s  
i m m e r s e d  i n  t h e  w a t e r  i n  t h e  j a r  t h a t  causally explains  t h e  f e e t  t h a t  it  
d i s s o lv e d ,  a n d  e v e n  t h o u g h  t h e  w a t e r  i s  h o l y  w a t e r ,  t h e  f e e t  t h a t  i t  w a s  
i m m e r s e d  i n  d i e  h o l y  w a t e r  i n  t h e  j a r  i s  a  d i f f e r e n t  f e e t  f r o m  d i e  f e e t  th a t  
i t  w a s  i m m e r s e d  i n  d i e  w a t e r  i n  t h e  ia r .  T h e  fe e t  t h a t  i t  w a s  i m m e r s e d  in  
t h e  h o l y  w a t e r  i n  d i e  j a r  i n t r o d u c e s  a  f e a t u r e  t h a t  t h e  o t h e r  f e e t  d o e s  n o t  
i n t r o d u c e .  A n d  t h a t  a d d i t i o n a l  f e a t u r e ,  t h e  w a te r 's  b e in g  h o l y ,  i s  c a u s a l ly  
i r r e l e v a n t  t o  t h e  d i s s o l u t i o n  a n d  h e n c e  i r r e l e v a n t  t o  t h e  e x p l a n a t i o n  o f  t h e  
d is s o l u t i o n .  A  s i m i l a r  d ia g n o s is  w i l l  b e  a v a i la b le  in  d i e  o t h e r  c a s e s  o f  e x ­
p l a n a t o r y  i r r e l e v a n c e  w e  h a v e  lo o k e d  a t .  T h e  p u r p o r t e d  e x p l a i n i n g  fa c ts  
i n t r o d u c e  f e a t u r e s  w h i c h  a r e  c a u s a l ly  i r r e l e v a n t  t o  w h a t  i s  b e i n g  e x p la in e d .

M a n y  c o n t e m p o r a r y  w r i t e r s  h a v e  c o n v e r g e d  o n  d i e  n e c e s s i t y  o f  in ­
c lu d i n g  s u c h  a  c a u s a l  r e q u i r e m e n t .  T h u s ,  S a l m o n ,  r e v e r s i n g  h i s  e a r l i e r  
a t t e m p t s  t o  e x p l ic a t e  e x p l a n a t i o n  o n  t h e  b a s is  o f  s ta t is t i c a l  r e l a t i o n s  a n d  
w it h o u t  m e n t i o n  o f  c a u s a t io n ,  s a y s  t h a t  ‘T h e  e x p l a n a t o r y  s i g n i f i c a n c e  o f  
s t a t is t i c a l  r e l a t i o n s  i s  i n d i r e c t  T h e i r  f u n d a m e n t a l  i m p o r t  l i e s  i n  t h e  f e e t  
. . . t h a t  t h e y  c o n s t i t u t e  e v i d e n c e  f o r  c a u s a l  r e la t i o n s ’ , a n d  ‘ T h e  t i m e  h a s  
c o m e  . . .  t o  p u t  t h e  " c a u s e ”  b a c k  i n t o  " b e c a u s e ”  O r ,  ‘ T o  g i v e  s c ie n t i f i c  
e x p l a n a t i o n s  i s  t o  s h o w  h o w  e v e n t s  a n d  s ta t is t i c a l  r e g u la r i t i e s  f i t  i n t o  th e  
c a u s a l  n e t w o r k  o f  d i e  w o r l d ’  ( S a l m o n  1 9 7 7 ;  1 6 2 ) .  O t h e r s ,  i n c l u d i n g  B a ­
r u c h  B r o d y ,  h a v e  h i t  u p o n  t h e  s a m e  i d e a ,  o f  s u p p l e m e n t i n g  H e m p e l ’s 
a c c o u n t  w i t h  s o m e  s o r t  o f  c a u s a l  i n f o r m a t io n . ' 2
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R u b e n  * Ar g u m e n t s , L a w s , E x p l a n a t io n I 7*9
T h e  d i f f i c u l t y  w i t h  t h i s  o t h e r w i s e  e x t r e m e ly  a t t r a c t i v e  v i e w  h a s  b e e n  

p o i n t e d  o u t  b y  T i m o t h y  M c C a r t h y . 13 I t  i s  e a s y  t o  c o n s t r u c t  e x a m p le s  o f  
d e r i v a t io n s  w h i c h  m e e t  a l l  o f  H e m p e l ' s  c o n d i t i o n s ,  p l u s  t h e  c o n d i t i o n  t h a t  
t h e r e  b e  a  p r e m is s  w h ic h  m e n t i o n s  t h e  a c t u a l  c a u s e  o f  t h e  e v e n t  t o  b e  
e x p l a i n e d ,  b u t  w h i c h  s t i l l  f a i l  t o  b e  e x p l a n a t o r y .  M c C a r t h y  h a s  g i v e n  s e v ­
e r a l  s u c h  e x a m p le s .

H is  f i r s t  e x a m p le  ( s l i g h t l y  a m e n d e d )  is  t h i s .  L e t  e  b e  a n y  e v e n t ;  l e t  
T > ( e ) ’ r e p r e s e n t  a n y  s e n t e n c e  d e s c r i b in g  e ,  a n d  l e t  ' C ( e ) ’ b e  a  s e n t e n c e  
w h i c h  d e s c r i b e s  c ,  e ’s  a c t u a l  ( a n d  n o t  i t s  p r e - e m p t e d  p o t e n t i a l )  c a u s e  (c  
is  d e s c r i b e d  u n d e r  its  c a u s a l l y  r e l e v a n t  d e s c r i p t io n ) .  L e t  ‘( x ) ( A x  D  B x )'  
r e p r e s e n t  a n y  l a w  u t t e r l y  i r r e l e v a n t  t o  t h e  o c c u r r e n c e  o f  e . ( I t  w o n ’t  m a t t e r  
i f  y o u  w a n t  t o  s t r e n g t h e n  t h e  r e q u i r e m e n t  a n d  m a k e  t h e  l a w  a  c a u s a l  la w ) .  
F i n a l l y ,  l e t  o  b e  a n y  o b j e c t  s u c h  t h a t  A o .  C o n s i d e r  t h e  f o l l o w i n g  d e r i ­
v a t i o n :

1  (x ) (A x  D  B x )
2  C ( e )  &  A o
3  ~ B ( o ) v ~ C ( e ) v D ( e )

4  D ( e )

T h i s  d e r i v a t i o n  o f  ’ D ( e ) ’ f r o m  p r e m is s e s  ( l ) - ( 3 )  m e e t s  a l l  o f  H e m p e l ’s 
c o n d i t i o n s  o  t h e  s u g g e s t e d  c a u s a l  s u p p l e m e n t ,  e ’s  c a u s e  i s  d e s c r i b e d  b y  
' C ( e ) '  in  p r e m is s  ( 2 ) .  M o r e o v e r ,  ' C ( e ) ’  i s  e s s e n t ia l  t o  t h e  d e r i v a t i o n  (a s  is  
t h e  l a w ) .  Y e t ,  n o  o n e  w o u l d  s a y  t h a t  w e  h a v e  h e r e  a n  e x p l a n a t i o n  o f  e ,  
b e c a u s e  e v e n  t h o u g h  c ,  e ’s  c a u s e ,  i s  d e s c r i b e d  i n  o r  m e n t i o n e d  b y  a  p r e m ­
is s ,  i t  is  n o t  m a d e  c a u s a l l y  a n d  h e n c e  e x p l a n a t o r i l y  r e l e v a n t  t o  e  s  o c c u r ­
r e n c e .  T h e r e  i s  s t i l l  a  n o t i o n  o f  ‘e x p l a n a t o r y  r e l e v a n c e ’  t h a t  'd e r iv  a t i o n  ■+ 
m e n t i o n  o f  c a u s e  o f  w h a t  i s  t o  b e  e x p l a i n e d ’ s i m p ly  i s n ' t  g e t t in g  a t .  A s  
M c C a r t h y  s a y s .

O ne m ight suppose that toe idea is to m irror the causal dependence of «  r-rt 
its cause by the deductive dependence in  d  [d ie derivation] o f a description 
o f e  upon a  description  of e 's  cause. T hat is an interesting idea; im m ediately, 
however, w e m ay begin to  suspect a  gap in  thé argum ent. T h e basic worry 
m ay be p u t in  this way: why should it follow, m erely because a  D-N derivation 
of a sentence describing e  inelim inably involves, in  som e way or other a 
description o f e ’s cause that this description functions in  the derivation to 
show (causally) why e  occurs? No obvious reason exists w hy a  D-N derivation 
of a  sentence describing e  could not depend on a  description of e ’s cam e in 
some way q u ite  unrelated to the causal dependence of e  on that cause. 
(M cCarthy 1977: 161)

M c C a r t h y  s h o w s  t h a t  v a r i o u s  a t t e m p t s  t o  o u t m a n o e u v r e  t h i s  o b j e c t i o n  w i l l  
f a i l .  I n  p a r t i c u l a r ,  h i s  a r g u m e n t  c a n  b e  s u s t a i n e d  e v e n  i f  a n  a d d i t i o n a l
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c o n d i t i o n  d u e  t o  K i m  i s  im p o s e d .* 4  T h a t  c o n d i t i o n  i s  t h i s :  l e t  «II t h e  s i n ­
g u la r  s e n t e n c e s  i n  t h e  p r e m is s e s  b e  p u t  i n  c o m p l e t e  c o n j u n c t i v e  n o r m a l  
f o r m  *  T h e n  t h e  c o n d i t i o n  r e q u i r e s  t h a t  n o n e  o f  t h o s e  c o n j u n c t s  i s  a  
lo g ic a l  c o n s e q u e n c e  o f  d i e  e x p l a n a n d u m  i t s e l f  H o w e v e r ,  d i e  f o l l o w in g  
d e r i v a t i o n  m e e t s  a l l  o f  H e m p e l ’s  r e q u i r e m e n t s  +  t h e  c a u s a l  r e q u i r e ­
m e n t  +  K i m ’s  c o n j u n c t i v e  n o r m a l  f o r m  c o n d i t i o n .  I n  t h e  d e r i v a t i o n  
b e l o w ,  ' C ( o ) ’  d e s c r i b e s  d i e  c a u s e  o f  o ’s  t u r n in g  b l a c k ,  w h i c h ,  l e t  u s  s u p ­
p o s e ,  i s  o ’s  b e i n g  i m m e r s e d  i n  a  b u c k e t  o f  b la c k  p a i n t

1  A l l  c r o w s  a r e  b la c k .
2  (x )  ( y )  ( x  t u r n s  t h e  c o l o u r  o f  y  d r  y  i s  b l a c k  D  x  t u r n s  b l a c k ) .
3  C ( o )  d r  H e n r y  is  a  c r o w .
4  ~ C ( o ) v o  t u r n s  t h e  c o l o u r  o f  H e n r y .____________________________________

$  o  t u r n s  b la c k .

E v e n  t h o u g h  ( 1 ) —( 4 )  m e e t  a l l  o f  H e m p e T s  r e q u i r e m e n t s  +  d i e  c a u s a l  
s u p p l e m e n t  ♦  K i m ’s  c o n d i t i o n ,  n o  e x p l a n a t i o n  o f  ( 3 )  h a s  b e e n  g i v e n .

T h e r e  is  s u r e ly  s o m e t h i n g  r ig h t  i n  d i e  d e m a n d  t h a t  ' c a u s e ’  b e  p u t  
b a c k  i n t o  ‘ b e c a u s e ’ . B u t  w h a t  h a s  g o n e  w r o n g  i n  t h e  a b o v e  e x a m p le s ?  T o  
s i m p li f y ,  in  b o t h  d e r i v a t io n s ,  c a l l  d i e  c a u s e  *c’  a n d  t h e  e f f e c t  t o  b e  e x ­
p l a i n e d ,  V .  A l t h o u g h  i t  is  t r u e  t h a t  o n e  o f  t h e  p r e m is s e s  i n  b o t h  o f  d i e  
a b o v e  d e r i v a t io n s  s a y s  t h a t  c  o c c u r s ,  a n d  a l t h o u g h  i t  i s  t r u e  t h a t  t h i s  
p r e m is s  is  e s s e n t ia l  t o  t h e  d e r i v a t io n ,  n o  p r e m is s  a s s e r t s ,  o f  c, that it is the 
cause o f  e. T h e  d e r i v a t io n  g e ts  u s ,  a s  i t  w e r e ,  t o  e ’s  o c c u r r e n c e  f r o m  c ’s 
o c c u r r e n c e ,  n o t  v ia  t h e  f e e t  t h a t  c  c a u s e s  e ,  b u t  r a t h e r  v ia  a  l a w  i r r e l e v a n t  
t o  c ’s c a u s i n g  e .  T h e r e  is  n o  c o n n e c t i o n  b e t w e e n  c  a n d  e  o t h e r  t h a n  th a t  
o f  l o g ic a l  d e r i v a b i l i t y  o f  t h e  la t t e r ’s d e s c r i p t io n  f r o m  d i e  f o r m e r ’s  ( p lu s  
a n  i r r e l e v a n t  l a w ) ,  a n d  t h a t  t y p e  o f  c o n n e c t i o n  s i m p ly  is n ’t  e n o u g h  to  
e n s u r e  explanation o f  t h e  c o n c l u s i o n  b y  t h e  p r e m is s e s .  A s  M c C a r t h y  
puts it:

C h .‘ 6  M o o t u  OF E»UMikTION

T h e  reas on  is  p re c is e ly  th a t  th e  lo g ic a l d e p e n d e n c e  o f  ‘ D (e ) ’ o n  'C ',e ) ’ has  
n o th in g  a t  a l l  to  d o  w ith  t h e  c au sa l d e p e n d e n c e  (e n d  h e n c e  th e  e x p lan ato ry'  
d e p e n d e n c e }  o f  e  o n  th e  e v e n t  d e s c rib e d  b y  ‘0 ( e ) ’, b e c a u se  th e  la w  m e d ia t in g  
t h e  d e d u c tiv e  re la t io n  b e tw e e n  'C (e ) ’  a n d  'D (e )' is  c a u s a lly  i r r e le v a n t  to  th e  
o c c u rre n c e  o f  e ."  •

* A n y  tru th - fu n c tio n a l e x p re ss io n  c a n  b e  r e d u c e d  to  a n  e q u iv a le n t  e x p re ss io n  in 
c o n ju n c tiv e  n o rm a l fo rm — th a t  is. to  a  c o n ju n c t io n  o f  d is ju n c tio n s  w h e r e  e ve ry  
c o m p o n e n t  o f  e a c h  d is ju n c tio n  is e ith e r  a n  a to m ic  p ro p o s itio n  o r  th e  n e g a tio n  o f  
o n e .  D isp la y in g  a l l  d ie  n o n la w lik e  (s in g u la r) p re m is e s  in  th is  e x p a n d e d  fo r m  m ak e s  
c le a r  w h e th e r  a n y  p a rt o f  th e  c o n te n t  o f  d ie  e x p la n a n s  is  e n ta i le d  b y  d ie  ex­
p la n a n d u m —th is  b e in g  th e  k in d  o f  c ir c u la r ity  th a t K im ’s  c o n s tra in t  is  d e s ig n e d  
to  r u le  o u t



I n  d i e  n o t e  t o  d i e  p r e c e d i n g  s e n t e n c e ,  I a r g u e  t h a t  v a r io u s  f u r t h e r  a t t e m p t s  
t o  s t r e n g t h e n  t h e  c a u s a l  r e q u i r e m e n t ,  w h i c h  r e q u i r e  t h a t  t h e  l a w  n ot  b e  
i r r e l e v a n t  t o  t h e  o c c u r r e n c e  o f  t h e  e f f e c t ,  w i l l  s t i l l  l e a v e  u s  w i t h  n o n -  

e x p l a n a t o r y  d e r i v a t io n s .
T h e r e  i s  a  v e r y  s i m p le  w a y  t o  b r i n g  d i e  c a u s e  a n d  t h e  e x p l a n a n d u m  

e v e n t  t o g e t h e r  i n  d i e  r i g h t  a n d  r e l e v a n t  w a y ,  i n  o r d e r  t o  e n s u r e  e x p la r .a -  
t i o n :  n o t  b y  i n c l u d i n g  a s  a  p r e m is s  a  s i n g u la r  s t a t e m e n t  w h i c h  m e r e l y  
d e s c r i b e s  o r  m e n t i o n s  t h e  c a u s e  o f  d i e  e x p l a n a n d u m  e v e n t ,  e ,  b u t  r a t h e r  
b y  i n c l u d i n g  a s  a  p r e m i s s  a  s i n g u la r  s t a t e m e n t  w h i c h  a s s e r t s ,  o f  t h a t  c a u s e ,  
t h a t  i t  i s  t h e  c a u s e  o f  e .  T he relevant prem iss in  M cCarthy's arguments 
w ould say, for  exam ple, not only th at c  occurs, bu t a lso  th at c  it the cause  
o f  e .16 I f  t h i s  w e r e  a d d e d ,  i t  s e e m s  t h a t  d i e  d e r i v a t i o n  w o u l d  b e c o m e  e x ­
p l a n a t o r y .  .A n d  s u r e l y  i t  i s  t h i s  t h a t  i s  l a c k i n g  i n  M c C a r t h y ' s  e x a m p le s ,  
w h i c h  a c c o u n t s  f o r  t h e  f a c t  t h a t  t h e y  a r e  n o t  e x p l a n a t o r y .  T h i s  s i m p le  a n d  
e x p e d i e n t  m e t h o d  a v o id s  a i l  t h e  d i f f i c u l t i e s  w e  h a v e  f o u n d  in  t r y i n g  t o  
c a p t u r e  e x p l a n a t o r y  d e p e n d e n c e  o r  r e l e v a n c e  b y  lo g ic a l  d e p e n d e n c e  o f  
c o n c l u s i o n  o n  p r e m is s e s .  E x p l a n a t o r y  d e p e n d e n c e ,  a t  l e a s t  i n  t h i s  e x a m ­
p l e ,  is  c a p t u r e d  b y  a n  e x p l i c i t  s t a t e m e n t  o f  t h e  c a u s a !  d e p e n d e n c e  o f  t h e  
e f f e c t  o n  t h e  c a u s e .  W h y  j u s t  m e n t i o n  t h e  c a u s e  i n  o n e  o f  t h e  p r e m is s e s ’  
W h y  s h o u l d n ' t  a  p r e m is s  a c t u a l l y  a s s e r t  d i e  c a u s a l  d e p e n d e n c e  o f  e x p l a ­
n a n d u m  e v e n t  o n  e x p l a n a n s  e v e n t ?

1 d o  n o t  t h i n k  t h a t  e v e r y  s u c h  a d d i t i o n a l  p r e m is s  m u s t  u s e  t h e  w o r d  
‘c a u s e ’ . T h e  p r e m is s  m ig h t  a s s e r t  t h a t  e  o c c u r s  because c  o c c u r s ,  o r  t h a t  
t h e  r e a s o n  f o r  e  is c ,  or some s u c h . 17 I n  s o  f a r  as w e  are h e r e  r e s t r ic t in g  
o u r s e l v e s  t o  s i n g u la r  causal e x p l a n a t i o n ,  a l l  o f  t h e s e  w i l l  be w a y s  o f  s a y in g  
roughly the s a m e  t h i n g .  The p o i n t  is  th is ;  t h e  p r e m is s  under c o n s id e r a t io n  
w i l l  h a v e  t o  i t s e l f  assert t h e  d e p e n d e n c e  o f  e f f e c t  On cause, a n d  t h is  d e ­
p e n d e n c e  c a n n o t  b e  c a p t u r e d  b y  lo g ic a l  d e p e n d e n c e .  T h e  o c c u r r e n c e  o f  
t h e  e x p r e s s i o n ,  '. . . i s  t h e  c a u s e  o f  . . a l t h o u g h  f r e q u e n t l y  t h e  w a y  in  
w h i c h  t h i s  is  d o n e ,  is  h a r d l y  e s s e n t ia l  ( r e m e m b e r  t h a t  t h r o u g h o u t  I a s s u m e  
t h a t  t h e  d e s c r i p t io n s  i n  t h e  c a u s a l  c la im  a r e  t h e  o n e s  r e l e v a n t  fo r  e x p la ­
n a t io n ) ;  o t h e r  a l t e r n a t iv e  e x p r e s s io n s ,  l ik e  o n e s  w h ic h  u s e  b e c a u s e ’ o r ' i s  
t h e  r e a s o n  f o r ’ , a n d  w h ic h  a ls o  c a p t u r e  t h i s  s e n s e  o f  n o n - l o g ic a l  d e p e n ­
d e n c e .  w i l l  d o  e q u a l l y  w e l l .

H o w e v e r ,  t h e r e  a r e  a t  le a s t  t w o  i m p o r t a n t  c o n s e q u e n c e s  o f  t h i s  la s t  
s u g g e s t io n  t h a t  w e  m u s t  n o t e .  F i r s t ,  Mempel's (an d  Mill's) requirement that 
there be  a  lawlike generalization  in the premisses which is essential for the 
derivation is rendered unnecessary. O n  t h e  s u g g e s t io n  b e i n g  c a n v a s s e d ,  w e  
h a v e  in  t h e  a r g u m e n t  a  p r e m is s  t h a t  e x p l i c i t l y  s a y s : t h e  c a u s e  o f  t h e  e x ­
p l a n a n d u m  e v e n t  is  s u c h - a n d - s u c h ,  a n d  t h a t  p r e m is s  by itself  w i l l  e n t a i l  
t h e  s t a t e m e n t  t h a t  t h e  e x p l a n a n d u m  e v e n t  o c c u r r e d ,  w i t h o u t  t h e  a d d i t i o n  
o f  a n y  f u r t h e r  p r e m is s e s  a t  a l l .  I n  p a r t i c u l a r ,  n o  p r e m is s  s t a t in g  a  u n i v e r s a l  
g e n e r a l  f a c t ,  n o  l a w ,  w i l l  b e  r e q u i r e d  f o r  t h e  d e r i v a t i o n  o f  t h e  e x p l a n a n ­
d u m .  S o  t h e  f i r s t  c o n s e q u e n c e  i s  t h e  r e d u n d a n c y  o f l a w s  in  ( a t  l e a s t  s o m e )  
e x p la n a t i o n s .

R u s k s  •  A r g u m e n t s , L a w s , a n d  E x p l a n a t io n  I 7 3 1



T h e r e  is a  s e c o n d  i m p o r t a n t  c o n s e q u e n c e  o f  t h is  s u g g e s t io n .  W h y  
t h i n k  o f  e x p la n a t i o n s  a s  a r g u m e n t s  a t  a l l ?  T r u e ,  w e  c o u l o t h i n k  o f  t h e  
e x p la n a t i o n  a s  a n  a r g u m e n t  w i t h  a  s i r ig fe  p r e m is s :

7 ; s  j C h . 6 M o d e l s  o r  E x p l a n a t io k  - i ' j

1  c  is t h e  c a u s e  o f  e .

2  e .

B u t  t h e  d e r i v a t io n  o f  ‘e ’ f r o m  ‘ c  is  t h e  c a u s e  o f  e ’  is  t r i v ia l .  I t  is  s i m p le r ,  
a n d  n o t h i n g  is  lo s t ,  i f  w e  t h i n k  o f  t h i s  e x p l a n a t i o n  a s  c o m p o s e d  o f  a  s i n ­
g u la r  s e n t e n c e ,  ’c  i s  t h e  c a u s e  o f  e '  ( o r ,  'e  b e c a u s e  o f  c ’ , e t c . ) .  S in c e  in  
fa c t  a l l  o f  t h e  p r e m is s e s  s a v e  t h i s  o n e  w i l l  b e  r e d u n d a n t ,  t h e  e x p la n a t i o n  
r e a l l y  ju s t  c o n s is t s  in  t h e  o n e  r e m a i n i n g  s e n t e n c e  th a t  s a y s  t h a t  t h e  c a u s e  
o f  t h e  e v e n t  t o  b e  e x p l a in e d  w a s  s u c h * a n d - s u c h .

D e d u c t iv i s m  a n d  p r o b a b i l i s m  a g r e e d  t h a t  a ll  f u l l  e x p la n a t i o n s  a r e  a r ­
g u m e n t s ;  i f  M c C a r t h y ’s a r g u m e n t  a n d  m y  e la b o r a t i o n  o f  i t  a b o v e  a r e  
s o u n d ,  t h e n  a t  le a s t  s o m e t i m e s  f u l l  e x p la n a t i o n s  a r e  n o t  a r g u m e n t s ,  b u t  
s e n t e n c e s .  M c C a r t h y ’s a r g u m e n t ,  i n  c o n j u n c t i o n  w it h  m y  s u g g e s t io n  f o r  
r e m e d y in g  t h e  d e f e c t  t o  w h ic h  i t  p o in t s ,  d o e s  n o t  s h o w  t h a t  f u l l  e x p la n a ­
t io n s  a r e  n e v e r  a r g u m e n ts ,-  t h a t  c o n c l u s i o n  w o u ld  be t o o  s t r o n g .  B u t  I 
w o u ld  g o  fu r t h e r ;  typically, f u l l  e x p l a n a t i o n s  a r e  n o t  a r g u m e n t s ,  b u t  s i n ­
g u la r  s e n t e n c e s ,  o r  c o n j u n c t i o n s  t h e r e o f .

Is  c o n s t r u i n g  a  s p e c i f i c  b i t  o f  d i s c o u r s e  a s  a  s e n t e n c e  r a d i e r  t h a n  a n  
a r g u m e n t  s i m p ly  a  m a t t e r  o f  p e r s o n a l  a e s t h e t ic  p r e f e r e n c e  o n  m y  p a r t ?  
M c C a r t h y ’s  a r g u m e n t  a n d  m y  s u b s e q u e n t  r e m a r k s  w e r e  i n t e n d e d  t o  m o ­
t i v a t e  t h e  c h o i c e  o f  s e n t e n c e  o v e r  a r g u m e n t .  T h e  e x p l a n a t i o n  m u s t  e x ­
p l i c i t ly  i n c l u d e  s o m e  w o r d  l ik e  ‘b e c a u s e ’ , ‘ r e a s o n ’, ‘c a u s e s ’ ,  e t c . ,  a n d  i t  i s  
j u s t  t h i s  t h a t  d i e  i d e a  o f  a n  e x p l a n a t o r y  a r g u m e n t  w a s  m e a n t  t o  a v o id ,  b y  
a t t e m p t in g  t o  c a p t u r e  d i e  d e p e n d e n c e  w h i c h  s u c h  e x p r e s s io n s  g e t  a t  b y  
t h e  i d e a  o f  d e d u c t iv e  o r  i n d u c t iv e  lo g ic a l  d e p e n d e n c e  o f  a  c o n c l u s i o n  o n  
p r e m is s e s .  W e  h a v e  s e e n  h o w  t h i s  s t r a t e g y  & i l$ ,  a n d  h a v e  s e e n  t h a t  o n l y  
e x p l ic i t  a s s e r t io n s  o r  s t a t e m e n t s  o f  t h e  r e l e v a n t  d e p e n d e n c e  w i l l  d o .  H e n c e ,  
s u c h  e x p l a n a t i o n s  t y p i c a l l y  c o n s is t ,  o n  m y  v ie w ,  o f  s e n t e n c e s  r a t h e r  t h a n  
a r g u m e n t e .

L e t  m e  m e n t i o n  o n e  n o t  v e r y  p r o m is in g  l i n e  o f  r e p l y  t o  th i s .  Is t h e r e  
a n y  rea l  d i f f e r e n c e  b e t w e e n  a n  a r g u m e n t  t h e o r y  a n d  a  n o n - a r g u m e n t  ( o r ,  
s p e c i f i c a l l y ,  a  s e n t e n c e )  t h e o r y ?  I s n ’t  t h e  d i f f e r e n c e  b e t w e e n  a n  a r g u m e n t  
a n d  a  s e n t e n c e  t h e o r y  s o m e w h a t  s u p e r f i c ia l ?  T h e r e  i s ,  i n d e e d ,  a w a y  to  
t r i v ia l i z e  t h e  d i s t i n c t i o n  b e t w e e n  a n  a r g u m e n t  a n d  a  s e n t e n c e .  A n y  a r g u ­
m e n t  c a n  b e  r e w r i t t e n  a s  a  c o n d i t i o n a l  s e n t e n c e ,  w i t h  t h e  p r e m is s e s  a s  t h e  
a n t e c e d e n t  a n d  t h e  c o n c l u s i o n  a s  c o n s e q u e n t .  S u c h  a  c o n d i t i o n a l  s e n ­
t e n c e ,  i f  t r u e ,  is  n e c e s s a r i ly  t r u e .  T h e  e x p la n a t o r y  s e n t e n c e s  e n v i s a g e d  b y  
a  n o n - a r g u m e n t  t h e o r y ,  i f  t r u e ,  a r e  c o n t i n g e n t l y  t r u e .  E x p la n a t io n s  a r e  
t y p ic a l l y  c o n t i n g e n d y  t r u e  s e n t e n c e s  o r  c o n j u n c t i o n s  t h e r e o f .  T h e  s e n ­



t e n c e ,  ‘o  i s  G  becau se  o  i s  F  a n d  a l l  F  a r e  G ’ , is ,  i f  t r u e ,  c o n t i n g e n t l y  t r u e ,  
e v e n  t h o u g h  t h e  c o r r e s p o n d i n g  a s s e r t io n  o f  e n t a i lm e n t .  ' i f  a l l  F  a r e  G  a n d
0  i s  F ,  t h e n  o  i s  G ' ,  is  a  n e c e s s a r y  t r u t h .

M o r e o v e r ,  a n y  a t t e m p t  t o  m i n i m i z e  t h e  d i f f e r e n c e  b e t w e e n  a n  a r g u ­
m e n t  t h e o r y  a n d  a  n o n - a r g u m e n t  s e n t e n c e  t h e o r y  w o r k s  m o r e  t o  m y  a d ­
v a n t a g e  t h a n  t o  H e m p e l ’s . I t  is  a  d o c t r i n e  c e n t r a l  t o  A r i s t o t le ’s ,  M i l l ’s ,  a n d  
H e m p e l  s a c c o u n t s  d r a t  e x p l a n a t i o n s  a r e  a r g u m e n t s .  I n  s o  f a r  a s  t h e  d is ­
t i n c t i o n  b e t w e e n  a n  a r g u m e n t  a n d  a  s e n t e n c e  i s  m i n i m i z e d ,  i t  i s  a  c e n t r a l  
d o c t r i n e  o f  t h e i r s  w h o s e  i m p o r t a n c e  is  b e i n g  r e d u c e d .

W e  h a v e ,  a t  a  s w e e p ,  a  c o n v i n c i n g  r e a s o n  f o r  d i s m is s in g  a n y  a r g u m e n t  
t h e o r y  o f  e x p l a n a t i o n ,  w h e t h e r  d e d u c t i v i s t  o r  p r o b a b i l i s t .  ( 'W e  s t i l l  h a v e  
t h e  c h o i c e  b e t w e e n  c e r t a in t y ,  h i g h ,  a n d  l o w  e p is t e m ic  p r o b a b i l i t y  t h e o r ie s  
o f  e x p l a n a t i o n ,  t h e  f i r s t  t w o  b e i n g  t h e  n o n - a r g u m e n t  a n a l o g u e s  o f  d e d u c -  
t i v i s m  a n d  p r o b a b i l i s m . )  I n  p a r t i c u l a r ,  t h i s  c r i t i c i s m  s t r ik e s  a t  d i e  v e r y  h e a r t  
o f  t h e  M i l l - H e m p e l  t h e o r y ,  a n d  t h e  A r i s t o t e l i a n  t h e o r y  o f  s c i e n t i f i c  e x p la ­
n a t i o n ,  f o r  a l l  t h r e e  t h i n k e r s  h e l d  t h a t  a l l  f o i l  e x p l a n a t i o n s  w e r e  d e d u c t iv e  
o r  i n d u c t i v e  a r g u m e n t s .  T h e s e  a c c o u n t s  o f  e x p l a n a t i o n  n o t  o n l y  fo i l  to  
o f f e r  s u f f i c i e n t  c o n d i t i o n s  f o r  f u l l  e x p l a n a t i o n ,  b u t  m o r e  i m p o r t a n t l y  th e y  
f o i l  e v e n  t o  p r o v i d e  necessary  o n e s .  T h e  c r i t i c i s m  is  n o t  t h a t  e x p l a n a t i o n s  
a r e  n o t  j u s t  a r g u m e n t s ,  b u t  r a t h e r  a r g u m e n t s  p l u s  s o m e t h i n g  m o r e ;  e x p la ­
n a t io n s  a r e ,  t y p i c a l l y ,  n o t  a r g u m e n t s  a t  a l l -  . . .

I f  e x p l a n a t i o n s  a r e  t y p i c a l l y  n o t  a r g u m e n t s ,  w h a t  p l a c e  d o  la w s  h a v e  
in  e x p l a n a t i o n ?  C a n  w e  a r g u e  t h a t ,  s i n c e  e x p l a n a t i o n s  t y p i c a l l y  a r e  n o t  
a r g u m e n t s ,  t h e r e f o r e  e x p l a n a t i o n s  t y p i c a l l y  d o  n o t  i n c l u d e  la w s ?  A lt h o u g h
1  d o  b e l i e v e  t h a t  m a n y  f u l l  e x p l a n a t i o n s  do n o t  i n c l u d e  l a w s ,  I  d o  n o t  
t h i n k  t h a t  t h e  a b s e n c e  o f  la w s  f r o m  e v e n  s o m e  e x p l a n a t i o n s  a t  a l l  f o l lo w s  
f r o m  t h e  f o o t  t h a t  s o m e  e x p l a n a t i o n s  a r e  n o t  a r g u m e n t s .

T h e  r e q u i r e m e n t  t h a t  e x p l a n a t i o n s  a lw a y s  i n c l u d e  a t  l e a s t  o n e  la w -  
l i k e  g e n e r a l i z a t i o n  h a s  b e e n  c lo s e l y  b o u n d  u p  w i t h  a r g u m e n t  th e o r ie s  
o f  e x p l a n a t i o n .  T h a t  is  t o  s a y ,  i f  a l l  e x p l a n a t i o n s  w e r e  d e d u c t i v e l y  v a l id  
o r  i n d u c t i v e l y  g o o d  a r g u m e n t s ,  t h e y  w o u ld  ( g iv e n  t h e  a d d i t i o n  o f  s o m e  
f u r t h e r  u n c o n t r o v e r s i a l  a s s u m p t io n s )  h a v e  t o  i n c l u d e  a  l a w l i k e  g e n e r a l ­
i z a t i o n  a s  a  p r e m is s . 18 B u t  t h e  i n v e r s e  is  n o t  t r u e ;  i t  d o e s  n o t  f o l l o w  
f r o m  t h e  f o o t  t h a t  n o t  a l l  e x p l a n a t i o n s  a r e  a r g u m e n t s ,  t h a t  a  l a w  is  n o t  a 
p a r t  o f  e v e r y  f u l l  e x p l a n a t i o n .  I t  o n l y  f o l l o w s  t h a t ,  i f  la w s  a r e  a  p a r t  o f  f u l l  
e x p l a n a t i o n s  w h i c h  a r e  n o t  a r g u m e n t s ,  t h e  i d e a  o f  t h e i r  p a r t h o o d  in  s u c h  
c a s e s  i s  n o t  t o  b e  c a s h e d  o u t  a s  t h a t  o f  a  p r e m is s  i n  a n  a r g u m e n t .  F o r  
e x a m p le ,  s u p p o s e  (S) is  a n  e x p l a n a t i o n  o f  w h y  e  h a p p e n e d :  (S) ‘e  o c ­
c u r r e d  b e c a u s e  o f  t h e  f a c t  t h a t  c  o c c u r r e d  a n d  t h a t  w h e n e v e r  a  C. a n  E.' 
( S )  is  a  s e n t e n c e ,  n o t  a n  a r g u m e n t ,  a n d  y e t  i t  i n c l u d e s  t h e  s t a t e m e n t  
o f  a  la w .

H o w e v e r ,  M cCarthy's e x a m p le ,  i n  c o n j u n c t i o n  with my additional 
r e m a r k s  about t h e  s o l u t i o n  f o r  t h e  d i f f i c u l t y  h e  d e t e c t s ,  a n d  S c r iv e n 's  ex­
am ple b e l o w ,  also  convincingly s h o w  that l a w s  are noi part of every fu l l  
e x p l a n a t i o n ,  i n  a n y  s e n s e  of p a r t h o o d .  The i d e a  that f u l l  explanations d o
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n o t  a lw a y s  i n c l u d e  l a w s  ( a n d  t h e r e f o r e  a r e  n o t  a lw a y s  a r g u m e n t s )  i s  n o t  
a  n o v e l  o n e .  I n  d i f f e r e n t  w a y s  a n d  f r o m  d i f f e r e n t  p o in t s  o f  v i e w ,  R y le ,  
S e r i  v e r t ,  S a l m o n ,  a n d  A c h i n s t e i n  ( a n d  o t h e r s  t o o ;  t h e  l is t - i s  n o t  i n t e n d e d  
t o  b e  e x h a u s t iv e )  h a v e  s a id  t h i s ,  o r  s i m i l a r  t h in g s ,  a b o u t  t h e  r o l e  o f  la w s  
i n  e x p l a n a t i o n . 19 F o r  e x a m p le ,  i n  n u m e r o u s  p a p e r s ,  M i c h a e l  S c r i v e n  s a id  
th i n g s  s i m i l a r  t o  w h a t  1 w o u ld  w is h  t o  m a in t a in  a b o u t  t h e  r o l e  o f  la w s  o r  
g e n e r a l i z a t i o n s  i n  e x p l a n a t i o n  ( a lt h o u g h  1 d o  n o t  n e e d  t o  a g r e e  w ith  
a n y  o f  h i s  s p e c i f i c  e x a m p le s ) .  I n  ‘ T r u i s m s  a s  t h e  G r o u n d s  f o r  H is to r ic a l  
E x p la n a t io n s ' ,  h e  d e f e n d e d  t h e  v i e w  t h a t  t h e  f o l l o w i n g  w a s  a  p e r f e c t l y  
com plete o r  fu ll  e x p l a n a t i o n  a s  i t  s t o o d :  t h e  f u l l  e x p l a n a t i o n  o f  w h y  
( a )  W i l l i a m  d i e  C o n q u e r o r  n e v e r  i n v a d e d  S c o t l a n d  i s  ( b )  t h a t  l i e  h a d  n o  
d e s i r e  f o r  t h e  la n d s  o f  t h e  S c o t t i s h  n o b l e s ,  a n d  h e  s e c u r e d  h i s  n o r t h e r n  
b o r d e r s  b y  d e f e a t in g  M a l c o l m ,  K i n g  o f  S c o t l a n d ,  i n  b a t t le  a n d  e x a c t in g  
h o m a g e ’  ( S c r i v e n  1 9 5 9 :  4 4 4 ) .  T h e  e x p l a n a t i o n ,  ( b ) ,  i s  a  c o n j u n c t i v e  
s t a t e m e n t  f o r m e d  f r o m  t w o  s i n g u la r  s ta t e m e n t s  a n d  c o n t a in s  n o  la w s .  
E x p la n a t io n s  w h ic h  l a c k  la w s  a r e  ‘n o t  in c o m p le t e  i n  a n y  s e n s e  i n  w h ic h  
t h e y  s h o u l d  b e  c o m p l e t e ,  b u t  c e r t a in ly  n o t  i n c l u d i n g  t h e  g r o u n d s  w h ic h  
w e  s h o u l d  g i v e  i f  p r e s s e d  t o  s u p p o r t  t h e m ’ ( p .  4 4 6 ) .  N o t i c e  t h a t  S c r iv e n  
c a n  b e  t a k e n  a s  m a k i n g  a  w e a k e r  a n d  a  s t r o n g e r  p o in t :  ( a ) 's  f u l l  e x ­
p la n a t io n ,  w h a t e v e r  i t  i s ,  in c l u d e s  o r  m a y  i n c l u d e  n o  la w ;  ( b ) — w h ic h  
in c l u d e s  n o  l a w — is  ( a )  s  f u l l  e x p l a n a t i o n .  I a g r e e  w i t h  t h e  w e a k e r  o f  
S c r iv e n 's  p o in t s ;  t h e r e  a r e  s o m e  f u l l  e x p la n a t i o n s  w h i c h  d o  n o t  in c l u d e  
l a w s ,  and ('a)’s f u l l  e x p l a n a t i o n  is  l i k e l y  t o  b e  s u c h  a n  e x a m p le .  I  d o  n o t  
n e c e s s a r i ly  a g r e e  that ( b )  is  (a ) 's  f u l l  e x p la n a t i o n .  I r e t u r n  t o  t h i s  d i s t in c ­
tion b e lo w .

Scriven’s example a b o v e  is a n  e x p l a n a t i o n  o f  a  h u m a n  a c t i o n .  I t is 
sometimes argued in t h e  c a s e  o f  h u m a n  a c t io n s  that t h e y  a r e  e x p l ic a b le  
but anomic (not governed b y  la w s ] .  T h e  t h o u g h t  here is r a t h e r  d i f f e r e n t .  
Human actions might b e ,  p e r h a p s  must b e ,  n o m i e ,  law-governed. T h e  first 
of Scriven’s claims is that a l t h o u g h  or e v e n  i f  human actions a r e  always 
nomic, sometimes the l a w s  o r  ‘truisms’ w h ic h  ‘c o v e r ’ them form n o  p a r t  
of their full explanation.29

Scriven makes it c l e a r  t h a t  h e  in t e n d s  t h e  point as a p o i n t  a b o u t  
explanation generally, not ju s t  a s  a p o i n t  a b o u t  the explanation o f  h u m a n  
action.

. . . abandoning the need for laws . . . such laws are not available even in 
the physical sciences, and, if  they were, would not provide explanations of 
much interest. . . . W hen scientists were asked to explain the variations in 
apparent brightness of the orbiting second-stage rocket that launched the first 
o f  our artificial satellites, they replied that it was due to its axial rotation and 
its asymmefry. This explanation . . . contains no laws. (Scriven 1959: 445)

I have been arguing that s o m e  full explanations do not include laws. 
But laws are still important, even t o  those cases of explanation which do
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n o t  i n c l u d e  t h e m ,  i n  o t h e r  w a y s .  I n d e e d ,  t h e  a r g u m e n t  v i e w ,  b y  i n s i s t in g  
t l i a t  l a w s  a r e  a  p a r t  c f  e v e r ) ’ f u l l  e x p l a n a t i o n ,  h a s  t e n d e d  t o  n e g l e c t  th e  
o t h e r  w a y s  i n  w h i c h  l a w s  a r e  i m p o r t a n t  t o  e x p l a n a t i o n .  L e t  m e  a d d  s o m e  
r e m a r k s  a b o u t  h o w  la w s  aTe s t i l l  i m p o r t a n t  f o r  d i e  e x p l a n a t i o n  o f  t h e  w o r ld  
a b o u t  u s ,  a l l  c o n s i s t e n t  w i t h  m y  a b o v e  c l a i m ;  t h e  r e m a r k s  w i l l  a l s o  p e r m i t  
m e  to  s h a r p e n  m y  v i e w  s o m e w h a t  o n  t h e  r o l e  o f  la w s  a n d  g e n e r a l i z a t i o n s  
i n  e x p l a n a t i o n .

First, to  r e p e a t  w h a t  I  m e n t i o n e d  a b o v e ,  I h a v e  a r g u e d  t h a t  t h e r e  a r e  
s o m e  f u l l  e x p l a n a t i o n s  o f  w h i c h  la w s  f o r m  n o  p a r t ,  i n  a n y  s e n s e .  B u t  m a n y  
f u l l  e x p l a n a t i o n s  d o  i n c l u d e  l a w s ,  a n d  t h i s  s e e m s  t o  b e  e s p e c i a l ly  s o  i n  t h e  
s p e c ia l  s c ie n c e s .  I n d e e d ,  t h i s  is  o n e  w a y  in  w h i c h  a c t u a l  e x p la n a t i o n s ,  
w h e t h e r  ‘ i d e a l ’ o r  n o t ,  i n  s c i e n c e  a n d  o r d i n a r y  a f fa i r s  t y p i c a l l y  d i f f e r .  E x ­
p l a n a t i o n s  in  s c i e n c e  t y p i c a l l y  i n c l u d e  r e l e v a n t  la w s ,  a l t h o u g h  e v e n  w h e n  
t h i s  is  s o ,  t h e i r  i n c l u s i o n  i n  t h e  e x p l a n a t i o n  w i l l  n o t  n e c e s s a r i ly  b e  as a  
m a j o r  p r e m is s  o f  a n  a r g u m e n t :  ‘o  is  G  b e c a u s e  o  is  F  a n d  a l l  F  a r e  G ’ Ls 
a  ( c o n t i n g e n t l y  t r u e )  s e n t e n c e  w h i c h  i n c l u d e s  a  l a w ,  b u t  is  n o t  a n  argu­
ment.

Second,  l a w s  a r e  i m p o r t a n t  f o r  t h e  r e s o l u t i o n  o f  m a n y  t y p e s  o f  p u z ­
z l e m e n t .  C l e a r l y ,  c i t a t i o n  o f  a n  a p p r o p r ia t e  r e g u la r i t y  c a n  s h o w  t h a t  t h e  
p h e n o m e n o n  a b o u t  w h i c h  I m a y  b e  p e r p l e x e d  o r  p u z z l e d  is , i n  a n y  c a s e ,  
n o t  a t y p i c a l  o r  e x t r a o r d in a r y  o r  i r r e g u la r  i n  a n y  w a y .  G i v e n  M i l l ’s  v ie w  o f  
t h e  e p is t e m ic  c i r c u l a r i t y  o f  d e d u c t i o n ,  i t  w a s  n o t  e a s y  t o  s e e  w h y  h e  
t h o u g h t  e x p l a n a t i o n s  h a d  t o  b e  d e d u c t i v e  a r g u m e n t s  w i t h  a t  l e a s t  o n e  
l a w l i k e  p r e m is s .*  O n e  l i n e  o f  r e s p o n s e  I p r o p o s e d  o n  h i s  b e h a l f  w a s  t h a t  
w h a t  a  c o v e r i n g  l a w  ‘e x p l a n a t i o n ’ o f ,  f o r  e x a m p le ,  t h e  D u k e  o f  W e l l i n g ­
t o n ’s  m o r t a l i t y  c o u l d  d o ,  w a s  t o  s h o w  h o w  t h e  g o o d  D u k e  s m p r t a l i t y  
f i t s  i n t o  a  p a t t e r n  o f  n a t u r e ;  t h e  d e d u c t i v e  ‘e x p l a n a t i o n ’ p l a c e s  h i s  m o r ­
t a l i t y  w i t h i n  t h e  c o n t e x t  o f  a  w i d e r  g e n e r a l i z a t i o n ,  a n d  h e n c e  w i t h i n  t h e  
c o n t e x t  o f  a  u n i f o r m i t y  o f  n a t u r e .  I  b e l i e v e  t h a t  M i l l  w a s  t h i n k i n g  a lo n g  
s u c h  l i n e s  a s  t h e s e ,  s i n c e  e x p l a n a t i o n  f o r  h i m  w a s  a l w a y s  t h e  f i t t in g  c f  
f a c t s  i n t o  e v e r  m o r e  g e n e r a l  p a t t e r n s  o f  r e g u la r i t y .  B u t  t h e  a n s w e r  th a t  
1 g a v e  o n  h i s  b e h a l f  in v i t e s  t h e  f o l l o w i n g  o b s e r v a t i o n :  e x p l a i n i n g  th e  
D u k e ’s m o r t a l i t y  is  o n e  t h i n g ;  f i t t in g  h i s  m o r t a l i t y  i n t o  a  m o r e  g e n ­
e r a l  p a t t e r n ,  h o w e v e r  w o r t h y  t h a t  m a y  b e „  is  s o m e t h i n g  e ls e .  T o  le a r n  
t h a t  s o m e t h i n g  i s  n o t  i r r e g u la r  is  n o t  t h e  s a m e  t h i n g  a s  t o  e x p l a in  it  
N o t  a l l  r e s o l u t i o n s  o f  p u z z l e m e n t  o r  p e r p l e x i t y  a r e  ipso facto  e x p l a n a ­
t io n s .

T h e r e  is  a  third  w a y  i n  w h i c h  l a w s  c a n  b e  i m p o r t a n t .  D o e s  t h e  e x -  
p l a n a n s  r e a l l y  f u l l y  e x p l a i n  t h e  e x p l a n a n d u m ?  P e r h a p s  i t  is  n o t  a d e q u a t e  
t o  e x p l a i n  i t  f o l l y ;  s o m e t h i n g  m a y  b e  m is s in g .  H o w  c a n  1 j u s t i f y  m y  c la im  
t h a t  t h e  e x p l a n a n s  f o l l y  d o e s  d i e  j o b  i t  i s  m e a n t  t o  d o ?  O n  S c r i v e n ’s  (
4 4 6 )  v i e w ,  s u p p o s e  I c l a i m  t h a t  t h e  f o i l  e x p l a n a t i o n  o f  e  i s  c .  I f  1 a m

* In  th is  p a ra g ra p h , R u b e n  is r e fe r r in g  t o  h is  d isc u ss io n  o f  M i l l  i n  c h a p t e r  4  o f  
Explaining Explanation, fr o m  w h ic h  d ie  p r e s e n t  re a d in g  is tak en .



7 3 6  | C h . 6 ' M o d e l s  o f  E x p ia n a t jo k

c h a l l e n g e d  a b o u t  d i e  a d e q u a c y  o r  c o m p l e t e n e s s  o f  m y  e x p l a n a t i o n ,  1 c a n  
j u s t i f y  m y  c la im  t o  c o m p l e t e n e s s , . a n d  t h e r e b y  r e b u f f  t h e  c h a l le n g e «  b y  
c i t i n g  a  la w  ( o r  t r u i s m ) ,  e .g .  t h a t  a l l  C  a r e  E  ( c  b e i n g  a  C ;  e  b e in g  a n  E ) .  
T h i s  is  w h a t  S c r i v e n  c a l ls  t h e  ‘r o l e - j u s t i f y in g  g r o u n d s '  t h a t  la w s  p r o v i d e ,  
i n  s u p p o r t  o f  a  c la i m  t h a t  o n e  h a s  g i v e n  a  f u l l  e x p l a n a t i o n .  T h e  l a w  o r  
t r u is m  c a n  ju s t i f y  m y  a s s e r t io n  t h a t  c  is t h e  f u l l  a n d  a d e q u a t e  e x p l a n a t i o n  
o f  e ,  w i t h o u t  b e i n g  p a r t  o f  t h a t  e x p la n a t i o n .  A l t h o u g h  S c r i v e n  d o e s  n o t  
s a y  s o . t h e r e  c a n  b e  n o  o b j e c t io n  to  o f f e r i n g  t h e  f u l l  e x p l a n a t i o n  a n d  t h e  
j u s t i f i c a t i o n  f o r  i t s  f u l ln e s s  i n  a  s i n g le  a s s e r t io n ,  b u t  i f  t h i s  is  d o n e ,  w e  
s h o u l d  b e  c le a r  t h a t  w h a t  w e  h a v e  is  a  f u l l  e x p l a n a t i o n  an d  s o m e t h i n g  
e ls e ,  a n d  n o t  j u s t  a  f u l l  e x p l a n a t i o n .

It is  f o r  t h i s  r e a s o n  t h a t  1  d i s t i n g u i s h e d  S c r i v e n ’s  w e a k e r  a n d  s t r o n g e r  
c la im s  a b o v e .  I a g r e e d  t h a t  a  f u l l  e x p l a n a t i o n  f o r  (a )  i n c l u d e d  n o  la w s ,  b u t  
I d i d  n o t  n e c e s s a r i ly  a g r e e  t h a t  ( b ) — w h i c h  i n c l u d e d  n o  la w s — w a s  ( a ) ’s 
f u l l  e x p l a n a t i o n .  T h e  f u l l  e x p l a n a t i o n  o f  o ’s  b e in g  G  i s  t h e  fa c t  t h a t  o  is  
F ,  o n l y  i f  i t  is  a  l a w  t h a t  a l l  F  a r e  G ,  sans e x c e p t io n .  S u p p o s e  H ie  l a w  in  
q u e s t i o n  i s  a  m o r e  c o m p l e x  l a w  w h i c h  s a y s :  (x )  ( F x  &  K x  d r  H x  &  J x  3  
G x ) .  A  f u l l  e x p l a n a t i o n  o f  w h y  o  i s  G  w o u ld  b e  t h e  f a c t  t h a t  o  is 
F & K & H & J .  I n  t h i s  w a y ,  m y  v i e w  o f  f u l l  e x p l a n a t i o n  i s ,  i n  a t  l e a s t  o n e  
w a y ,  c lo s e  t o  H e m p e l ’s ,  in  s p i t e  o f  m y  r e j e c t i o n  o f  h i s ,  o r  a n y ,  a r g u m e n t  
t h e o r y  o f  e x p l a n a t i o n .  F u l l  e x p l a n a t i o n s ,  o n  m y  m e w  a s  o n  h i s ,  m a y  w e l l  
b e  c lo s e  to  i d e a l  t h in g s ;  i f  a l m o s t  n o  o n e  e v e r  g iv e s  o n e ,  t h a t  t e l l s  u s  a  l o t  
a b o u t  t h e  p r a c t ic a l  c i r c u m s t a n c e s  o f  e x p la n a t i o n -g iv in g ,  b u t  p r o v i d e s  n o  
a r g u m e n t  w h a t s o e v e r  a g a in s t  s u c h  a n  a c c o u n t  o f  f u l l  e x p l a n a t i o n .

T h e r e  m a y  b e  p e r f e c t l y  g o o d  p r a g m a t i c  r e a s o n s  w h y  w e  a r e  e n t i t l e d  
t o  g iv e  a  p a r t ia l  e x p l a n a t i o n  o f  o  s  G - n e s s ;  i t  m a y  b e  t h a t  o ’s  b e in g  K & H & J  
is s o  o b v io u s ,  t h a t  o n e  n e v e r  n e e d s  t o  s a y  a n y t h i n g  m o r e  t h a n  t h a t  o  i s  F .  
B u t  t h e  l a w  ( o r  ‘ t r u i s m ’)  p r o v i d e s  t h e  c r i t e r i o n  f o r  w h a t  a  c o m p l e t e  o r  f u l l  
e x p l a n a t i o n  is. 1 d o  n o t  w a n t  t o  c o m m i t  m y s e l f  a b o u t  t h e  ‘ f u l l n e s s ’  o f  
S c r i v e n ’s e x p l a n a t i o n  f o r  W i l l i a m ’s  n o n - in v a s io n  o f  S c o t l a n d ,  s i n c e  t h i s  
r a is e s  i s s u e s  a b o u t  w h e t h e r  t h e r e  a r e  a n y  la w s  w h i c h  ‘c o v e r ’  h u m a n  a c t io n s  
a n d  w h i c h  a r e  a l s o  e x p r e s s i b le  i n  t h e  v o c a b u la r y  o f  h u m a n  a c t io n  i t s e l f ,  
a s  A r i s t o t le  s e e m e d  t o  b e l i e v e .  T h i s  w o u ld  a ls o  in v o lv e  a  d i s c u s s io n  o f  h o w  
‘t r u i s m s ’,  i n  S c r i v e n ’s  p a r l a n c e ,  d i f f e r  f r o m  la w s ,  a n d  I a v o id  t h i s  is s u e  
h e r e . 21

B u t ,  to  t u r n  t o  h i s  s e c o n d  e x a m p le ,  I a m  s u r e  t h a t  t h e  e x p l a n a t i o n  o f  
t h e  v a r ia t io n s  i n  a p p a r e n t  b r ig h t n e s s  o f  t h e  o r b i t in g  s e c o n d - s ta g e  r o c k e t  
t h a t  l a u n c h e d  A m e r i c a ’s  f i r s t  a r t i f i c ia l  s a t e l l i t e ,  i n  t e r m s  o n l y  o f  i t s  a x ia l  
r o t a t io n  a n d  a s y m m e t r y ,  c a n n o t  b e  i t s  fu l l  e x p la n a t i o n .  I a g r e e  th a t  i t s  f u l l  
e x p l a n a t i o n ,  w h a t e v e r  i t  is , n e e d  n o t  i n c l u d e  a  la w ,  b u t  s i n c e  t h e  e x p la ­
n a t io n  S c r i v e n  o f f e r s  f o i l s  t o  c o n t a i n  a n y  p a r t i c u l a r  i n f o r m a t io n  a b o u t ,  f o r  
i n s t a n c e ,  t h e  s o u r c e  o f  l ig h t  t h a t  w a s  p r e s e n t ,  i t  c o u l d  n o t  b e  a  f u l l  e x p l a ­
n a t io n .  S c r i v e n ’s  o w n  r e m a r k s  a b o u t  th e  r o le - ju s t i f y in g  g r o u n d s  t h a t  la w s  
p r o v i d e  h e l p s  m a k e  t h i s  v e r y  p o i n t .  T h e  p a r t i c u l a r  e x p la n a t i o n  S c r i v e n



o f f e r s  a s  f u l l  c a n  b e  s e e n  t o  b e  o n l y  i n c o m p le t e ,  n o t  b e c a u s e  i t  d o e s  n o t  
i n c l u d e  a  l a w ,  b u t  b e c a u s e  t h e  l a w  p r o v i d e s  t h e  t e s t  f o r  f u l l n e s s  w h ic h  
S c r i v e n ' s  e x p l a n a t i o n  fo i l s .

Fourth, o n  m y  v i e w ,  t h e r e  is  s t i l l  a  c o n n e c t i o n  b e t w e e n  s i n g u la r  e x ­
p l a n a t i o n  a n d  g e n e r a l i t y ,  b u t  n o t  t h r o u g h  t h e  p r e s e n c e  o f  a  l a w .  S u p p o s e  
i t  i s  a r g u e d  t h a t  d i e  f o l l o w i n g  is  a  f u l l  e x p l a n a t i o n : 22 ( F )  o b j e c t  o  i s  G  
b e c a u s e  o  i s  F .  I t  s e e m s  t o  m e  t h a t  s o m e o n e  w h o  in s is t s  t h a t  t h i s  c a n n o t  
b e  a  f u l l  e x p l a n a t i o n  b e c a u s e  o f  t h e  a b s e n c e  o f  a  l a w  h a s  t o  m o t i v a t e  t h e  
t h o u g h t  t h a t  ( F )  c o u l d  n o t  r e a l l y  b e  a  f u l l  e x p l a n a t i o n ,  b y  s h o w i n g  w h a t  
i t  i s  t h a t  ( F )  o m i t s ,  w h i c h  i s  n o t  o m i t t e d  o n c e  a  l a w  i s  a d d e d  t o  t h e  
e x p l a n a t i o n .  ( R e c a l l  t h a t  w e  a r e  a l r e a d y  a s s u m in g  t h a t  a r g u m e n t  t h e o r ie s  
o f  e x p l a n a t i o n  h a v e  b e e n  r e j e c t e d ,  s o  h e  c a n ' t  f a u l t  d i e  a b s e n c e  o f  t h e  law- 
o n  d i e  g r o u n d s  o f  n o n - d e r i v a b i l i t y  o f  e x p l a n a n d u m  f r o m  e x p l a n a n s  w i t h ­
o u t  i t . )  H e  m u s t ,  I t h i n k ,  s a y  t h i s :  t h e  r e a l  f u l l  e x p l a n a t i o n  i s  o n l y  ( F L ) :  
o b j e c t  o  i s  G  b e c a u s e  o  i s  F  a n d  ( x )  ( F x  U  G x ) .

B u t  c a n  w e  p i n p o i n t  w h a t  i t  i s  t h a t  d i e  l a w  i s  m e a n t  t o  a d d  t o  ( F ) ?  
W h a t  h a s  ( F L )  g o t  t h a t  ( F )  l a c k s ?  .  .  . W h a t  m a t t e r s  t o  e x p l a n a t i o n  a r e  
p r o p e r t i e s . 2’  W h e n  o ’s  b e i n g  F  f u l l y  e x p l a in s  o ’s  b e i n g  G ,  i t  i s n ’t  ( t o  p u t  
i t  c r u d e l y )  t h a t  o ’s  b e i n g  F  e x p l a i n s  o ’s  b e i n g  G ;  t h e r e  i s  n o t h i n g  s p e c ia l  
a b o u t  o  i n  a n y  o f  t h i s .  R a t h e r ,  i t  i s  o ’s  b e in g  F  t h a t  e x p l a in s  o ’s  b e in g  G .  
E x p l a n a t o r y  i m p a c t  is  c a r r i e d  b y  p r o p e r t i e s  a n d  t h e r e  i s  g e n e r a l i t y  b u i l t  
i n t o  t h e  s i n g u la r  e x p l a n a t i o n  b y  d i e  p r o p e r t i e s  t h e m s e l v e s ,  w i t h o u t  t h e  

i n c l u s i o n  o f  a  la w ,  T h i s  i m p l i c i t  g e n e r a l i t y  s u r e ly  i m p l i e s  t h a t  o t h e r  r e l e ­
v a n t l y  s i m i l a r  G s  w h i c h  a r e  F  w i l l  g e t  t h e  s a m e  f u l l  e x p l a n a t i o n  th a t  0 
g o t.

O f  c o u r s e ,  t h e r e  i s  o n e  o b v io u s  s e n s e  i n  w h i c h  a n  e x p l a n a t i o n  o f  o 's  
b e i n g  G ,  i n  t e r m s  o f  o ’s  b e in g  F ,  c o u l d  b e  i n c o m p le t e .  T h e  e x p la n a t i o n  
m ig h t  f a i l  t o  s p e c i f y  o r  c i t e  a l l  o f  t h e  e x p l a n a t o r i l y  r e l e v a n t  p r o p e r t i e s  o r  
c h a r a c t e r i s t i c s  o f  0 . B u t  a l l  o f  t h e  r e l e v a n t  p r o p e r t i e s  o f  0  c a n  b e  c i t e d  
w i t h o u t  i n c l u s i o n  o f  a n y  l a w  g e n e r a l i z a t i o n .

S u p p o s e ,  f o r  t h e  s a k e  o f  a r g u m e n t ,  t h a t  i t  is a n  e x c e p t io n l e s s  l a w  0 1 
n a t u r e  t h a t  (x )  ( F x  D  G x ) .  I n  t h i s  c a s e ,  t h e  o n l y  p r o p e r t y  o f  0 , r e l e v a n t  
f o r  e x p l a i n i n g  w h y  o  i s  G ,  is  o ’s F - n e s s .  I n  s u c h  a  c a s e ,  i t  s e e m s  t h a t  o s 
b e i n g  G  c a n . b e  f o l l y  e x p l a in e d  I jy  o ’s b e i n g  F .  W h a t  c o u l d  t h e  in c l u s io n  
o f  t h e  l a w  o r  g e n e r a l i z a t i o n  a d d  t o  t h e  e x p l a n a t i o n  t h a t  o  i s  G  b e c a u s e  o  
is  F ?

I n  ‘ (x )  ( F x  D  G x ) ' ,  t h e  o n l y  i n f o r m a t i o n  t h a t  c o u l d  b e  r e l e v a n t  t o  t h e  
e x p l a n a t i o n  o f  o ’s b e i n g  G  i s  a l r e a d y  g i v e n  b y  t h e  p r o p e r t y  l in k a g e  b e t w e e n  
b e i n g  F  a n d  b e i n g  G  w h i c h  i s  a l r e a d y  e x p r e s s e d  b y  ( F ) .  T h a t  p a r t  o f  t h e  
i n f o r m a t i o n  in  t h e  g e n e r a l i z a t i o n  w h i c h  is  a b o u t  ( a c t u a l  o r  p o s s ib le )  F s  
o t h e r  t h a n  0  w h i c h  a r e  a ls o  G ,  is  s i m p ly  i r r e l e v a n t  t o  t h e  e x p l a n a t i o n  o f  
o ’s  b e i n g  G .  I n  s h o r t ,  e v e r y t h in g  r e l e v a n t  t o  t h e  e x p l a n a t i o n  o f  o ’s b e in g  
G  is a l r e a d y  c o n t a i n e d  in  ( F ) .  s i n c e  t h a t  c la i m  a l r e a d y  m a k e s  t h e  requisite 
p r o p e r t y  c o n n e c t i o n  b e t w e e n  b e i n g  F  a n d  b e i n g  G .  A s s u m in g  th a t  the

Ru b e n  •  A »o U M tk t s , L a w s , ano  E x pl an at io n  j . 7 3 7
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g e n e r a l i z a t i o n  c a n  c o n n e c t  p r o p e r t i e s  a t  a l l  ( i t  i s  u n c l e a r  t h a t  a  g e n e r a l !*  
z a t io n  c a n  d o  th is ,  e v e n  w h e n  s t r e n g t h e n e d  b y  a  n e c e s s i t y  o p e r a t o r ) ,  w h a t  
( F L )  d o e s  t h a t  is  n o t  d o n e  b y  ( F )  i s  t o  e x t e n d  t h e  c o n n e c t i o n  to  c a s e s  
o t h e r  t h a n  0 . A n d  t h i s  c a n ’t  h a v e  a n y  a d d i t i o n a l  e x p la n a t o r y  r e l e v a n c e  to  
o ’s  c a s e .  T h e  c a s e  o f  t e m p o r a l ly  a n d  s p a t ia l ly  d i s t a n t  F - o b je c t s  w h ic h  a r e  
G  is  s u r e ly  n o t  r e l e v a n t  to  o .  O n e  m i g h t  a s k  a b o u t  e x p l a n a t i o n  t h e  q u e s t i o n  
H u m e  a s k e d  h i m s e l f  ( b u t  b e l i e v e d  h e  c o u l d  a n s w e r )  a b o u t  h i s  c o n s t a n t  
c o n j u n c t i o n  t h e o r y  o f  c a u s a t io n :  ‘I t  m a y  b e  t h o u g h t ,  t h a t  w h a t  w e  l e a r n  
n o t  f r o m  o n e  o b j e c t ,  w e  c a n  n e v e r  l e a r n  f r o m  a  h u n d r e d ,  w h i c h  a r e  a l l  
o f  t h e  s a m e  k in d ,  a n d  a r e  p e r f e c t l y  r e s e m b li n g  i n  e v e r y  c i r c u m s t a n c e . ' 24

M y  v i e w  i s  e v e n  m o r e  r a d i c a l  t h a n  t h e  s u g g e s t io n  . . .  t h a t  M i l l  c o u l d  
h a v e  c o n s id e r e d  a  t y p e  o f  r e a l  e x p l a n a t i o n ,  p a r a l l e l  t o  h i s  a c c o u n t  o f  th e  
f u n d a m e n t a l  k in d  o f  r e a l ,  n o n - d e d u c t i v e  i n f e r e n c e .  S u c h  M i l l i a n  c o n s ld *  
e r a t i o n s  w o u ld  c e r t a in ly  d i s p e n s e  w i t h  t h e  g e n e r a l i z a t i o n  t h a t  a l l  F  a r e  G ,  
in  t h e  e x p l a n a t i o n  o f  o ,  w h ic h  i s  F ,  b e i n g  G .  I f  t h e  m a n h o o d  o f  i n d iv i d u a l  
p e r s o n s  d o e s  n o t  e x p l a in  t h e i r  m o r t a l i t y ,  h o w  c o u l d  p u t t i n g  a l l ,  t h e  c a s e s  
to g e t h e r ,  a s  i t  w e r e ,  i n t o  a  g e n e r a l i z a t i o n ,  h e l p  g e t  e x p l a n a t i o n  o f f  t h e  
g r o u n d ?  H o w  c o u l d  a  g e n e r a l i z a t i o n  h a v e  s o m e  s u p e r v e n i e n t  e x p la n a t o r y  
p o w e r  t h a t  e a c h  i n s t a n c e  o f  t h e  g e n e r a l i z a t i o n  la c k s ?

.A l t h o u g h  s u c h  a  v i e w  d is p e n s e s  w i t h  g e n e r a l i z a t i o n s ,  i t  d o e s  n o t  d is *  
p e n s e  w i t h  t h e  r e l e v a n c e  t o  o ’s  c a s e  o f  o t h e r  F s  w h i c h  a r e  a l s o  G s .  T h i s  
M i l l i a n  i n s p i r e d  v i e w  o f  e x p l a n a t i o n  w o u ld  r e t a i n ,  a s  r e l e v a n t  t o  t h e  ex*  

p l a n a t io n  o f  o  s  b e i n g  G ,  d i e  F - n e s s  a n d  G - n e s s  o f  o t h e r  p a r t i c u l a r s ,  a ,  e ,  
i ,  u ,  e t c .  M i l l  t h o u g h t  t h a t  w e  c o u l d  ( r e a l l y )  i n f e r  ( a n d ,  l e t  u s  s u p p o s e ,  
e x p la in )  d i e  D u k e ’s  m o r t a l i t y ,  n o t  f r o m  a  g e n e r a l i z a t i o n ,  b u t  f r o m  h i s  
r e s e m b la n c e  t o  o t h e r  i n d iv i d u a l  m e n  w h o  w e r e  m o r t a l .  Y e t ,  i t  i s  h a r d  t o  
s e e  h o w ,  i f  t h e  D u k e ’s  m a n h o o d  c a n n o t  e x p la in  h i s  m o r t a l i t y ,  i n t r o d u c in g  
t h e  m a n h o o d  a n d  m o r t a l i t y  o f  p e o p l e  o t h e r  t h a n  t h e  D u k e  ( w h e t h e r  b y  a  
g e n e r a l i z a t i o n  o r  b y  t h e  e n u m e r a t i o n  o f  o t h e r  p a r t i c u l a r  i n s t a n c e s )  c o u l d  
e x p la in  i t .  W h a t  is  t h e  r e l e v a n c e  t o  t h e  g o o d  D u k e ’s  m o r t a l i t y  o f  t h e  m o r ­
t a l i t y  o f  m e n  s p a t ia l l y  a n d  t e m p o r a l ly  f a r  d i s t a n t  f r o m  h i m ?

O n  m y  m o r e  r a d i c a l  v ie w ,  n e i t h e r  t h e  g e n e r a l i z a t i o n  t h a t  a l l  F s  a r e  
G s ,  n o r  d i e  F -n e s s  a n d  G - n e s s  o f  o t h e r  p a r t i c u la r s ,  is  r e q u i r e d  t o  b e  a n y  
p a r t  o f  t h e  f u l l  e x p l a n a t i o n  o f  o ’s  b e i n g  G .  I n  d i e  c a s e  b e i n g  s u p p o s e d ,  
t h e  o n l y  f a c t  r e q u i r e d  f o r  t h e  f u l l  e x p l a n a t i o n  o f  o ’s  b e i n g  G ,  is  o ’s  b e in g  
F ,  e v e n  t h o u g h  t h e  g e n e r a l i z a t i o n ,  a n d  d i e  e x p l a n a t i o n  o f  o t h e r  p a r t i c u l a r s ’ 
G - n e s s  b y  t h e i r  F - n e s s ,  a n d  s o  o n ,  a r e  i m p l i e d  o r  p r e s u p p o s e d  b y  t h e  f u l l  
e x p la n a t i o n  o f  o ’s  b e i n g  G  b y  o ’s  b e i n g  F .  T h e  q u e s t i o n  H u m e  a s k e d ,  
q u o t e d  a b o v e ,  i f  i t  h a s  a n y  b i t e  a t  a l l .  b i t e s  n o t  o n l y  a g a in s t  a  c o n s t a n t  
c o n j u n c t i o n  t h e o r y  o f  c a u s a t io n  ( w h i c h  b r in g s  a  g e n e r a l i z a t i o n  i n t o  p r o m ­
i n e n c e ) ,  b u t  e v e n  a g a in s t  a  w e a k e r  t h e o r y  o f  c a u s a t io n  w h i c h  m a k e s  p a r t  
o f  t h e  a n a l y s i s  o f  a n  i n s t a n c e  o f  a  c a u s a l  r e l a t i o n  i n f o r m a t io n  a b o u t  any  
other  i n d i v i d u a l  i n s t a n c e s  o f  t h a t  c a u s a l  r e la t i o n .
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■ | Generalizations Get Their Revenge
T h e  a b o v e  r e m a r k s  a t t e m p t  t o  s p e l l  o u t  a  n u m b e r  o f  w a y s  i n  w h i c h  la w s  
a n d  g e n e r a l i z a t i o n s  a r e  i m p o r t a n t  f o r  e x p l a n a t i o n ,  w i t h o u t  n e c e s s a r i ly  b e ­
i n g  p a r t  o f  t h e m .  T h e r e  i s  y e t  a n o t h e r  w a y ,  c lo s e l y  c o n n e c t e d  w i t h  d i e  
t h i r d  a n d  f o u r t h  w a y s  m e n t i o n e d  a b o v e .  I t  i s  s u f f i c i e n t l y  i m p o r t a n t  t o  s e p ­
a r a t e  i t  f r o m  t h e  o t h e r s .  .  .  .

A r i s t o t le ,  i t  w i l l  b e  r e c a l l e d ,  t h o u g h t  t h a t  l a w s  p r o v i d e d  d i e  c r i t e r i a  f o r  
d i e  s e l e c t i o n  o f  t h e  d e s c r i p t io n s  u n d e r  w h i c h  d i e  e x p l a n a n s  e x p l a i n s  d i e  
e x p l a n a n d u m .  W h y  d i d  t h e  m a t c h  l i g h t ?  I  s t r u c k  i t ,  a n d  m y  s t r ik in g  o f  t h e  
m a t c h  w a s ,  l e t  u s  s u p p o s e ,  d i e  p e n u l t i m a t e  t h i n g  t h a t  e v e r  h a p p e n e d  t o  
t h e  m a t c h  O r ,  m y  s t r ik in g  o f  t h e  m a t c h  w a s  t h e  e v e n t  t h a t  c a u s e d  d i e  
m a t c h  t o  l i g h t .  W h y ,  t h e n ,  c a n  1  explain  t h e  f a c t  t h a t  t h e  m a t c h  l i t  b y  
t h e  f a c t  t h a t  t h e  m a t c h  w a s  s t r u c k ,  a n d  n o t  b y  d i e  d i f f e r e n t  f a c t s  t h a t  d i e  
p e n u l t i m a t e  t h i n g  t h a t  e v e r  h a p p e n e d  t o  t h e  m a t c h  o c c u r r e d ,  o r  t h a t  t h e  
c a u s e  o f  i t s  l i g h t i n g  o c c u r r e d ,  e v e n  t h o u g h  t h e s e  t h r e e  s i n g u la r  f a c t s  
( d i e  fa c t  t h a t  d i e  m a t c h  w a s  s t r u c k ,  t h e  f a c t  t h a t  t h e  c a u s e  o f  t h e  m a t c h 's  
l i g h t i n g  o c c u r r e d ,  d i e  f a c t  t h a t  d i e  p e n u l t i m a t e  t h i n g  t h a t  e v e r  h a p p e n e d  
t o  t h e  m a t c h  o c c u r r e d )  a r e  a l l  f a c t s  a b o u t  d i e  s a m e  c a u s a )  e v e n t ,  b u t  
d i f f e r e n d y  d e s c r i b e d ?  I n  v i r t u e  o f  w h i c h  o f  t h e  f e a t u r e s  o f  a  c a u s e  i s  t h e  
c a u s e  f u l l y  e x p l a n a t o r y  o f  d i e  e f f e c t ?

A r i s t o t le ’s  r e p l y  w o u ld  b e  t h a t  d i e  e x p l a n a t o r y  f e a t u r e s  a r e  t h e  o n e s  
l in k e d  i n  a  l a w  ( w h e t h e r  d e t e r m i n i s t i c  o r  s t o c h a s t i c ) .  T o  b e  s u r e ,  th a i  
s t r ik in g s  o f  m a t c h e s  a r e  f o l l o w e d  b y  l ig h t in g s  o f  m a t c h e s  i s  i t s e l f  n o  la w  
n o r  a n y  p a r t  o f  a  la w ,  o f  n a t u r e .  W e  m u s t  t h e r e f o r e  e x t e n d  A r i s t o t le ' s  p o i n t  
to  i n c l u d e  n o t  o n l y  f e a t u r e s  l i n k e d  i n  a  l a w ,  b u t  a l s o  f e a t u r e s  n o m i e a l l ;  
c o n n e c t e d  i n  t h e  a p p r o p r ia t e  w a y  i n  v i r t u e  o f  u n d e r ly i n g  la w s .  . . . I r  
v i r t u e  o f  t h e  u n d e r l y i n g  l a w s  o f  p h y s ic s  a n d  c h e m is t r y ,  s t r ik in g  a n d  l ig h t  
i n g ,  b u t  n o t  f o r  e x a m p le  b e i n g  a  p e n u l t i m a t e  o c c u r r e n c e  a n d  a  l ig h t in g  
a r e  n o m i c a l l y  r e l a t e d .  I t  i s  n o t  t h a t  t h e  la w s  n e e d  b e  a n y  p a r t  o f  th< 
e x p l a n a t i o n ;  r a t h e r ,  t h e  la w s  p r o v i d e  t h e  c r i t e r ia  f o r  d e t e r m i n i n g  u n d e  
w h i c h  d e s c r i p t io n s  o n e  p a r t i c u l a r  e x p l a in s  a n o t h e r  ( w h i c h  s i n g u la r  fa c  
e x p l a i n s  a n o t h e r ) .  L a w s  p e r m i t  s e l e c t i o n  o f  t h e  v o c a b u la r y  a p p r o p r ia t e  f o  
s i n g u la r  e x p l a n a t i o n .

T h e  a b o v e  a l l o w s  m e  t o  m a k e  a  c lo s e l y  r e l a t e d  p o i n t  a b o u t  t h e  r©1> 
o f  t h e o r ie s  i n  e x p l a n a t i o n .  S c i e n t i s t s  o f t e n  c i t e  t h e o r i e s  in  e x p l a in in g  
p h e n o m e n o n .  F o r  e x a m p le :  t h e  t h e o r y  o f  g r a v i t y  e x p l a in s  w h y  t h e  m o o i  
c a u s e s  t h e  e a r t h ’s  t i d e s ;  t h e  l a w  o f  i n e r t i a  e x p l a in s  w h y  a  p r o j e c t i l e  c o r  
t i n u e s  in  m o t i o n  f o r  s o m e  t i m e  a f t e r  b e i n g  t h r o w n ;  s u b a t o m i c  p a r t i c l  
t h e o r y  e x p l a in s  w h y  s p e c i f i c  p a t h s  a p p e a r  i n  a  W i l s o n  c l o u d  c h a m b e r .  .A n  
t h e o r ie s  c o n s i s t  ( p e r h a p s  i n t e r  a lia  [ a m o n g  o t h e r  t h i n g s ) )  o f  g e n e r a l i z s  
t i o n s .  B u t  (a)  i t  d o e s  n o t  follow  that theories are explanatory’ in virtue c 
their generality, (b) nor  d o e s  i t  follow  that the way in w hich  they are e: 
planatory is in  a ll  cases by  being part o f  the explanation .  I  h a v e  a h e a d
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a r g u e d  f o r  (b ) . B u t  I n o w  w is h  to  a r g u e  f o r  (a ) . T h e o r ie s  h e lp ,  to  e x p la in  
s i n g u la r  fa c ts , in  v ir tu e  o f  s u p p ly in g , a. v o c a b u la r y  f o r  i d e n t i f y in g  o r  r e d e *  
s c r ib in g  th e  p a r t i c u la r  p h e n o m e n a  o r  m e c h a n i s m s  a t  w o r k ,  w h ic h  a r e  w h a t  
e x p la in  th e  e x p la n a n d u m  facts.

T h e  e x a m p le s  o f ‘s y llo g istic  e x p la n a t io n ’ t h a t  I u s e d  i n  m y  d i s c u s s io n  
o f  M i l l  m ig h t  h a v e  stru ck  d ie  r e a d e r  a s  e x c e e d i n g l y  a r t i f i c ia l :  w h o e v e r  
w o u ld  h a v e  th o u g h t ,  th e  r e p ly  m ig h t  g o ,  t h a t  t h e  D u k e  o f  W e l l i n g t o n ’s 
m o r t a l i t y  c o u ld  b e  e x p la in e d  b y  h is  m a n h o o d  a n d  t h e  g e n e r a l i z a t i o n  th a t  
a l l  m e n  a re  m o r ta l?  A n d , in  a d m itt in g  th a t  s o m e  e x p la n a t i o n s  d o  i n c l u d e  
l a w s  (e s p e c ia l ly  in  t h e  s c ie n c e s ) , I g a ve  t h is  e x a m p le :  ‘o  is  G  b e c a u s e  o  is 
F  a n d  a l l  F  a r e  G ’. T h e s e  g e n e ra l iz a t io n s  a r e  'f ia t ' ,  in  t h e  s e n s e  t h a t  t h e y  
a r e  s im p le  g e n e ra l iz a t io n s  th a t  use  th e  s a m e  v o c a b u la r y  a s  d o  t h e  s i n g u la r  
e x p la n a n s  a n d  e x p la n a n d u m  d e s c rip t io n s . F l a t  g e n e r a l i z a t i o n s  d o  n o t  c o n *  
t r ib u t e  a t  a l l  t o  s in g u la r  e x p la n a tio n .

H o w e v e r ,  f r o m  th e  fa c t th a t  f ia t  g e n e r a l i z a t io n s  a r e  e x p l a n a t o r i l y  u se*  
le s s , i t  h a rd ly  fo l lo w s  th a t e l l  a re . W h a t  is  n e e d e d ,  s o  t h e  r e p l y  m ig h t  
c o n t i n u e ,  a r e  g e n e ra l iz a t io n s  w h ic h  e m p lo y  a  t h e o r e t i c a l  v o c a b u la r y  w it h  
g r e a t e r  d e p th  th a n  ‘m a n ’ a n d  'm o rta l' .  P e r h a p s  t h e  v o c a b u la r y  s h o u l d  b e  
in  deeper  t e rm s  th a t  r e fe r  to  th e  Fragility o f  h y d r o c a r b o n - b a s e d  l i f e  fo r m s .  
T o  e x p la in  w h y  o  is G ,  in  te rm s o f  o's b e in g  F ,  i f  a  l a w  is  t o  b e  i n c l u d e d ,  
t y p ic a l ly  a  s c ie n t i f ic  e x p la n a tio n  w i l l  c ite  a  l a w  w it h  a  v o c a b u la r y  w h ic h  
is  d i f f e r e n t  f r o m  a n d  d e e p e r  th a n  th e  v o c a b u la r y  o f  w h i c h  F ’ a n d  ‘G ’ a r e  

p a r t .  O n ly  as s u c h  c o u ld  d ie  g e n e ra l iz a t io n s  b e  e x p la n a t o r y .
A n d  s u c h  a  r e p ly  is c o r r e c t  B u t  i t  c o n f i r m s  r a t h e r  t h a n  d i s c o n f i r m s  

m y  v ie w .  I f  g e n e ra l iz a t io n s  o r  l a w  w e r e  a lw a y s  per se  e x p la n a t o r y ,  t h e n  
f l a t  o n e s  o u g h t  t o  h e lp  e x p la in  ( p e r h a p s  n o t  a s  w e l l  a s  d e e p  o n e s ,  b u t  t h e y  
s h o u l d  e x p la in  t o  s o m e  e x te n t  n o n e  t h e  le s s ) .  T h e  fa c t  t h a t  o n f y  o n e s  th a t  
a r e  d e e p ,  r e la t i v e  t o  th e  v o c a b u la ry  o f  t h e  e x p la n a n s  a n d  e x p l a n a n d u m  
s i n g u la r  s e n te n c e s  ( in  g e n e ra l ,  th e o r ie s ) , w i l l  h e l p  e x p l a in  a t  a ll  i s  a n  
in d ic a t i o n  th a t  t h e y  a r e  e x p la n a to r y  in  v i r t u e  o f  o f f e r i n g  a  d e e p e r  v o c a b ­
u l a r y  i n  w h ic h  t o  id e n ti fy  o r  r e d e s c rib e  m e c h a n i s m s ,  b u t  n o t  j u s t  i n  v i r t u e  
o f  b e i n g  g e n e ra l iz a t io n s .  A n d  e v e n  s o , t o  r e t u r n  f o r  a  m o m e n t  to  ( b ) ,  t h e  
g e n e r a l i z a t io n s  th a t  m a k e  u p  th e  w id e r  o r  d e e p e r  t h e o r y  m a y  h e l p  t o  e x ­
p l a i n  b y  o f fe r in g  th a t  a l te rn a t iv e  v o c a b u la ry ,  a n d  w it h o u t  b e in g - p a r t  s f  t h e  
e x p la n a t i o n  its e lf .

I  a r g u e d  b e f o r e  th a t  o f te n  fu l l  e x p la n a t io n s  d o  n o t  i n c l u d e  la w s ,  b u t  
t h a t  t h e y  s o m e t im e s  d o ,  e s p e c ia l ly  in  t h e  s p e c ia l  s c ie n c e s -  W h e n  la w s  a r e  
i n c l u d e d  w it h in  a n  e x p la n a tio n ,  a s  th e y  s o m e t i m e s  a r e ,  t h e  p u r p o s e  o f  t h e  
in c l u s io n  is  t o  in t r o d u c e  a  v o c a b u la ry  d i f f e r e n t  f r o m  t h e  o n e  u s e d  i n  t h e  
e x p l i c i t  d e s c r ip t io n s  o f  th e  p a r t ic u la r  e x p la n a n s  a n d  e x p l a n a n d u m  e v e n t s .  
O n  t h e  o n e  h a n d ,  i f  t h e  les s  d e e p  v o c a b u la r y  u s e d  t o  d e s c r i b e  t h e  p a r t i c ­
u l a r  p h e n o m e n a  w e r e  w h o lly  e x p e n d a b le ,  t h e  t h e o r e t i c  v o c a b u la r y  c o u l d  
b e  e x p l ic i t ly  u s e d  t o  d e s c rib e  t h e m , a n d  a n y  m e n t i o n  o f  t h e  l a w  w o u ld  b e  
r e d u n d a n t .  I f  o n  d i e  o th e r  h a n d  n o  d e e p e r  v o c a b u la r y  w e r e  a v a i l a b l e ,  t h e r e  
w o u ld  b e  n o  p u r p o s e  fo r  a  la w  to  s e rv e . L a w s  f i n d  t h e i r  h o n e s t  e m p l o y ­



m e n t  i n  s i n g u la r  e x p l a n a t i o n  i n  s i t u a t i o n s  b e t w e e n  t h e  t w o  e x t r e m e s :  w h e n  
t i i e  le s s  d e e p  v o c a b u la r y  u s e d  t o  d e s c r i b e  s i n g u la r  e x p l a n a n s  a n d  e x p la n -  
a n d u m  i s  t o  b e  r e t a i n e d  a t  t h a t  l e v e l ,  b u t  a  d e e p e r  v o c a b u la r y  i s  a v a i l a b l e ,  
a n d  n e e d s  i n t r o d u c t i o n .

O n e  i m p o r t a n t  r o l e  t h a t  t h e o r ie s  p l a y  i n  s c i e n c e  is  t o  u n i f y  s u p e r f i ­
c i a l l y  d i v e r s e  p h e n o m e n a . * ’  I n  v i r t u e  o f  a  u n i f y i n g  t h e o r y ,  w h a t  s e e m e d  
l ik e  d i f f e r e n t  p h e n o m e n a  c a n  b e  b r o u g h t  u n d e r  o n e  s e t  o f  d e e p  s t r u c t u r a l  
l a w s :

B y  a s s u m in g  th a t  g a ses  a re  c o m p o s e d  o f  t in y  m o le c u le s  s u b je c t  to  d ie  law s  
o f  N e w to n ia n  m e c h a n ic s  w e  c a n  e x p la in  th e  B o y le -C h a r le s  la w  fo r  a  p e rfe c t  
gas. B u t  th is  is o n ly  a  s m a ll f r a c t io n  o f  o u r  to ta l g a in . F irs t, w e  c a n  e x p la in  
n u m e r o u s  o th e r  la w s  g o v e r n in g  th e  b e h a v io r  o f  gases. . . . S e c o n d ,  a n d  e v e n  
m o r e  im p o rta n t , w e  c a n  in te g ra te  t h e  b e h a v io r  o f  g a ses w ith  t h e  b e h a v io r  o f  
n u m e r o u s  o th e r  k in d s  o f  o b jec ts. . . .  In th e  a b s e n c e  o f  t h e  th e o r e t ic a l  s tru c ­
tu r e  s u p p lie d  b y  o u r  m o le c u la r  m o d e l ,  th e  b e h a v io r  o f  g ases s im p ly  h a s  n o  
c o n n e c t io n  a t  a ll  w ith  th e s e  o th e r  p h e n o m e n a .  O u r  p ic tu r e  o f  t h e  w o r ld  is  
m u c h  le s s  u n i f ie d . (F r ie d m a n  1 9 8 1 :  7 )

O n  m y  v i e w ,  t h e r e  i s  a  d i f f e r e n c e  b e t w e e n  u n i f i c a t i o n  a n d  e x p la n a ­
t i o n .  U n i f i c a t i o n  o f  a  p h e n o m e n o n  w i t h  o t h e r  s u p e r f i c i a l ly  d i f f e r e n t  p h e ­
n o m e n a ,  h o w e v e r  w o r t h w h i l e  a  g o a l  t h a t  m a y  b e .  i s  n o  p a r t  o f  t h e  
e x p l a n a t i o n  o f  t h a t  p h e n o m e n o n .  I f  o t h e r  m e n ' s  m o r t a l i t y  c o u l d n ’t  e x p l a in  
w h y  t h e  g o o d  D u k e  i s  m o r t a l  w h e n  h i s  o w n  m a n h o o d  d o e s n ’t ,  t h e n  t h e  
f r a g i l i t y  o f  o t h e r  h y d r o c a r b o n - b a s e d  l i f e  f o r m s  c o u l d n ’t  e x p l a i n  t h e  D u k e 's  
f r a g i l i t y  o r  m o r t a l i t y  w h e n  h i s  o w n  h y d r o c a r b o n  c o n s t i t u t i o n  d o e s n ’t .  I t 
d o e s n ’t  m a t t e r ,  f r o m  t h e  p o i n t  o f  v i e w  o f  e x p l a n a t i o n ,  w h e t h e r  t h e r e  a r e  
a n y  o t h e r  p h e n o m e n a  w h i c h  g e t  e x p l a i n e d  b y  t h e  d e e p e r  v o c a b u la r y :  t h e  
p o i n t  i s  t h a t  t h e  v o c a b u la r y  g iv e s  a  n e w  a n d  m o r e  p r o f o u n d  in s i g h t  i n t o  
t h e  p h e n o m e n o n  a t  h a n d ,  w h e t h e r  o r  n o t  t h e  v o c a b u la r y  u n i f i e s  i t  w i t h  
o t h e r  p h e n o m e n a .
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i t  U  n o t  i r r e le v a n t  fo r  d ie  d e r iv a t io n ) .  T h e  la w  m a y  b e  a  c a u ia l  la w , b u t  it d o e t  
n o t  join  d ie  c a u s e  o f  t h e  e x p la n a n d u m  e v e n t  w ith , t h e  e x p la n a n d u m  e v e n t . T h e  
l a w  p rem is s  a n d  th e  d e s c r ip t io n  o f  d ie  e x p la n a n d u m ’s c a u s e  d o n 't m e s h  to g e th e r .  
In  M c C a r th y 's  e x a m p le , d ie  la w  (le t's a s s u m e  th a t  i t  is a n  i rr e le v a n t  causal law )  
w a s: (x )(A x  D  B x ) , b u t  th e  d e s c rip t io n  o f  d ie  e x p la n a n d u m ’s c a u se  w a s  ‘C e \  A s  
M c C a r th y  sa ys: ‘L e t  " (x)(A x  D  B x )” r e p r e s e n t  a n y  l a w  i r r e le v a n t  to  th e  o c c u rr e n c e  
o f  e ’ (p . 1 6 1 ) .  I n  th e  s e c o n d  e x a m p le , d ie  la w  re la te s  b la c k n e s s  a n d  c ro w s , b u t  th e  
c a u s e  o f  o ’s  tu r n in g  b la c k  h a s  n o th in g  to  d o  w ith  th e  la w ; th e  c a u se  o f  o ’s  tu r n in g  
b la c k  is h a v in g  b e e n  im m e r s e d  in  b la c k  p a in t . N o  la w  in  d ie  d e r iv a t io n  r e la te d  
b la o k  p a in t  im m e r s io n  a n d  t u r n in g  b la c k . P e rh a p s  a  b i t  o f  t in k e rin g  is a l l  th a t  is 
n e e d e d . C a n  w e  im p o se  a  fu r th e r  r e q u ire m e n t ,  a n d  t h e re b y  e sc a p e  th e  c o u n te r ­
e x a m p le  to  H e m p a l’s t h e o r y  a s  s u p p le m e n te d  b y  d ie  c a u s a l r e q u ire m e n t?

S u p p o s e  w e  im p o s e  th e  a d d it io n a l r e q u i re m e n t  t h a t  n o t  o n ly  m u s t  th e re  b e  
a  p rem is s  e s s e n tia l to  th e  a r g u m e n t  w h ic h  d e sc rib e s  C ,  t h e  p a rt ic u la r  c a u s e  o f  th e  
e v e n t  to  b e  e x p la in e d ,  b u t  th a t  th e re  a ls o  m u s t  b e  a  la w  p rem is s  e s s e n tia l to  th e  
a r g u m e n t s u c h  t h a t  c (o )  a n d  th e  e v e n t  t o  b e  e x p la in e d , in  th is  c ase , o ’s  tu r n in g  
b la c k , a re  c o v e r e d  b y  that l a w . T h a t  is to  sa y , d ie  la w  i t s e l f  m u s t  n o t  b e  ' ir re le v a n t1; 
i t  m u s t  b r in g  to g e th e r  d ie  e v e n t  to  b e  e x p la in e d  a n d  th e  c a u se  o f  th a t  e v e n t .  T h u s , 
t h e  a d d it io n a l r e le v a n c e '  n e e d e d  c a n  b e  c a s h e d  o u t  as ‘t h e  la w  m u s t  b e  a  c o v e r in g  
la w  w h ic h  c o v e r s  d ie  to k e n  c a u s e  a n d  e f fe c t  m e n tio n e d  in  th e  e x p la n a to r y  a rg u ­
m e n t1. I f  th e re  is o n e  la w  w h ic h  c o v ers  b o th  th e  to k e n  c a u s e  a n d  th e  to k e n  e ffe c t,  
t h e  ta w  w ill  b e  a  c a u s a l law .

W e  m u s t  n o t  re q u ire  th a t  t h e  e x p la n a n d u m  e v e n t  a n d  th e  c a u s e  b e  c o v e r e d  
b y  th e  same la w , as d ie  a b o v e  su ggests. T h is  w o u ld  b e  to o  s tro n g , fo r  s u r e ly  th e re  
a re  o c c a s io n s  o n  w h ic h  w e  c a n  e x p la in  a n  e f fe c t  b y  its  c a u s e  m e d ia te ly ,  r a th e r  
d u n  im m e d ia te ly ,  v ie  tw o  o r  m o r e  la w s . P e rh a p s  w e  s h o u ld  r e q u ire  t h a t  h o w e v e r  
m a n y  la w s  th e r e  a r e , n o t  o n ly  m u s t  d i e  p re m is s e s  c o n ta in  a  d e s c r ip t io n  o f  th e  
c a u s e  o f  d ie  e v e n t  to  b e  e x p la in e d , b u t  th a t  b o th  th e  c a u s e  a n d  th e  e x p la n a n d u m  
e v e n t  m u st b e  c o v e r e d  b y  r e le v a n t  la w s , w h ic h  m a y  r e la te  t h e  c a u s e  w ith  d ie  e ffe c t  
o n ly  m e d ia te ly , s o  th a t  d ie  c a u s e  a n d  e f fe c t  c a n  e a c h  b e  c o v e r e d  b y  a  d i f fe re n t  
la w . N o  d o u b t  a t  le a s t  o n e  o f  d ie  la w s  w i l l  b e  a  c a u s a l  la w ; b u t  i t  w o u ld  b e  to o  
s tro n g  to  r e q u ire  th a t  a l l  o f  t h e  ‘ in te r c o n n e c tin g '  la w s  b e  c a u s a l: I c a n  e x p ta in  d ie  
p e r io d  o f  a  m e ta l  p e n d u lu m  a t  t 1 b y  c i t in g  t h e  fe e t  th a t  h e a t  w a s  a p p lie d  to  d ie  
p e n d u lu m  a t  t ,  t h e  c a u s a l la w  th a t  h e a t  c a u s e s  m e ta l  to  e x p a n d , a n d  th e  (n o n -  
c a u s a l)  la w  th a t  re la te s  th e  le n g th  a n d  p e r io d  o f  a  p e n d u lu m .

E v e n  th is  a d d it io n a l c o n d it io n  w il l  n o t  l e t  u s  d e a l  w ith  M c C a r th y ’s  th ird  c ase ,  
w h ic h  is C' fo ilc '.vs. 1 s h a ll f i rs t  sk e tc h  t h e  th ird  e x a m p le  in fo rm a lly ,  in  o rd e r  to  
m a k e  it  fu l ly  in tu it iv e . S u p p o s e  o ’s  b e in g  F  c a u se s  o  t o  b e  G  O n e  w o u ld  im a g in e  
th a t  th e  e x p la n a tio n  o f  o ’s  b e in g  G  is  o ’s  b e in g  F ,  v ia  t h e  c a u s a l  l a w  ( f o r  l e t  u s  
s u p p o se  th a t  it  is  a  c a u s a l la w )  th a t  w h a te v e r  is  F  is  G .  B u t,  w ith  c e r ta in  o th e r  
a s su m p tio n s  a b o u t  t h e  c a s e , w e  c a n  c o n s t ru c t  a n  a r g u m e n t  w h ic h  m e e ts  a l l  o r  th e  
M ill-H e m p c l c o n d it io n s ,  e v e n  s u p p le m e n te d  i n  aD d ie  re q u ire d  c a u s a l  w a y s  1 h a v e  
su g g e sted , b u t  w h ic h  s ti l l  fo ils  t o  e x p la in .

A s w e  h a v e  a lre a d y  s p e c if ie d ,  o ’s  b e in g  F  c a u s e s  o  to  b e  G .  W h a t  u <  a r e  to  
im a g in e  is  a  c a s e  in  w h ic h  t h e  c a u s e  o f  a n  e v e n t  t o  b e  e x p la in e d  is  a ls o  th e  c a u se  
o f  t h e  p ie d ic t io n  o f  th a t  e v e n t  I f  a  m a c h in e  o f  ty p e  T  is b r o u g h t i n to  c o n ta c t  w ith  
a n  o b je c t  w h ic h  is  F ,  th e  o b je c t ’s  b e in g  F  c a u s e s  th e  m a c h in e  to  p r e d ic t  th a t  the  
o b je c t  is C ,  a s  w e l l  a s  c a u s in g  d ie  o b je c t  t o  b e  G .  M o r e o v e r ,  t h e  m a c h in e s  a r e  to



b e  o f  type T ,  w h ic h  a re  ' in fa l lib le  p red ic to rs ':  i f  it  p re d ic ts  d ra t an  o b je c t  is  G ,  it 
fo llo w »  th a t th e  o b je c t  is  G .  W e  c a n  n o w  o b ta in  th e  fo l lo w in g  a r g u m e n t,  no tin g  
th a t  (2 )  states a  c au sa l la w :

1 if  a machine is of tjp« T  and if it predicts that an obiect is C, it follows that the
object is G.

2 If an object is F, and if a machine of type T  is in the right relationship with tha
object, tha machine will predict that the object is G.

5 Object o is F.
4 The machine of type T  is in the right relationship with object o.
5 Object o is G.

T h is  a rg u m e n t m e a ts  a ll  th e  c o n d it io n s  w e  h a v e  la id  d o w n . T h e  p rem is ses  in c lu d e  
e sse n tia lly  a d e s c rip tio n  o f  th e  c au se  o f  o 's b e in g  G. n a m e ly  o ’s b e in g  F . F u rth e r, 
d ie  p rem isses in c lu d e  law s w h ic h  c o v e r  a n d  c o n n e c t  th e  c a u se  a n d  e ffe c t ,  a n d  at 
le a s t  o n e  o f  w h io h  is a c a u s a l law . B u t  s t i l l,  i  b e lie v e , th e  a rg u m e n t is  n o t  an  
e x p la n a tio n  o f  w h y  o  is G .  T h e  o b je c t  o  is G  because i t  is F ,  a n d  n o th in g  in  the  
d e riv a tio n  r e fle c ts  this.

1 6 .  M y  su g g e stio n  fo r  re m e d y in g  t h e  d i f f ic u lty  M c C a r th y  p o in ts  o u t  is ta k e n  f rom , 
o r  a n y w a y  in sp ire d  by , P e te r  A c h in s te in , op. at.,  p p . 1 5 9 - 6 2 ,  188-92.
17 . T h is  id ea  is c lo se  to  P e te r  A c h in ste in 's  c o n c e p tio n  o f  a  c o m p le te  c o n t e n t  
g iv in g  p ro p o s itio n . I d o  n o t  b e lie v e , th o u g h , th a t a n y  p u r e ly  g ra m m a tic a l c h arac ­
te r iz a tio n  o f  th is  id ea  is p o ss ib le . S e e  P e te r  A c h in s te in . ib id ., pp. 2 8 - 4 8 ,  a n d  m y  
re v ie w  o f  h is  b o o k  in  th e  B r it is h  foum al for th e  Philosophy o f  S c ie n c e , v o L  5 7 ,  
1 9 8 6 ,  p p . 5 7 7 - 8 4 .

1 8 .  T h a t  th e re  m u s t  b e  a  la w lik e  g e n e ra liz a t io n  a m o n g  th e  p rem is ses  in  a n  ex­
p la n a to ry  a r g u m e n t  d o e s  n o t  fo l lo w  s im p ly  fr o m  th e  a s s u m p tio n  th a t e x p la n a tio n s  
a r e  a rg u m e n ts , f o r  th e re  a r e  s o u n d  a rg u m e n ts  seid) n o  s u c h  p rem iss. B u t  th e  ad ­
d i t io n a l as su m p tio n s  th a t  w o u ld  b e  n e e d e d  in  th e  c a s e  o f  a ig u m e n ts  th a t  a re  
e x p la n a tio n s  a r e  s tra ig h tfo rw a rd  a n d  u n c o n tro v c rssa l to  t h e  q u e s t io n  a t  h a n d .

1 9 .  G i lb e r t  R y le ,  ' "If,”  " S o ."  a n d  " B e ca u se "  in  M a x  B la c k , ed_, P h ilo s o p h ica l 
A nalysis: A C o l le c t io n  o f  E ssays, P r e n tic e -H a ll.  E n g le w o o d  C l i f t ,  N J , 1 9 6 5 ,  
p p . 5 0 2 - 1 8 ;  M ic h a e l  S c  r iv e n ,  in  a  se rie s  o f  c o n tr ib u tio n s , b u t  p e rh a p s  e s p e c ia lly  
in  'T ru is m s  a s  th e  G r o u n d s  f o r  H is to rica l E x p lan a tio n s ' in  T h eories o f  H istory , e d .  
P a trick  G a rd in e r ,  F r e e  P ress, N e w  Y o rk , 1 9 5 9 .  pp. 4 4 5 - 7 5  ( s e e  p .  4 4 6 ;  p a g e  r e f ­
e re n c e s  in  th e  te x t a r e  to  ‘ T ru is m s  ■ . W e s le y  S a lm o n ,  'A  T h i r d  D o g m a  o f 
E m p iric ism ', p p . 1 5 8 - 9 ;  P e te r  A c h in s te in ,  o p . a t ,  p p . 8 1 —3 ,  a n d  a ls o  in  ‘ T h e  
O b je c t  o f  E x p la n a tio n ', in  E xplana tion , e d . S te p h a n  K ö rn e r ,  B la c k w e ll,  O x fo rd , 
1 9 7 5 ,  p p . 1 - 4 5 .

2 0 . S e e  T h o m a s  N ickJes, 'D a v id so n  o n  E x p la n a tio n ’,  P h i lo s o p h ic a l  S tu d io s , voL  
5 1 ,  1 9 7 7 ,  p p . 1 4 1 - 5 ,  w h e r e  th e  id ea  th a t  ‘s tr ic t’  c o v e r in g  la w s  m a y  b e  'n on -  
e x p la n a to ry ’  is  d e v e lo p e d

2 1 .  S c r iv e n ’s  d is t in c t io n  is  s im i la r  to  D o n a ld  D a v id s o n ’s , b e tw e e n  h o m o n o m ic  
a n d  h e te r o n o m ic  g e n e ra liz a t io n s . S e e  D a v id s o n , "M ental E v e n ts ’,  re p r in te d  in  h is  
E ssays o n  A ctions e n d  E ve n ts , O x fo rd  U n iv e rs ity  P ress, O x fo rd , 1 9 8 0 ,  p p . 2 0 7 - 2 7 ;  
se e  e s p e c ia lly  p p . 2 1 8 —2 0 .
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2 2  N o te  th a t t  sa y  . . th a t  th e  fo l lo w in g  is a fu l l  e x p la n a tio n ’. I t  is n o  p a r t  c f  
m y  v ie w  th a t  th e re  c a n  b e  a t  m o s t  o n ly  o n e  fu l l  e x p la n a tio n  fo r  a s in g u la r  fact. 
T o  ta k e  ju s t o n e  p o ss ib ility ; s u p p o s e  o n e  w a n ts  t o  e x p la in  w h y  o  is G .  S u p p o s e  it 
is a la w  th a t  a l l  D  a r e  F ,  a n d  a la w  th a t  a l l  F  a re  G .  T h e  fa c t  th a t  o  is G  c a n  b e  
fu l ly  e x p la in e d  b o th  b y  d ie  fa c t  th a t  o  is F ,  a n d  th e  fa c t  th a t  o  is D .

2 3 .  1 d o  n o t  d e n y  th a t  th e re  c a n  b e  c ases o f  e x p la n a tio n  in  w h ic h  e x p la n a to ry  
r e le v a n c e  is b o rn e  b y  n a m e s. . . . B u t  I d o  n o t  d e a l w ith  th e se  case s h e re .

2 4 .  D a v id  H u m e , A  Treatise o f  Hum an  N a tu re , e d . L .A . S e lb y -B tg g e , O x fo rd  U n i­
v e rs ity  P ress, O x fo rd , 1 9 6 5 ,  p . 8 8 .  I th in k  th a t  m u c h  o f  th e  m o tiv a t io n  fo r  the  
in c lu s io n  o f  a  g e n e ra l iz a t io n  in  e v e ry  fu l l  e x p la n a tio n  s te m s f r o m  th e  H u m e ia n  
an a ly s is  o f  c a u s a tio n .

2 5 . S e e  M ic h a e l  F r ie d m a n , 'T h e o re t ic a l  E x p la n a tio n ’, in  R ed u ctio n , T im e, and 
Reality , ed . R ic h a r d  H ea3ey, C a m b r id g e  U n iv e rs ity  P ress, C a m b r id g e ,  1 9 8 1 ,  
p p . 1 - 1 6 .  S e e  a l i o  h is  ‘E x p la n a tio n  a n d  S c ie n t if ic  U n d e rs ta n d in g ’, Journal c f  
P h ilo s o p h y , v o l. L X X 1 . 1 9 7 4 ,  p p . 5 - 1 9 ,  a n d  th e  r e p ly  b y  P h i l ip  K itc h e r ,  ‘E xp la­
n a tio n ,  C o n ju n c t io n ,  a n d  U n if ic a t io n ' ,  Journal o f  P h ilo s o p h y , v o l. L2QOII, 1 9 7 6 .  
p p . 2 0 7 - 1 2 .



P ir n s  R R a il t o n

A Deductive-Nomological 

M odel o f Probabilistic 

E xplanation

Wliat i( some tilings happen by chance—can they nonetheless be ex­
plained? I low?

Some things do happen by chance, according to the dominant inter­
pretation of our present physical theory, the probabilistic interpretation of 
quantum mechanics. Nonetheless, they can be explained by that the­
ory', in virtually the same way as deterministic phenomena—deductive- 
nomologically. At least, that is what I hope to show in this essay

Our universe may not be deterministic, but all is not chaos. It is 
governed by laws of two kinds; probabilistic (such as the laws concern­
ing barrier penetration and certain other quantum phenomena) and non- 
probabil istic (such as the laws of conservation of mass-energy, charge, mo­
mentum, etc.).1 Were the probabilism of laws of the first sort remediable 
by suitable elaboration of laws of the second sort, the universe would be 
deterministic after all, and the problem of explaining chance phenomena 
would no longer be with us. However, indications are that physical in­
determinism is irremediable, and that the universe exhibits not only 
chances, but lawful chances. I will argue that we come to understand 
chance phenomena, even when the chance involved is extremely remote, 
by subsuming them under these irremediably probabilistic laws

1 | Introductory Remarks on Explanation

Do 1 offer a deductive-nomological (D-N) model of probabilistic expla­
nation because I believe that nomic subsumption always explains?—No 
There are familiar-enough kinds of non-explanatory D-N arguments, for 
example, those that deduce the explanandum from nomically-related 
symptoms or after-the-fact conditions alone, citing no causes.

From Philosophy o f  Science 45 (1978); 206-26
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Yet it will not do simply to add to the D-N model a requirement that 
the explanans contain causes whenever (he explanandum is a particular 
fad hirst, some particular facts may be explained non-causally, for ex- 
jmple, by subsumption under stnictural laws such as the Pauli exclusion 
principle.” Second, even where causal explanation is called for, the exis­
tence of general, causal laws that cover the explanandum has not always 
been sufficient for explanation, the search for explanation has also taken 
the form of a search for mechanisms that underlie these laws. ‘Mecha­
nisms,' however, is not meant to suggest a parochial attitude toward the 
noniit connections—deterministic or otherwise—that tie the world to­
gether and make explanation possible.

An example may help clarify the notion of mechanism appealed to 
here The following D-N argument suffices to forecast that nasty weather 
lies ahead, but not to explain w h y this is so

S The glass is falling.
Whenever the glass falls the weather turns bad. * *
The weather will turn bad ([5], p, 106)

Nov nothing works like a barometer for predicting the weather, but noth­
ing like a barometer works for changing it So it is often maintained that 
(S) lacks explanatory efficacy because barometers lack the appropriate 
causal efficacy. The following inference, then, remedies the lack of the 
first because “it proves that the fact is a fact by citing causes arid not mere 
symptoms” ([5], p 107):

C The glass is falling.
Whenever the glass is falling the atmospheric pressure is falling.
Whenever the atmospheric pressure is falling the weather turns
bad.__________________________________________
The weather will turn bad. ([5], p. 106)

* The Pauli exclusion principle was discovered in 1925 by Wolfgang Pauli 
11900-58). It says that no two electrons can have the same set of quantum numbers 
or, in other words, that no two electrons can be in the same quantum state 
Originally formulated for electrons, the exclusion principle is now known to apply 
to all fermions (particles having half-integer spin). Among other things, it explains 
why the electrons surrounding the nuclei of different elements are arranged in 
shells rather than all occupying the state of lowest energy closest to the nucleus 
As Railton points out, this kind of explanation is not causal the principle is a 
purely formal or structural law. Other structural laws include the conservation 
principles of energy and momentum, Einstein’s principle that the velocity of light 
is constant in all inertial frames, and the second law of thermodynamics.



Yet as explanations go, (C) is also lacking: we remain in the dark as 
to why the weather will turn bad. No connection between cause and effect, 
no mechanism by which falling atmospheric pressure produces a change 
for the worse in the weather, has been revealed. I do not doubt that some 
account of this mechanism exists; my point is that its existence is what 
makes (C) superior to (S) for explanatory purposes

(C), if moderated by boundary conditions and put less qualitatively, 
would supply us the capability to predict and control the weather (when­
ever, as m a laboratory simulator, w'e can manipulate the atmospheric 
pressure). While prediction and control may exhaust our practical prob­
lems in the natural world, the unsatisfactoriness of (C) shows that ex­
planation is an activity not wholly practical in purpose. The goal of 
understanding the world is a theoretical goal, and if the world is a 
machine—a vast arrangement of nomic connections—then our theory 
ought to give us some insight into the structure and w orkings of the mech­
anism, above and beyond the capability' of predicting and controlling its 
outcomes. Until supplemented with an account of the nomic links con­
necting changes in atmospheric pressure to changes in the weather, (C) 
will explain but poorly Knowing enough to subsume an event under the 
right kind of laws is not, therefore, tantamount to knowing the how or why 
of it. As the explanatory inadequacies of successful practical disciplines 
remind us: explanations must be more than potentially-predictive infer­
ences or law-invoking recipes.

Is the deductive-nomological model of explanation therefore unac­
ceptable?—No, just incomplete. Calling for an account of the mechanism 
leaves open the nature of that account, and as far as 1 can see, the model 
explanations offered in scientific texts are D-N when complete, D-N 
sketches when not. What is being urged is that D-N explanations making 
use of true, general, causal laws may legitimately be regarded as unsatis­
factory unless we can back them up with an account of the mechanism(s) 
at work. “An account of the mechanism(s)” is a vague notion, and one 
obviously admitting of degrees of thoroughness, but I will not have much 
to say here by way of demystification. If one sees what is lacking in (C)— 
a characterization, whether sketchy or blow-by-blow, of how it is that de­
clining atmospheric pressure effects the changes we describe as “a 
worsening of the weather,” that is, a more or less complete filling-in of 
the links in the causal chains—one has the rough idea.

The D-N probabilistic explanations to be given below do not explain 
by giving a deductive argument terminating in the explanandum, for it 
will be a matter of chance, resisting all but ex post facto demonstration. 
Rather, these explanations subsume a fact in the sense of giving a D-N 
account of the chance mechanism responsible for it, and showing that 
our theory implies the existence of some physical possibility, however 
small, that this mechanism will produce the explanandum in the circum­
stances given. I hope the remarks just made about the importance of re-

748 | Cil 6 Modkls of Explanation
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sealing mechanisms have eased the way for an account of probabilistic 
explanation that focuses on the indeterministic mechanisms at work, rather 
than the "nonnc expectabihty” of the explanandum

- | Hempel’s Inductive-Statistical Model

For lleinpel, a statistical explanation (what is called elsewhere in this 
paper 'a probabilistic explanation') is one that “makes essential use of at 
least one law or theoretical principle of statistical form” ((3), p. 380) Since 
llempel distinguishes between statistical laws and mere statistical gener­
alizations, and asserts that the former apply only where “peculiar, namely 
probabilistic, modes of connection” exist among the phenomena ([3), 
p 377), his characterization permits statistical explanation only of genu- 
meh indeterministic processes2 Were some process to have the appear­
ance of indeterminism owing to arcane workings or uncontrolled initial 
conditions, then no “peculiar probabilistic” modes of connection 
would figure essentially in explaining this “pseudo-random” process’s out­
comes Not only would statistical explanation be unnecessary for such a 
process, it would be impossible- no probabilistic laws would govern it.

For example, it has been observed that 99% of all cases of infectious 
mononucleosis involve lymph-gland swelling. The exceptions might be 
due to a process that randomly misfires 1% of the tune Or, they might 
arise from the operation of an unknown deterministic mechanism that 
works to inhibit swelling whenever a patient begins in a particular initial 
condition, which as a mere matter of fact is typical of 1% of the popula­
tion If initial conditions could be partitioned into two mutually exclusive 
and |ointlv exhaustive classes S and -S, such that all Ss by law eventually 
develop swelling, and all -Ss do not, the generalization “99% of all cases 
of infectious mononucleosis develop lymph-gland swelling” would have 
been shown to be no law, but merely a descriptive report of obserxed 
relative frequencies No law, it cannot support a statistical explanation. 
But discovering it not to be a law is just discovering that statistical expla­
nation is uncalled for, since each case of mononucleosis will have been 
of type S or type -S from the outset

On the other hand, suppose that no such partition of initial conditions 
exists Then the presence or absence of swelling is presumably due to a 
peculiar . . . probabilistic” connection between disease and symptom, 
that is, a real causal indeterminism with probability 99 in each case to 
produce swelling. The generalization in question would thus be nomo- 
logical, creating both the possibility and the necessity of statistical expla­
nation.

Given such genuine statistical laws, how does Hempel claim statistical 
explanation should proceed? He begins his account by distinguishing two
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sorts of statistical explanation. The first, deductive-statistical (D-S) ex­
planation, involves “the deductive subsumption of a narrow statistical uni­
formity under more comprehensive ones” ([3], p. 380). The second, he 
argues, is of a qualitatively different sort:

Ultimately . . statistical laws are meant to be applied to particular occur­
rences and to establish explanatory and predictive connections among them
([31. p 381)

To make such laws relevant to “particular occurrences,” Hempel believes 
we must go beyond the reach of deduction, and so he proposes an induc­
tive model of statistical explanation.

Inductive-statistical (I-S) explanation proceeds by adducing statistical 
laws and associated initial conditions relative to which the explanandum 
is highly probable. High relative probability is required because, on Hem- 
pel’s view, statistical laws become explanatorily relevant to an individual 
chance event only by giving us a basis upon which to inductively infer its 
occurrence with "practical certainty ” Yet although an 1-S explanation 
shows the explanandum to have been “nomically expectable” relative to 
the explanans, it does not permit detachment of a conclusion; it is less an 
inference than the expression of an inferential relationship: the expla­
nandum receives a high degree of epistemic support from the explanans. 
If, for example, we learn that Jones has contracted infectious mononucle­
osis, we may infer with practical certainty that he will develop lymph- 
gland swelling. The same inference serves as an I-S explanation of the 
swelling, should it occur. Should it not occur, we would have no expla­
nation for this, on Hempel's model.

However, further investigation of Jones’ medical history might reveal 
that he suffered mononucleosis once before, and failed to develop any 
swelling. Let us suppose that such individuals have a much higher than 
normal probability' of not showing swelling in any later bouts with mo­
nonucleosis, say .9 rather than .01. This new law and new information 
about Jones together permit an inference with practical certainty to the 
conclusion that he will not develop swelling, and thus support a cone- 
sponding 1-S explanation. Relative to these new facts, however, no 1-S 
explanation would be available should Jones, improbably, develop swell­
ing. What are we to say now about tire previous 1-S explanation, which 
had just the opposite result? Hempel would reject it as no longer maxi­
mally specific relative to what we believe about Jones’ case. The require­
ment of maximal specificity is a complicated affair,’ but the basic idea is 
that we refer each case to the narrowest class of cases to which our present 
beliefs assign it in which the explanandum has a characteristically different 
probability In Jones’ case, the narrower class is clearly the class of those 
contracting mononucleosis for a second time who failed to develop lymph- 
gland swelling the first time.



If more information about Jones or new discoveries about mononu­
cleosis turn up, we may be forced to move on to still another explanation 
1-S explanations must be relativized to our current "epistemic situation," 
and are subject to change along with it. Hempel notes that this sets off 
I-S explanations from D-N and D-S explanations in a fundamental way:

. the concept of statistical explanation for particular events is essentially 
relative to a given knowledge situation as represented by a class K of accepted 

statements. . [W)e can significantly speak of tme D-N and D-S explanations 
they are those potential D-N and D-S explanations whose premises (and 
hence also conclusions) are true—no matter whether this happens to be 
known or believed, and thus no matter whether the premises are included in
K. But this idea has no significant analogue for 1-S explanation. . ((3], 
pp 402-3)

On Hempel’s view, neither of the two contradictory explanations concern­
ing Jones contains false premises, and the explananda in each case do 
indeed receive the degree of support indicated It is just that we no longer 
regard the evidential relationship expressed by the first as explanatorily 
relevant. Were Jones to develop swelling after all, it would now have to 
be regarded as inexplicable.

What I take to be the two most bothersome features of 1-S arguments 
as models for statistical explanation—the requirement of high probability 
and the explicit relativization to our present epistemic situation (bringing 
with it an exclusion of questions about the truth of 1-S explanations) — 
derive from the inductive character of such inferences, not from the nature 
of statistical explanation itself. If a non-inductive model for the statistical 
explanation of particular facts is given, there need be no temptation to 
require high probability or exclude truth.
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3 | Jeffrey’s Criticism of I-S Explanation

Richard C. Jeffrey has criticized Hempel’s account on the grounds that 
statistical explanation is not a form of inference at all, except when the 
probability of the explanandum is “so high as to allow us to reason, in 
any decision problem, as if its probability were 1” ([5], p. 105). For such 
exceptional, “beautiful” cases, Jeffrey accepts I-S inferences as explanatory 
because they provide virtual “proof that the phenomenon does take place”
(15], P. 106).

For unbeautiful cases, there is no way of proving (in advance) that 
the explanandum phenomenon will occur. According to Jeffrey, the ex­
planation w h y such unbeauties come to be is a curt “By chance." He has 
more to say on h o w  they come about:
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. . . in the statistical case 1 find it strained to speak of knowledge why Ihr 
outcome is such-and-such. I would rather speak of underulaiuling llie prw m , 

for the explanation is the same no matter what the outcome: it consists of u 
statement that the process is a stochastic one, following such-and-such a law,'1
(f5|, P- 24)

Jeffrey is surely right, as against Hempel, that probable and improb­
able outcomes of indeterministic processes are equally explicable, and ex­
plicable in the same way. After all, why should it be explicable that a 
genuinely random wheel of fortune with 99 red stops and 1 black slop 
came to a halt on red, but inexplicable that it halted on black? Worse, on 
Hempel’s view, halting at any p a r t ic u la r  stop would be inexplicable, even 
though the wheel must halt at some particular stop in order to yield the 
explicable outcome red.

But I fail to see how Jeffrey can defend his exemption of beautiful 
cases against a similar line of argument. If the burden in statistical expla­
nation really lies with “ u n d e rs ta n d in g  th e  p ro cess . . . no matter what the 
outcome,” then why should it matter whether the outcome is so highly 
probable “as to allow us to reason, in a n y  decision problem, as if its prol>- 
ability were 1?” The neglect Jeffrey shows here toward minute chances is 
appropriate for the practical task of decision-making (and perhaps ex­
plained by his generally subjectivist approach to probability), but we must 
not overlook them in the not-entirely-practical task of explaining. Virtually 
impossible events may occur, and they deserve and can receive the same 
explanation as the merely improbable or the virtually certain.

4 | A D-N Model of Probabilistic Explanation

I will present my account of probabilistic explanation by developing 
an example of just such “practically negligible”—but physically real 
and lawful—chance: alpha-decay in long-lived radioactive elements. Tie 
mean-life of the more stable radionuclides is so long as to make the prob­
ability for any particular nucleus of such an element to decay during our 
lifetimes effectively zero. But our nuclear theory shows that it is not zero, 
and explains how such rarities can occur.

On the account offered here, probabilistic explanations will be either 
true or false independent of our epistemic situation. Moreover, to explain, 
they must be true. Here I am following Hempel’s usage in calling an 
explanatory argument true just in case it is valid and its premises are true 
([3], p. 338). Such an explanation will n o t be true if the probabilistic laws 
it invokes are not true; in particular, it will not be true unless the process 
responsible for the explanandum is genuinely indeterministic. If alpha- 
decay is to serve as our paradigm for probabilistic explanation, we must
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be correct in assuming that the probabilistic wave-mechanical account of 
particle transmission through the nuclear potential barrier tells us all there 
is to know about the cause of alpha-decay. At least, it must be true that 
there arc no hidden variables characterizing unknown initial conditions 
that suffice to account for alpha-decay deterministically. However, 1 take 
it to be uncontrovcrsial that alpha-decay is an indeterministic process, if 
am is.

Let us suppose that we are given an individual instance of alpha-decay 
to explain: a nucleus of radionuclide uranium218, call it V , has emitted 
an alpha-particle during the time interval lasting from t„ to t„ + 0, where 
9 is very small and expressed in standard units Since the mean-life of U218 
is 6.5 x 10" years, the probability of observing a decay by u during this 
interval is exceedingly small, but unquestionably exists (witness the decay). 
This probability' can be given precisely by using the radioactive decay 
constant \,,B characteristic of all atoms of U2,N. Significantly, we need not 
know when in the course of the history of u time t„ occurs: the probability 
of decay is unaffected by the age of the atom. Therefore, as long as decay 
has not yet occurred, individual “trials’’—consisting of observing a single 
isolated radioactive nucleus for successive intervals of the same length — 
are statistically independent. Using these two facts we can determine the 
probability' of decay for individual nuclei during any time interval chosen: 
it will be 1 minus the probability that any such nucleus su rv iv es the in­
terval intact; for u , (1 -  exp(- \2,s • 6)).”

To obtain experimental confirmation of this value, we infer fro m  the 
probability' to decay of individual nuclei to statistical features of sample 
populations of nuclei, for example, half-life and mean-life. These predicted 
statistical features are then checked against actual observed relative fre­
quencies in large populations over long intervals. P h y s ic a l probabilities of 
the sort being considered here are therefore to be contrasted with s ta t is t ic a l  

probabilities; the former express the strength of a certain physical pos­
sibility for a given system, while the latter reduce to claims about the 
(limiting) relative frequencies of traits in sample populations. Much well- 
founded doubt has been expressed about the applicability of statistical 
probabilities to single cases, but physical probabilities are lo c a te d  in the 
features of the single case. Therefore, we can understand our nuclear 
theory as implying strictly universal (physical) probability-attributing laws 
of the form:

(1) All nuclei of radioelement E have probability (1 -  exp( -  XK • f)) 
to emit an alpha-particle during any time interval of length t, 

unless subjected to environmental radiation. *

* In this exponential decay formula, exp stands for e, the base of natural logarithms. 
Thus, the formula should be read as: 1 minus e raised to the power of minus 
lambda times theta.
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Because schema (1) is universal in form, its instances are candidates 
for law premises in deductive-nomological inferences concerning individ­
ual nuclei. Thus, for u:

2 a All nuclei of U2i8 have probability (I -  exp( — X.,,s ■ 9)) to emit
an alpha-particle during any interval of length 8, unless sub­
jected to environmental radiation, 

b u was a nucleus of U:5S at time f0, and was subjected to no 
environmental radiation before or during the interval f„ -
U.. + 6)_____________________________________

c u had probability (1 -  exp( -  X2,s • 0)) to emit an alpha-particle 
during the interval t„ -  (t„ + 9).

(2) , it appears, gives a D-N explanation only of the fact that u had such- 
and-such a probability to decay during the interval in question, but we 
should look a bit closer. I submit that (2), when supplemented as follows, 
is the probabilistic explanation of u's decay:

3 A derivation of (2a) from our theoretical account of the mecha­
nism at work in alpha-decay.
The D-N inference (2).
A parenthetic addendum to the effect that u did alpha-decay dur­
ing the interval t0 -  (f0 + 9).

Am I merely making a virtue of necessity, and saying that since (3) 
contains all we can say about u's decay, (3) must explain it? In fact, there 
is a great deal more we could say about u's decay. Deliberately left out of
(3) are innumerable details about the experimental apparatus (tempera­
ture, pressure, location, etc.), about the beliefs and expectations of those 
monitoring the experiment, and about the epistemic position of the sci­
entific community at the time. These facts are omitted as explanatorily 
irrelevant to u’s decay because they are causally irrelevant to the physical 
possibility for decay that obtained during the interval in question, and to 
whether or not that possibility was realized.5 A full account of these notions 
of explanatory and causal relevance is not possible here, so instead I will 
go on to argue that what (3) comprises is explanatorily relevant, and ex­
planatory.

I must begin this task with a defense of the nomological status of (2a), 
and of die legitimacy of treating it as a covering law for u's decay. The 
following criterion of nomologicality will be used: a law is a universal 
truth derivable from our theory without appeal to particular facts. This 
criterion of course lacks generality (what counts as theory if not the laws 
themselves?), fails to segregate natural from logical laws, picks out only so- 
called “universal” (as opposed to “local”) laws, and is entirely too vague
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|„,w to distinguish "particular facts" from the rest’  But 1 trust it will do
l,,r now The motive for excluding particular facts' is that some true. 
niin.frs.i l  statements derivable from our theory p lu s  particular facts svould 
,„>1 normally be regarded as universal laws, but would at best be local 
laws. ’ for example, “All H o m o  n e a n d e rth a le n s is  live during the late Pleis­
tocene age

I lie generalization in question here, (2a). is derived bv solving the 
St hrodingcr wave equation for an alpha-particle of energy *= 4.2 MeY for 
tlie potential regions in and around the nucleus of an element with atomic 
number 92 and atomic weight 238, none of which are ' particular facts," 
plus some simplifying assumptions about the structure of the nucleus arid 
the distinctness of the alpha-particle within it prior to decay While it is 
loibiddcn by classical physics for a low-energy particle like the ~ 4.2 McV 
alpha particle associated with U2*'' to pass through the 24 2 \IeV potential 
harrier surrounding so massive a nucleus, the quantum theory predicts 
that the probability amplitude for finding such an alpha-particle outside 
the potential barrier is non-zero Thus a transmission coefficient for I 
alpha-particles is determined, which, given certain simplifying assumptions 
about the goings-on inside the nucleus, yields the probability that such a 
particle will tunnel out of the potential well “per unit time for one nu­
cleus," namely, \2,8 ([1|, p 175). (2a) thus neither reports a summary ol 
past observations nor expresses a mere statistical uniformity that scattered 
initial conditions would lead us to anticipate Instead, it is a law of irre- 
ducibly probabilistic form, assigning definite, physically determined prolv 
abilities to individual systems.

It follows that the derivation of conclusions from i2a) by universal 
instantiation and m o d u s  p o n e n s  is unexceptionable.* Were (2a) but a sta­
tistical generalization, properly understood as meaning "(1 — expt— A,,* - 
0)).\! of U2,s nuclei in samples of sufficiently large size *Y, on average, 
decay during the interval f0 — (i„ + 6)," it could not undergo universal 
instantiation, and would not permit detachment of a conclusion about the 
probability obtaining in a single case.

Further, if the wave equation does indeed tell us all there is to know 
about the mechanism involved in nuclear barrier penetration, it follows 
that nothing more can be said to explain why the observed decay of u 
took place, once we have shown how (2a) is derived from our account of 
this mechanism, and established that (2) is valid and that (3j's parenthetic 
addendum is true.

Still, does (3) explain why the decay took place? It does not explain 
why the decay h a d  to take place, nor does it explain why the decay c o u ld  
be ex p ected  to take place. And a good thing, too: there is no h a d  to  o r  
cou ld  b e  e x p e c te d  to about the decay to explain—it is not only a cliance

' See the discussion o f this derivation on page 795
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event, but a very improbable one. (?) does explain why the decay improb­
ably took place, which is how it did (?) accomplishes this by demonstrat­
ing that there existed at the time a small but definite physical possibility 
of decay, and noting that, by chance, this possibility was realized. !he 
derivation of (2a) that begins (?) shows, by assimilating alpha-decay to the 
chance process of potential barrier tunneling, how this possibility comes 
to exist. If alpha-decays are chance phenomena of the sort described, then 
once our theory has achieved all that (?) involves, it has explained them 
to the hilt, however unsettling this may be to a prion intuitions. To insist 
upon stricter subsumption of the explanandum is not merely to demand 
what (alas) cannot be, but what decidedly should not be: sufficient reason 
that one probability rather than another be realized, that is, chances with­
out chance

Because of the peculiar nature of chance phenomena, it is explana­
torily relevant whether the probability m question was realized, even 
though there is no before-the-fact explanatory argum ent, deductive or in­
ductive, to this conclusion. Indeed, it is the absence of such an argument 
that makes a place in probabilistic explanation for a parenthetic addendum 
concerning whether the possibility' became actual in the circumstances 
given These addenda may offend those who believe that explanations 
must always be arguments, but at the most general lev el explanations are 
accounts, not arguments It so happens that for deterministic phenomena 
inferences of a particular kind—D-N arguments meeting the desiderata 
suggested in section 1—are explanatory accounts, and this for good rea­
sons. However, indeterministic phenomena are a different matter, and 
explanatory accounts of them must be different as well. If the present 
model is accepted, then almost all of the explanatory burden in probabi­
listic explanation can be placed on deductive arguments—those charac­
terizing the indeterministic mechanism and those attributing a certain 
probability to the explanandum. But these arguments leave out a crucial 
part of the story, did the chance fact obtain?

The parenthetic addendum fills this gap in the account, and com­
municates information that is relevant to the causal origin of the expla- 
nandum by telling us that it came about as the realization of a particular 
physical possibility. Further, it permits us to chain probabilistic explana­
tions together to make more comprehensive explanations, in which each 
link is able to bear the full explanatory burden for the fact it covers, and 
is capable of leading us on to the next fact in the causal sequence being 
explained. From (2) alone w;e cannot move directly to an account of what 
the alpha-particle did to a nearby photographic plate, but only to a prob­
ability' (and a miserably low one) that this account will be true. The par­
enthetic addendum to (?) furnishes a non-probabilistic premise from 
which to begin an account of the condition of the photographic plate- the 
occurrence of an alpha-decay in the vicinity. Dropping off the addendum 
leaves an explanation, but it is a D-N explanation of the occurrence of a
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particular probability, not a probabilistic explanation of the occurrence of 
a particular decay.

The scheme for probabilistic explanation of particular chance facts by 
nomic subsumption that is being offered here, the deductive-nornological- 

probabihstic (D-N-P) model, is this. First we display (or truthfully claim 
an ability to display) a derivation from our theory of a law of essentially 
probabilistic form, complete with an account of how the law applies to 
the deterministic process in question. The derived law is of the form.*

4a (0(x)(F„, -+ Prob (C)M = p]

“At any time, anything that is F  has probability p  to be G "

Next, we adduce the relevant fact(s) about the case at hand, e:

«»> F'.,n
“ e is F  at time t„,” 

and draw the obvious conclusion:

4c Prob(G)c 1(| = p

“ e has probability p  to be G at time t „ ."

To which we add parenthetically, and according to how things turn out

4d (C,,0/ -C t, 0)
“(c did/did not become G at f„).”

Whether a D-N-P explanation is true w-ill depend solely upon the 
truth-values of its premises and addendum, and the validity of its logic. I 
leave open what becomes of a D-N-P explanation that contains true laws, 
initial facts, and addendum, but botches the theoretical account of the 
laws invoked Let us simply say that the more botched, the less satisfactory 
the explanation.

The law premise (4a) will be true if all things at all times satisfy the 
conditional ‘F ,  , —> Prob(G),, = p ', using whatever reading of ' we 
decide upon for the analysis of natural laws in general It will be false if 
there exists a partition of the Fs into those with ph ysica l probability r to 
be G and those with p h y sic a l probability s to be G, where s ¥= t ^  p. 
Such a partition might exist according to some other interpretation of 
probability, but this would not affect the truth of (4a). For example, sup­
pose that a coin toss meeting certain specifications is an indeterministic 
event with probability V2 of yielding heads. We now perform the experi­
ment of repeating such a toss a great many times. Curiously, all and only

' We have changed Railton's notation for the universal quantifier.
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even numbered tosses yield heads This result supplies certain frequentists 
with grounds for saying that Prob(heads, even-numbered toss) = 1, while 
Probfheads, odd-numbered toss) = 0/' But because all tosses met the spec­
ification laid down, the probability of heads was the same, V2 , on each 
toss, despite the curious behavior. Such behavior may make us suspicious 
of our original claims about the indeterminacy of the process or about the 
physical probability it has of producing heads, but is no proof against them 
Indeed, the original probability attribution requires us to assign a definite 
physical probability to just such an untoward sequence of outcomes, the 
occurrence of which therefore hardly contradicts this attribution

The particular fact premise (4b) will be true iff [if and only if] e is 
an F during the time in question, and not either an F* (with probability 
r p  to be G) or an F** (with probability q = p  to be G, but unlike an 
F in other respects). Using the (let us say) true law that all F*’s have 
probability' q = p  to be C, and the falsehood that e is an F**, we could 
derive a true conclusion, indistinguishable from (4c). Hence the require­
ment that the prem ises be true if the argument is to explain, and if we 
reason logically from true premises, the conclusion will take care of itself.

5 I Epistemic Relativity and Maximal Specificity 
Disowned

Have 1 kept my promise to give an account of probabilistic explanation 
free from relativization to our present epistemic situation?

Let us return to explanation (3), and admit that it is not the whole 
story: 23% of the alpha-particles emitted by U2,li have kinetic energy 
4.13 MeV, while the remaining 77% have 4.18 MeV. Therefore there are 
two different decay constants, V],1’ and both are distinct from X2,„ 
used in (3). Hence we must be quite careful in stating what exactly (3) 
explains It does not explain the particular event observed, for this was 
either a 4 13 or a 4 18 MeV decay, neither of which has probability' A,,s 
in unit time. Instead, (3) explains the particular fa ct a b o u t the event ob­
served that we set out to explain, namely, that an alpha-decay with unspe­
cified energy (or direction, or angular momentum, etc.) took place at 
nucleus u during the time interval in question. This fact does have prob­
ability \2,„ of obtaining in unit time, representing the sum of the two 
energy-correlated probabilities with which such a decay might occur.

If we should learn that the decay of u was of a 4 18 MeV alpha- 
particle, an explanation of this fact would have to be referred to the more 
specific class of decays with probability X.2,‘J in unit time Is the maximal 
specificity requirement thereby resurrected7 There is no need for it. (3) is 
not an unspecific explanation of this more specific fact, but a fallacious
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one It would be logically corrupt to conclude from law (2a) that an in­
dividual IF* nucleus has probability (1 -  exp(- A,,, 0)) to decay with
energy 4 18 MeV during any interval of length 0, since (2a) says nothing 
whatsoever about decay energies. The only relevant conclusion to draw 
from (2a) is (2c), which remains true in the face of our more detailed 
knowledge about the event in question. Nor is law (2a) falsified by the 
discovery of a 23:77 proportional distribution of decay energies, and the 
associated difference in decay rates For according to our nuclear theory, 
there is no difference in initial condition between a nucleus about to emit 
a 4 13 MeV alpha-particle and one about to emit a 4.18 MeV alpha- 
particle It remains true that a ll U2!S nuclei have probability \zn to decay 
in unit time, but it is further true that all have probability A4,,1’ to decay 
one way, and probability A4,,14 to decay another.

It must next be determined whether the existence of a difference in 
probability d u e  to a difference in initial condition can be handled by the 
D-N-P model without appeal to a maximal specificity requirement. To 
permit consideration of possible epistemological complications, it will be 
assumed that neither the difference in probability nor the partition of 
initial conditions is known at the start.

Imagine that, although we do not know it, in virtue of certain per­
manent structural features 23% of all naturally-occurring U2,l! nuclei fall 
into a class P, and the remaining 77% into a class -P, such that only those 
in P have any probability of emitting a 4 13 MeV alpha-particle, and only 
those in class -P have any probability of emitting a 4.18 MeV alpha- 
particle. Suppose further that these two laws have been derived:

5 a All U258 nuclei of type P have probability (1 -  exp(- A4,1’ • t)) 
to emit a 4.13 MeV alpha-particle during any time interval of 
length t, unless subjected to environmental radiation 

b All U2’8 nuclei of type -P have probability (1 -  exp(- A4,1“ t)) 
to emit a 4.18 MeV alpha-particle during any time interval of 
length t, unless subjected to environmental radiation

Note that, by our assumptions, the specification of the kinetic energy of 
the particle (possibly) emitted may be dropped from (5a) and (5b) without 
altering the truth of either.

Until the structural differences between types P and -P are discovered 
and understood, (3) will stand as the accepted explanation of u's decay 
However, once (5a) and (5b) have become known, it will be clear from 
the fact that u's alpha-emission had kinetic energy 4.18 MeV that u must 
have been of type -P prior to decay. Thus a more specific account of u’s 
decay will be available to scientists, who, already familiar with the theo­
retical derivation of law (5b), offer the following truncated D-N-P version 
of this account:
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6 a All nuclei of IP”1 of type -P have probability ( 1 -expflxţ,1' Oj, 
to emit an alpha-particle during any time interval of length 0. 
unless subjected to environmental radiation, 

b u was a nucleus of U-“ of type - P  at t and wav subjected 
to no environmental radiation before or during the interval 
t„ -  ft,, + 9) ________________________________

c u had probability 1 1 -  exp -̂ A* ' • 0); to emit an alpha-particle 
during the interval t , -  (t ri? 0j. 

d (And it did.)

On the Hcrnpehan model (modified so as to permit I-S explanation! 
of improbable phenomena), there is no problem in accounting for the 
previous acceptability of the 1-S counterpart of <3/, or for its present un- 
acceptability. (3) had been maximally specific relative to our previous be­
liefs about alpha-decay in U2”, but no longer is, and so ls superseded bs 
the more specific (relatively speaking) I-S counterpart of '6 , .

On the D-N-P model, too, there is no problem in accounting for the 
acceptability of (3) prior to the discovery of class -P and law Tb;: 3, s 
premises (and, of course, addendum) w ere taken to be true. The question 
is whether, in light of current beliefs, (3) can be ruled out—and 6, ruled 
in—without invocation of Hempelian constraints. Resolution of the prob­
lem (3) and (6) pose through epistemic relativization and maximal spec­
ificity requirements seems to me unacceptable. If we were to attribute to 
nucleus u two unequal probabilities to alpha-decay in a specified wav 
during a single time interval, adding, "Let's pick the most specificai!-, 
defined value for explanatory- purposes,” we'd be showing an unseemK 
tolerance for contradiction in our nuclear theory—and why stop there7 
Better face up to the confrontation over truth between (3, and (6■„ and 
replace complex and unappealingly relativistic maximal specificity re­
quirements with the simple requirement of truth. The D-N-P model does 
this The current unacceptability of (3; is located not in premises in­
sufficiently specific, but in premises insufficiently true, that is. false. Con­
trary to (3)’s purported covering law (2a), not all nuclei of U:r’ have 
probability \2U to decay in unit time if unperturbed by radiation—in fact 
none do In spite of giving accurate expectation values for decay rates m 
large samples of IP*, (2a) is false, and so explanation (3) is ruled out as 
unsound. Explanation (6), on the other hand, meets the simple require­
ment of tnith, and rules itself in."

Problems about incomplete, misleading, or false beliefs do not bear 
on whether D-N-P explanations have unrelativized truth-values, but con­
cern rather difficulties in esta b lish in g  the truth-values they úntela tmso- 
callv have. Relativization to our current epistemic situation comes into 
play only when we begin to discuss whether a given D-N’-P explanation 
seem s true. Whether it is true is another matter.
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6 | Objections to the D-N-P Model

I cannot pretend to have said enough about deductive-nomological- 
probabilistic explanation to have characterized this model adequately. 
Such reservations as were expressed in section 1 about taking nomic sub­
sumption under a causal law as sufficient for explanation are still in force, 
and little has been done—except by way of example—to show how the 
account offered here might accommodate them

That the probabilistic laws invoked in D-N-P explanations are even 
(in some relevant sense) c a u sa l cannot be defended until a plausible ac­
count of physical probability has been worked out, a task well beyond the 
scope of this paper. Under a propensity  interpretation, probability has the 
characteristics sought, a probability is the expression of the strength of a 
physical tendency in an individual chance system to produce a particular 
outcome; it is therefore straightforwardly applicable to single cases, and it 
is (in a relevant sense) causally responsible for that outcome whenever it 
is realized However, propensities are notoriously unclear. For now 1 can 
at best assume that clarification is possible, point to a promising start in 
the attempt to do so—R. N. Giere, “Objective, Single-Case Probabilities 
and the Foundations of Statistics” ([2])—, and admit that the D-N-P model 
is viable only if sense can be made of propensities, or of ob|ective, physical, 
lawful, single-case probabilities by any other name.

As for the requirement that explanations elucidate mechanisms, 1 can 
only repeat that an essential role is played in D-N-P explanations by the the­
oretical deduction of the probabilistic law(s) covering the explanandum

In lieu of further exposition, 1 offer the beginnings of a defense, hop­
ing thereby to sketch out the account a bit more fully in those areas most 
likely to be controversial

Because It  A p p l i e s  O nly to G enuinely Indetermi ni sti c  
Pr o c e s s e s , of W hi ch  T here  Are F ew ( If Any), D-N-P 
Explanation Is T oo R estri cted  in S c o p e .

It is widely believed that the probabilities associated with standard gam­
bling devices, classical thermodynamics, actuarial tables, weather forecast­
ing, etc., arise not from any underlying physical indeterminism, but from 
an unknown or uncontrolled scatter of initial conditions. If this is right, 
then D-N-P explanation would be inapplicable to these phenomena even 
though they are among the most familiar ob|ects of probabilistic expla­
nation. I do not, however, find this troublesome if something does not 
happen by chance, it cannot be explained by chance. The use of epistemic 
or statistical probabilities in connection with such phenomena unques­
tionably has instrumental value, and should not be given up. What must 
be given up is the idea that exp la n a tio n s can be based on probabilities 
that have no role in bringing the world’s explananda about, but serve only



to describe deterministic phenomena." Whether there are any probabilities 
that enter into the mechanisms of nature is still debated, but the successes 
of the quantum-mechanical formalism, and the existence of “no hidden 
variable” results for it, place the burden of proof on those who would insist 
that physical chance is an illusion

It could be objected more justly that D-N-P explanation is too broad, 
not too narrow, in scope. Once restrictions have been lifted from the value 
a chance may have in probabilistic explanation, virtually all explanations 
of particular facts must become probabilistic. All but the most basic reg­
ularities of the universe stand forever in peril of being interrupted or upset 
by intrusion of the effects of random processes It might seem a fine ex­
planation for a light’s going out that we opened the only circuit connecting 
it with an electrical power source, but an element of chance was involved 
had enough atoms in the vicinity of the light undergone spontaneous beta- 
decay at the right moment, the electrons emitted could have kept it 
glowing. The success of a social revolution might appear to be explained 
by its overwhelming popular support, but this is to overlook the revolu­
tionaries' luck if all the naturally unstable nuclides on earth had com­
menced spontaneous nuclear fission in rapid succession, the triumph of 
the people would never have come to pass

No doubt this proliferation of probabilistic explanations is counter­
intuitive, but contemporary science will not let us get away with anv other 
sort of explanation in these cases—it simpiv cannot supply the requisite 
non-probabihstic laws. Because they figure in the way things work, tiny 
probabilities appropriately figure in explanations of the way things are. 

even though they scarcely ever show up in the way things turn out

T he D-N-P M odel  B reaks the  L ink B etween 
P redi ction  and Explanation .

Hempel has justified a “qualified thesis of the structural identity of expla­
nation and prediction” with this principle:

Any rationally acceptable answer to the question "Why did X occur?” must 
offer information which shows that X was to be expected—if not definitely, 
then at least with reasonable certainty. ([3], pp. 367-368)

Abundantly many D-N-P explanations—all those covering less than highly 
probable facts—violate this condition.

However, to abide by this condition and renounce explanations with 
meager probabilities 1 take to be worse. Why forgo the explanations of 
improbable phenomena offered by our theories, w'hen these explanations 
provide as much of an account of why (and how) their explananda occur 
as do the explanations of “reasonably certain” phenomena that Hempel’s 
condition sanctions?

762 I Cu, 6 M o d u s  or E x p l a n a t i o n
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Too restrictive as it stands, Hempel’s condition may be taken in a way 
not incompatible with D-N-P explanation. A D-N-P explanation does yield 
one prediction that is perfectly strict, to the effect that a certain physical 
probability exists in the circumstances given If this probability fails to 
obtain, or to have the value attributed to it, the explanation must be false. 
It is a complaint against the world, not against the D-N-P model, that a 
direct, non-statistical test for the presence or value of this probability may 
prove impossible. Remarkably, the mechanisms of the world leave room 
for spontaneous nuclear disintegrations Equally remarkably, our physical 
theory gives 1 1 s insight into how they come about, and assigns determinate 
probabilities to them These probabilities are connected to the rest of our 
theory' by laws that permit both prediction and (where means exist) con­
trol: if undisturbed, nucleus a will bare probability p  to alpha-decay (so 
we should expect a s  decay with epistem ic probability p); and if we wish 
to alter p , our theory tells us how a must be disturbed.

It has been objected to the view' of probability taken in this paper that 
unless probability attributions are interpreted as predictions about how 
relative frequencies will a c tu a lly  come out in the long run, probabilistic 
laws lack empirical content. Thus if the relative frequency of decayed 
atoms in a large sample of some radioelement were, over a great length 
of time, to diverge significantly from the probability theoretically attributed 
to decay, that attribution would not be “borne out,” that is, would be 
falsified Otherwise, it is argued, probabilistic laws are compatible u ith all 
frequencies, and empirically vacuous

But it is impossible for a world to “bear out” all of its probability- 
attributing laws in this sense. For these laws imply, among other things, 
that it is extremely unlikely that a ll actual long-run sequences will show' 
a relative frequency near to the single-case probability. Therefore, the de­
mand that all long-run decay rates nearly match all corresponding decay 
constants comes to a demand that nothing improbable show up in the 
long run, which is itself an improbability showing up in the long run. 
Intended to clear things up on the epistemological front, this proposal 
cannot even get out of its own way.

By S p l i t t i n g  A p a r t  P r o b a b i l i s t i c  E x p l a n a t i o n  a n d  
In d u c t i o n , t h e  D - N - P  M o d e l  H a s  L o s t  t h e  P o i n t  
of P r o b a b i l i s t i c  E x p l a n a t i o n .

Behind this objection lies the view' that probabilistic (or statistical) expla­
nation is an activity fundamentally unlike D-N explanation. A probabilistic 
explanation is seen as a piece of detective work. Unable to give a causal 
demonstration of the explanandum from evidence thus far assembled, we 
develop hypotheses, which are judged by how probable they are on the 
evidence, and whether they make the explanandum sufficiently probable. 
In the end, we put forward the most convincing inductive argument yet
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found—the one making the explanandum most antecedently probable, 
given what else we know about events leading up to it.

This view of probabilistic explanation confuses epistemic with objective 
probability, and induction with explanation. Perhaps responsible for this 
confusion is the similarity of the tasks of explaining a phenomenon, gather­
ing support for such an explanation, and gathering before- or after-the-fact 
evidence for a phenomenon's occurrence. This confusion is abetted by mis­
leading ways of talking about “strong” or “good” explanations. We should 
distinguish the following, (i)Astrong (good) explanation is one that has great 
theoretical power, regardless of how well-confirmed it is or how probable it 
holds the explanandum to be (ii) A strong (good) candidate for explanation 
is a proffered explanation w ith well-confirmed premises, regardless of how 
probable it holds the explanandum to be and irrespective of how theoreti­
cally powerful it happens to be. (iii)Asfrong (good) reason for believing that 
the explanandum fact will obtain is furnished by before-the-fact evidence 
that leads, via one’s theory, to an expectation of the explanandum with high 
epistemic probability, (iv) A strong (good) reason for believing that the ex­
planandum fact obtained is given by any evidence that lends high epistemic 
probability to the proposition that the explanandum fact is a fact Strong af­
ter-the-fact evidence, even for very' improbable events, may be easy to come 
by. Reasons of types (iii) and (iv) need have nothing to do with explanation, 
and may be based on symptoms (Will it ram today?—Harry’s rheumatism is 
acting up) or even less causally relevant information (Was Sue upset?— 
Her brother is certain she would have been).

Although the link between probabilistic explanation and induction is 
looser on the D-N-P model than on the I-S model, this is no fault: on Hem- 
pel’s account it was entirely too close. Measuring the strength or “accepta­
bility'” of an explanation by the magnitude of the probability it confers on 
the explanandum blurs the distinctions just made. Keeping (i)—(iv) distinct, 
tiie D-N-P model enables us to state quite simply the object of induction in 
explanation: given a particular fact, to find, and gather evidence for, an ex- 
planans that subsumes it; given a generalization, to find, and gather evi­
dence for, a higher-level explanans that subsumes it; in all cases, then, to 
discover and establish a true and relevant explanans. The issue of showing 
the explanandum to have high (relative or absolute) probability is a red her­
ring, distracting attention from the real issue: the truth or falsity, and ap­
plicability, of the laws and facts adduced in explanatory accounts.̂

■ | Notes

1 Let us say rather loosely that a system is deterministic if, for any one instant, 
its state is physically compatible with only one (not necessarily different) state at 
each other instant. A system is indeterministic otherwise, but lawfully so if a com-
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piele description of its state at some one instant plus all true laws together entail 
a distribution of probabilities over possible states at later times
2 Although there is some difficulty in reconciling all that is said in [3] with this 
conclusion llempcl now accepts it (personal communication)
' See, for example, |4j
4 A typographical error has been corrected
5 Causal relevance is established here via the wave equation I do not mean to 
suggest that causal relevance is the only explanatory kind, cf the mention of 
structural laws m section 1.

Some such notion of causal reies ance appears to lie behind Salmon’s “statistical- 
relevance" model of probabilistic explanation Yet what matters is whether a factor en­
ters into the probabilities present, not the statistics they produce
6 Cf. the discussion of place selections and homogeneity m (6|, sections 4 and 
'  Salmon’s criterion, which requires formal randomness, would here fail to dis­
tinguish a randomly-produced regular sequence from a deterministically produced 
one Notwithstanding formal similarities, only the latter is appropriately explained 
non-probabihstically

Explanation (6) is true, however, only under the contrary-to-fact assumption — 
made for the sake of the example—of the existence of a class -P
K. Of course, we might speak of statistical or epistemic probabilities as causes of, 
for example, beliefs But if belief formation is not physically probabilistic, then 
probabilistic explanation of it would be impossible, in spite of this sort of causal 
involvement on the part of statistical or epistemic probabilities.
9 I would like to thank C G Hempel, Richard C, Jeffrey, and David Lewis for 
helpful criticisms of earlier drafts. 1 am especially indebted to David Lexus for the 
idea that a propensity interpretation of probability sib best with the account of 
probabilistic explanation given here 1 have greatly benefited from discussions of 
related matters with Sam Scheffler and David Fair
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6 C ommentary

6.1 I Hempel’s D-N Model

The phrase decluctive-nom ologica l is an apt description of the model that 
Hempel first proposed in his classic paper published in 1948 1 For ac­
cording to Hempel, many scientific explanations are deductively valid ar­
guments having at least one statement of an empirical law in their 
premises. (The adjective n om ological is derived from the Creek word no- 

tnos, meaning “law ”) Only later, in 1962, did Hempel focus his attention 
on statistical explanation.2 He then proposed his I-S model, according to 
which statistical explanations are inductive arguments with at least one 
statement of an empirical statistical law in their premises. Thus, both mod­
els are instances of the covering law thesis that all explanations are argu­
ments (either deductively valid or inductively strong) that must involve 
laws. Before discussing Hempel’s models in detail, it will be helpful to 
consider the underlying motivation for Hempel’s proposals.

C a r n a p  on  t h e  M otivation  for  H e m p e l ’ s D-N M o de l

As Rudolf Carnap points out in “The Value of Laws- Explanation and 
Prediction,” scientists and philosophers have not always valued theories 
for their explanatory power. In the second half of the nineteenth century', 
for example, philosopher-scientists such as Ernst Mach and Pierre Duhem 
insisted that the proper function of scientific theories was not to explain 
phenomena but merely to classify and summarize experimental laws.1 Du- 
hein defines explanation as follows: “To explain (explicate, explicare) is to 
strip reality of the appearances covering it like a veil, in order to see the 
bare reality itself.”'1 Duhem then argues that if scientific theories are in­
tended to explain (in his ow'n sense of stripping reality bare), then they 
will inevitably make science subordinate to metaphysics. The kinetic the­
ory of gases and the wave theory of light, for example, posit the existence 
of atoms and the optical aether as an essential part of the explanations 
they provide. But neither atoms nor the aether can be observed directly. 
At best claims about these “bare realities” can be tested only indirectly by 
seeing what experimental laws they entail Moreover, these experimental 
laws are compatible with a wide range of different assumptions about at­
oms and the aether. Thus, testing will be unable to confirm any particular 
theory (or the unobservable entities it posits) relative to its rivals. So, Du­
hem concludes, the assertion that atoms exist or that there really is an 
aether are metaphysical claims that empirical science can neither confirm

7 6 7
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nor refute.4 Explanation is not, anil cannot lie, one of (lie aims of scientific 
theories.

Carnap rejects the claim of Duhein, Mach, and other positivists that 
science cannot explain; nevertheless he is sympathetic to their skepticism 
about theories involving metaphysical assumptions about unobservable en­
tities and causes Carnap insists that scientific theories can give genuine 
explanations but only if the explanations involve testable, empirical laws. 
Consider the example Carnap discusses of the German biologist and phi­
losopher llans Driesch (1867-1941). Driesch, who had done pioneering 
work on embryology and limb regeneration in sea urchins, discovered in 
1891 that prior to the fifth division of a fertilized sea-urchin's egg any cell 
was capable of developing into a complete embryo. These and other find­
ings led Driesch to espouse a "vitalistic" account, according to which an 
inner force or purpose in each living organism—what Driesch called an 
entelechy—is responsible for maintaining the integrity of the organism, 
directing development, and regenerating lost parts In a number of works, 
Driesch championed his entelechy theory as an explanation for biological 
and psychological phenomena. He saw an important similarity between 
an embiyo developing into an adult organism and a person voluntarily 
deciding to perform one action rather than another. In both cases, he 
argued, we cannot predict what will happen on the basis of the laws of 
physics and chemistry. We can explain what has happened after the event, 
but only because we then know' how things have turned out Driesch 
regarded the power of a human being to choose which action to perform 
as a refined manifestation of the teleological, directive power of the en­
telechy that is in every living creature. And what is an entelechy4 It is a 
nonphysical, nonmaterial, nonspatial inner force that directs everything 
that an organism does, from cellular processes to voluntary' actions. Every 
living thing has an entelechy, each species has its own distinctive kind, 
and it is possession of an entelechy that distinguishes living things from 
machines.

Despite their respect for Driesch’s scientific work and his genuine 
desire that philosophy take science seriously, Carnap and Reichenbach 
could not accept that Driesch’s entelechy theory really explained anything 
In defending the entelechy theory against this accusation, Carnap recalls 
Driesch retorting that his introduction of the term entelechy to explain the 
behavior of organisms w>as no different from physicists introducing the 
term magnetism to explain the behavior of magnets and bits of iron. After 
all, we can neither see nor touch the force of magnetism. All we can 
actually observe is the motion of bodies, which magnetism was posited to 
explain Similarly, Driesch maintained, it is legitimate for him to intro­
duce entelecldes to explain biological phenomena. Carnap responded by 
pointing out that the cases are relevantly different For when physicists 
introduced the term magnetism, they did not simply posit the existence of
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an unobservable entity; they also specified laws that magnetized bodies 
must obey These laws can be used to make predictions that can be tested 
In experiment and observation. Driesch's entelechy theory specifies no 
such laws and is thus completely lacking in predictive power Therefore, 
Carnap concludes. Driesch’s theory does not give genuine explanations.

Our discussion of Carnap’s criticisms of Driesch’s entelechy theory 
brings to light one of the central motivations for Hempel’s D-N model of 
explanation, namely, the requirement that every genuine scientific expla­
nation include at least one empirical law in its explanans Another closely 
related theme is Carnap and Hempel’s insistence that explanation and 
prediction go hand in hand every genuine explanation must be capable 
of predicting its explanandum Later we will focus our attention on Hem- 
pel's defense of what he calls the thesis o f  structural identify, that, in all 
formal respects, explanations are the same as predictions, and predictions 
the same as explanations

H e m p e l ’ s C o n d i t i o n s  o f  A d e q u a c y  f o r  D-N E x p l a n a t i o n

The requirement that the explanans include at least one empirical law is 
obviously not sufficient for an explanation for two reasons. First, just in­
cluding a law, any law, is not enough, the law must be essential to the 
derivation of the explanandum Clearly, we would not be much impressed 
bv a purported explanation in which the laws mentioned were entirely 
irrelevant to the event or phenomenon needing explanation. Second, all 
bv themselves laws do not entail that any specific tiring will happen Thus, 
when we seek to explain the occurrence of an event, we must also include 
in the explanans statements of various initial conditions that, m conjunc­
tion with tire laws, logically imply the explanandum

We thus arrive at the general scheme of Hempel’s D-N model of 
explanation, which lie summarizes in the selection “Two Basic Types of 
Scientific Explanation”-

C,, Cz, . , Ck Statements of particular facts
and initial conditions r Explanans

L|; L.. , . . , L, General laws J

E Description of the event, law, Explanandum
or fact to be explained

In his 1948 article, Hempel gave the criteria for a D-N explanation 
in the form of four conditions of adequacy, which he divided into two 
groups: logical and empirical.
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■ LOGICAL CONDITIONS OF ADEQUACY FOR D-N EXPLANATION

R1 The explanandum must be a logical consequence of the ex- 
planans

R2 The explanaos must contain general laws, and these must be es­
sential for the derivation of the explanandum.

R3 The explanans must have empirical content; that is, it must be 
capable, at least in principle, of test by experiment or observation

■ EMPIRICAL CONDITION OF ADEQUACY FOR D-N EXPLANATION

R4 The sentences in the explanans must be true

Before discussing Hempel’s defense of the thesis of structural identity 
(that is, his thesis that explanation and prediction are formally identical) 
and lus other model of explanation (the 1-S model), a few brief remarks 
about Hempel's criteria of adequacy for a D-N explanation will be helpful 
in understanding criticisms of his views. We offer brief comments on each 
criterion in turn

Why does Hempel require that the explanans logically entail the ex­
planandum? The reason is simple If we have genuinely explained why 
the explanandum event has occurred, then we must have given sufficient 
grounds for expecting that the event in question would occur. After all, 
the question “Why did E, occur?” usually arises when other outcomes 
seem possible: why did E, occur, rather than, say, E 2 or E,? A completely 
satisfactory answer to this question would thus show that E, was the only 
event among the possible alternatives that could have occurred. Ideally, 
then, an explanation must be a logically valid argument, for in a valid 
argument, if the premises are true, then the conclusion also has to be true 
The best kind of explanation is one in which, given the information in 
the explanans, the explanandum has to be true If it were still possible, 
given the explanans, for the explanandum to be false, then we would not 
have explained, fully and completely, why the explanandum event oc­
curred. As we shall see later in this commentary, Hempel is forced to relax 
this deductive standard of explanation in order to accommodate statistical 
explanations of particular events.

Our discussion of Carnap’s criticisms of Dnesch has already touched 
on the motivation for requiring that every explanation contain at least one 
law. Two additional features of this requirement are noteworthy. First 
Hempel does not require that the laws be causal. As far as Hempel is 
concerned, there can be perfectly satisfactory scientific explanations solely 
in terms of Snell’s law, Hooke's law, the equation of state for an ideal gas, 
or the like. These laws, expressed in the form of equations, are sometimes 
called fu n c tio n a l laws because they specify the mathematical function re-
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filing the v.iluc of one variable (such as pressure) (o the value of oilier 
in.ihlcs (sutli as temperature and volume). (For more on functional laws, 

set (lie section "The 'Missing Values’ Problem for Functional Laws” in 
(lie commentary on chapter 7.) Thus, Heinpel deliberately does not limit 
sticiitific explanation to causal explanation A second noteworthy feature 
ui (R2) and the other logical conditions of adequacy is that Hempel does 
not require that the explanaos contam any statements of initial conditions. 
()l course, such initial conditions must be included in any deductive ex­
planation of the occurrence of a particular event, but Hempel wants his 
model to cover not only the explanation of events but also the explanation 
of laws That is, he wants Ins model to apply to cases in which one law 
or a set of general laws (such as Newton's laws of motion and gravitational 
attraction) explain another law (such as Kepler s second law) by cleduc- 
tivch implying it ('I he explanation of one law by another, more general, 
law 0 1  theory is discussed in chapter 8 I1 1  the present chapter, the focus 
is 0 1 1  the explanation of events.)

Condition (R2) mentions only general laws, which would include 
laws of mathematics. While laws of mathematics often play an important 
mie m scientific explanations, Heinpel requires that at least one of the 
laws m the explanans be empirical. It is perfectly legitimate for the ex­
planara to include mathematical laws (such as the Pythagorean theorem 
or the principles of algebra), but it must also include at least one empirical 
law that, unlike the laws of mathematics, can be tested by observation or 
experiment. Strictly speaking, (R3) is redundant, since it follows from (HI), 
anything that logically implies the explanandum, which has empirical con­
tent, must itself have empirical content. But such is the importance of 
|R3) to the spirit of Hempel’s conception of explanation that it is listed as 
a separate requirement

The three conditions (Rl), (R2), and (R3) are grouped together under 
the heading of logical conditions of adequacy in Hempel's 1948 article 
because he thinks that we can tell whether something satisfies them with­
out our needing any empirical information about the world.6 But the last 
condition, (R4), is different. This condition requires the sentences in the 
explanaos to be true. But for most if not all of these sentences their truth 
or falsity can only be determined empirically.7 Elsewhere, Hempel calls a 
set of sentences that satisfies the logical conditions of adequacy a p o t e n t ia l  
explanans It is only when those sentences are actually true that we have 
a genuine explanation. As far as the D-N model is concerned. Hempel’s 
notion of a correct or genuine explanation is strongly obiective. A group 
of scientists may believe that they have given an explanation, and they 
may indeed have considerable justification for their belief, but unless the 
potential explanans they provide is actually true, no genuine explanation 
has been given. Thus, for example, Hempel would deny that the phlogis­
ton theory of chemistry' explained why metals bum in air (calcination). 
Why? Because the phlogiston theory is, as a matter of fact, false. Of course.
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we can say that phlogiston theory explained the calcination of metals, and 
this is often the simplest way of expressing ourselves. But if we accept 
llempel’s empirical truth condition (K4) for explanation, then what we 
really mean is that the phlogiston theory would have explained the burn­
ing of metals m air if it had been true

E l l IPTICALLY FORMULATED EXPLANATIONS

Hempel recognizes that the explanations scientists actually give often fall 
short of the conditions of adequacy for D-N explanation But Hempel does 
not see this failure of his model to describe actual scientific practice as in 
any way refuting the D-N model as an account of scientific explanation 
Partly this is because Hempel’s model is intended to be normative rather 
than merely descriptive- his aim is to articulate an ideal of what a good 
scientific explanation s h o u ld  be like, not simply to summarize or describe 
the explanations that scientists actually give Hempel arrives at his model 
not by ignoring scientific practice, but by reflecting on paradigmatic ex­
amples of scientific explanation (such as those mentioned in his articles) 
and then isolating their essential features. With his D-N model clearly 
formulated, Hempel thinks he can explain why many actual scientific 
explanations fail to satisfy his model by appealing to pragmatic factors.

In many respects, Hempel’s attempt to clarify' the concept of expla­
nation is similar to the analysis of the concept of proof given by logicians 
and philosophers of mathematics. The actual proofs that mathematicians 
wTite down often leave out steps (considered obvious or trivial), but this 
in no way undermines or refutes the strict, formal concept of proof that 
serves as our ideal.

The most common way in which the explanations given by scientists 
deviate from Hempel’s D-N model is by being incomplete For example, 
why does ice float on water? Most scientists would accept as a satisfactory- 
explanation the assertion that, unlike most substances, water expands when 
it freezes. This is an instance of what Hempel calls an elliptically formu­
lated explanation. Some laws or facts are left out of the explanans of such 
explanatory' arguments. Why? Because the relevant laws and facts (such as 
Archimedes’ principle of buoyancy and the inverse relation between den­
sity and volume) are so w'ell known and accepted (at least by other sci­
entists) that to write all of them down would be tedious and a waste of 
time. Consequently, the explanandum does not actually follow logically 
from the explanans, but the missing material can easily be filled in, and 
once it is filled in, the amended explanans does logically imply the ex­
planandum. So this kind of deviation from the D-N model is innocuous 
and justified on pragmatic grounds. Far from refuting the D-N model, 
such examples actually confirm it, since the D-N account is able to explain 
in a plausible way why so many actual explanations are incomplete, and 
in making them more complete we come closer to the D-N ideal
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Partial Explanations  and Explanation S ket ches

I here are other, more radical, kinds of explanatory incompleteness dis­
cussed by Hempel, namely partia l explanations and explan ation  sketches. 
In a partial explanation, even when all the missing premises are added to 
the explanaos, it still does not logically imply the expianandum What 
does follow from the supplemented explanaos is not the original explan- 
andum but something more general For example, we might seek to ex­
plain why some kinds of apple turn from green to red as they ripen. 
Suppose that we give an explanation hut, even when our explanans is 
filled out, what it actually entails is that apples change color as the)' ripen 
Since the change from green to red in some kinds of apple is a special 
case of this more general sort of change, to that extent, Hempel is prepared 
to call such explanations "partial ” But strictly speaking, a partial expla­
nation does not actually explain the expianandum it was invoked to ex­
plain Hempel offers a similar example from the P sych opath o lo gy of 
Everyday L ife in which Freud attempts to explain why he wrote the wrong 
date in Ins diary. What Freud actually explained (even when his explanans 
is filled out with the psychological facts and the presumed laws of Freud­
ian psychology that are missing from Ins account) is not the particular slip 
lie made about the date, but why he performed an action that, in some 
wav or other, symbolically represented the fulfillment of one of his sub­
conscious wishes.

The final category' of incomplete explanations, explan ation  sketches, 
consists of those explanatory' accounts that are so vague and incomplete- 
in short, so sketchy—that they fail to qualify as either elliptical or partial 
explanations. At best, an explanation sketch provides a general outline that 
might prove capable of being developed into a satisfactory explanation at 
some future time

6.2 | Hempel’s D-N Model and the Thesis of Structural
Identity

In “The Thesis of Structural Identity,” Hempel formulates his thesis as 
the conduction of two claims or subtheses:

every adecpiate explanation is potentially a prediction; and 
every adequate prediction is potentially an explanation

Because Hempel’s thesis asserts that there is a symmetry between expla­
nation and prediction, his thesis of structural identity is often called the 
symmetry thesis, and criticisms of the thesis are instances of the sym m etry
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o b jec tio n . In his article, llempel attempts to defend boll) parts of Ins thesis 
of structural identity against alleged counterexamples.

In order to understand Hempel's defense, several features of his thesis 
need to be underscored First, although many instances of the symmetry 
objection focus on deductive explanations, Hempel believes that Ins thesis 
applies to both D-N and I-S explanations.

Second, I lempel uses the term prediction  m a special sense Ordi- 
narilv. we would say that Jones has predicted the outcome of the Super 
Bowl if he announces the name of the winning team before the game is 
played In this sense, a prediction is simply a statement that need not be 
accompanied by any supporting reasons or argument. But since Hempel 
is primarily interested in the explanations and predictions given by sci­
entists, he deliberately restricts the meaning of the term prediction  to pre­

d ic tiv e  a rg u m en t Without this restriction, his thesis would be obviously 
false.

Third, Hempel intends his models of explanation to cover both the 
explanation of laws and the explanation of events. But it makes little sense 
to talk about the prediction of laws, since laws are not the sort of things 
that happen at any particular time. So I lempel implicitly restricts his sym­
metry thesis to the explanation and prediction of events.

Finally, Hempel recognizes that we can sometimes use laws and the­
ories to make inferences about what has happened in the past on the basis 
of initial conditions and particular facts that hold at a later time. These 
inferences are often called postdictions or retrodictions, and scientists or­
dinarily regard them as a species of prediction, for just like predictions 
about the outcome of an experiment, postdictions involve the deduction 
from a law or theory of something whose truth is not yet known. But 
Hempel is careful to exclude postdictions from the scope of his symmetry 
thesis. The reason is obvious: even though we can use Newtonian me­
chanics to infer from the present positions of the sun, the moon, and the 
earth that a total solar eclipse occurred two thousand years ago, we cannot 
accept that the way things are now explains the way things were two thou­
sand years ago; present events cannot explain past events. So the symmetry 
thesis is concerned solely with predictive arguments in Hempel’s restricted 
sense, that is, with arguments in which all the initial conditions and par­
ticular facts hold at times prior to the event described in the conclusion

With these preliminaries in place, we may now consider objections 
to the symmetry thesis. Counterexamples to the first subthesis must be 
adequate explanations that are not potentially predictions; counterexam­
ples to the second subthesis must be adequate predictions that are not 
potentially explanations. We begin with three objections to the first 
subthesis—alleged examples of adequate explanations that could not have 
been used to predict the events that they explain For convenience, we 
shall assign them titles.
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T iie S y p h i l i t i c  M ayor

Michael Scriven asks 1 1 s to consider a certain medical patient—the mayor 
oi Ins town, let us suppose—whose name is Jones. Consider the question, 
Why did the mayor, Jones, contract paresis? Paresis is a form of general 
paralysis that affects only those who have had untreated syphilis for many 
sears This being so, the answer to our question is, Because Jones had 
untreated syphilis, and the only cause of paresis is syphilis This, allegedly, 
h an explanation of why Jones now has paresis. But since only 10 percent 
of untreated syphilitics go on to develop paresis, Jones’s syphilis could not 
have been used to predict his paresis Indeed, since 90 percent of syphi­
litics do not contract paresis, we would have predicted exactly the opposite

Hempel’s reply to this ob]ection is short and sweet: no adequate ex­
planation has been given Merely to cite one condition that is necessary 
(but not sufficient) for the occurrence of an event—even if that condition 
is based on a law—is not to explain that event Presumably, it is a law that 
all people who die have needed to breathe oxygen while they were alive 
But we do not suppose that we have explained why someone has died 
merely by pointing out that the person was an oxygen breather Similarly, 
to use one of Hempel’s own examples, we do not think that we have 
explained why a particular person won the Irish sweepstakes simply by 
adducing the fact that the person had bought a ticket.

Many people have judged Hempel’s reply to be unsatisfactory, in part 
because, m the syphilitic mayor example, we know of no other factors that 
can influence the chance of someone’s being afflicted with paresis. There 
is thus an understandable tendency to regard this example as an event of 
low probability being explained by a statistical law So what may in fact 
be at issue here is whether we should insist, as Hernpel does, that any 
statistical explanation confers high probability on its explanandum. Hem- 
pel's high-probabihty requirement will be discussed later when we exam­
ine the I-S model and the criticisms of it

Ev o l u t i o n a r y  T h e o r y

Several versions of the evolutionary theory objection have been raised by 
Hempel’s critics. In its simplest form, the objection runs as follows

Darw in explained the origin of species using this theory of natural selec­
tion working on random variations. Scientists accept that Darwin’s theory' 
offers genuine explanations, yet no scientist has been able to use Darwin's 
theory to predict the coming-into-existence of any new species. Thus, ev­
olutionary theory explains but it does not predict.

In reply, Hernpel stresses the importance of distinguishing between 
what he calls the story of evolution and the theory of evolution. The story



of evolution is a narrative describing the sequence of species that have 
arisen and become extinct since life first appeared on earth Even if this 
narrative is completely true, it has no explanatory import whatever It is 
merely a description of what has happened in the past. The theory of 
evolution, by contrast, employs generalizations about heredity, mutation, 
and selection plus a host of detailed assumptions about environmental 
conditions and ecological relations. At best, this theory can offer only par­
tial, probabilistic explanations of general facts about species survival and 
extinction What it cannot do, at least in the present incomplete state of 
our biological knowledge, is explain why any particular species came into 
existence when it did In short, by arguing that evolutionary theory ex­
plains considerably less than one might have supposed, Hernpel denies 
that evolutionary theory' explains what it is unable to predict Biologists 
may have reasonably good explanations of why, following the extinction 
of the dinosaurs, other species were able to flourish and evolve, but they 
cannot yet explain why, say, a particular species of rat or aardvark evolved 
when it did, with the characteristics it did The random nature of the 
variations on which natural selection works precludes explaining or pre­
dicting anything very detailed about the coming-to-be of new species. Like 
the syphilitic-mayor ob|ection, then, this one fails because it is based on 
a false assumption (about the supposed extent of explanation offered by 
evolutionary theory).

A closely related ob|ection to Hempel’s theory, also involving evolu­
tionary theory, was raised by Michael Scriven.” Even after a new trait has 
appeared in an organism, it is difficult to know whether that trait is adap­
tive In particular, it is hard to judge the magnitude of the advantage, if 
any, that a new trait (such as a larger shell) confers on its possessor. More­
over, there is an ineliminable element of chance involved in determining 
which individuals will actually survive. Even the fittest giraffe might be 
killed by lightning before having the opportunity to mate and produce 
offspring. But once natural selection has operated for some time on many 
thousands or millions of individual organisms, it is much easier to identify 
which traits are adaptive. Clearly, we must confront the threat of a cir­
cularity of definition here—namely, that of simply identifying the fittest 
organisms with those that actually survive.'1 But that aside, we must grant 
that sometimes the information needed to explain an event can be ob­
tained only by making inferences from the fact that the event in question 
has actually occurred Hernpel refers to explanations having this feature 
as self-eviden cin g explanations. This notion plays a ma|or role in Hempel's 
treatment of the next objection, also proposed by Scriven, of a collapsing 
bridge.

7 7 6  | Ci l .  6 M o d e l s  of  E x p l a n a t i o n
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Scrivkn’ s B ridge

Sometimes the only ground we have for asserting that some statement in 
the explanans is true lies in our knowledge that the explanandum event 
did. in fact, occur. This feature is at work in Scriven’s example of the 
collapsed bridge. The collapse tells us not only that metal fatigue occurred, 
hut that it was serious enough to cause the failure of the entire structure 
Similarly with the man who kills his wife out of jealousy or the patient 
who develops skin cancer after exposure to ultraviolet light: in all such 
eases, we could not have predicted the relevant events, but we can nev­
ertheless explain them after they occur. Here again, contrary to the sym­
metry thesis, we seem to have explanations that are not predictions.

Hempel agrees that Scriven’s bridge is a case in which we would not 
have had all the information necessary for predicting the collapse prior to 
its occurrence. But, Hempel insists, this does not mean that Scriven has 
given a counterexample to the first subthesis because, when interpreted 
correctly, that subthesis makes merely a conditional claim, namely:
if all the information in the explanans had been known and taken into 
account before the occurrence of the explanandum event, then the event 
could have been predicted.
What Scriven has done is to show that, in some cases, the antecedent of 
this conditional is not satisfied. But this does not show that the conditional
is false.

Hempel introduces the term self-evidencing to describe those expla­
nations in which the information that the explanandum statement, E, is 
true provides a crucial evidential support for one of the particular state­
ments in the explanans, C,. Hempel insists that such explanations are not 
circular, since they are not being used to establish that E is true. As with 
any explanation, we already know (or presume that we know) that E is 
true, that the explanandum event happened as described. Thus, although 
we are using E as part (or even the whole) of the evidence for C ,, we are 
not then using C, as evidence for E. Hence, there is no epistemic circu­
larity. Moreover, although we are using C, to explain E, we are not also 
using E to explain C,. Hence, there is no explanatory circularity

Hempel concedes that the second subthesis of the symmetry thesis is less 
secure than the first. That is, Hempel admits that there seem to be ade­
quate predictions that are not potentially explanations. An example of his 
own invention, involving the association between Koplik spots and the 
measles, serves to illustrate the problem.
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K o p l i k  S p o t s

Koplik spots are tiny, whitish spots that appear on the inside of one’s 
cheeks about a week before one succumbs to a full-blown case of measles. 
Supposing that the appearance of Koplik spots is a lw a y s followed by the 
measles, the connection between them may be judged lawlike. Such a 
law can then be used to predict that a patient with Koplik spots will have 
measles a week later. Still, the Koplik spots do not explain why the patient 
will develop full-blown measles in a week’s time.

Hempel suggests that our reluctance to regard the Kophk-spots argu­
ment as explanatory likely reflects our doubts about whether measles do 
in iact always follow the spots as a matter of universal law. Perhaps, he 
conjectures, we could produce Koplik spots by injecting a small quantity 
of the measles virus into someone's cheek without the spots then being 
followed by full-blown measles. But this response to the Koplik spots case 
is not entirely satisfactory'. For even if the relation between Koplik spots 
and the measles is not one of universal law but merely one of high prob­
ability, it remains unclear why the resulting argument would not satisfy 
the conditions of Hempels I-S model and hence qualify as a statistical 
explanation (Hempels I-S model is discussed in section 6.3 of this com­
mentary.)

To some of his critics, Hempel s models of explanation seem vulner­
able to the Koplik spots example because the models include no condition 
that mentions causation. Why do the Koplik spots fail to explain the later 
case of full-blown measles? Because the spots are not the cause of the 
measles Rather, the spots and the full-blown measles are both joint effects 
of a common cause, namely, infection with the measles virus. In just the 
same way we can use the falling reading on a barometer to predict that a 
storm is approaching, but we do not take the barometer reading to be the 
cause of the storm’s approach, nor do we take it to be an explanation of 
its approach. Again, we have prediction without explanation. The falling 
reading on the barometer and the approach of the storm are joint effects 
of a common cause, namely, a drop in atmospheric pressure. (In “Argu­
ments, Laws, and Explanation," David-Hillel Ruben examines whether 
Hempels models of explanation can be rescued by requiring that the 
explanans contain a statement describing the cause of the expianandum 
event.)

T h e  F l a g p o l e  a n d  t h e  P e n d u l u m

Although Hempel does not consider these particular examples, they are 
often cited by critics of the symmetry thesis. A flagpole of height H, casts 
a shadow of length S. Given the law that light travels in straight lines, and 
the elevation of the sun, 0, we can deduce the length of the shadow from 
the height of the flagpole. Thus, we have both an adequate prediction of
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S ,iml. let us assume, an explanation of why the shadow lias that p.irtictilai 
length by using the equation I I = .S' tan I) But given that same equation, 
\u could have just as easily deduced the height of the flagpole from the 
length of its shadow. Although perfectly fine as a prediction, this would 
not he accepted as an explanation, the length ol the shadow does not 
explain the flagpole's height The pendulum example is similar. I'tom the 
period of a simple pendulum (the time it takes to perform one complete 
oscillation) we can deduce (i c , predict) the length of the pendulum, hut 
we do not think that the pendulum’s period explains its length. 'I litis, on 
the face of it, the flagpole and the pendulum seem to provide plausible 
counterexamples to the second sublhesis not every adequate prediction is 
potentially an explanation

6.3 | Hcinpel’s l-S Model

\s we have seen, I lempel’s D-N model construes explanations as deduc­
tive arguments. But Ilempcl was aware all along that some scientific ex­
planations could not he reconstructed in this fashion This is especially 
true of theories in physics and genetics that use probabilistic laws to ex­
plain particular events. In 1962, Mempel turned his attention to these 
other, nondcductivc arguments and formulated his inductive-statistical 
(l-S) model of explanation

IIf.m p e l ’s C ondi ti ons  of Adequacy  for  I-S Kxpl anat ion

Although bv 1962 Ilempcl no longer required that all explanations de­
ductively entail the events they explain, he continued to defend the cov­
ering law thesis- just like D-N explanations, l-S explanations must have at 
least one (in this case statistical) law among their premises. Ilempcl also 
retained a substantial part of the concept of explanation that motivated 
the D-N model. Like their D-N counleqrarts. l-S explanations are still 
arguments, and while the conclusions of l-S arguments no longer follow 
from their premises with logical necessity, Ilempcl insisted that the ex­
planaos must make the explannndum highly probable. The higher the 
probability, the stronger the argument and the better the explanation. The 
strength of an I-S explanation is measured by the inductive probability of 
its conclusion relative to its premises. Hempel assumed that this strength 
is equal to the numerical value of the probability given by the statistical 
law in the explanans. Thus, given the statistical law that f-’s are very likely 
to be (or be followed by) Gs, and given some particular fact that a is F ,  
it is very likely that a is G. An I-S explanation therefore has the following 
schematic form:
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P ( G / F )  = 0.95 Statistical law J
F a  Particular fact |
— — [0.95]
Cri

Explanans

Explanandum

Note that the conclusion of this I-S argument is not “ a is almost certain 
to be G” hut the unqualified statement “ a is G.” It is the fact that a  is G 
that this inductive argument puqrorts to explain Hempel insists that ex­
pressions such as “ a is almost certain to be G" are incomplete and thus 
neither true nor false. All meaningful, empirical statements of probability 
must be qualified as being relative to some body of evidence. It is either 
true or false that a is or will be G what the full I-S explanation expresses 
is that the truth of G a  is very probable relative to the statistical law and 
the particular facts.

From everything we have said thus far, D-N explanations would seem 
to be a limiting case of I-S explanations, when the argument is deductively 
valid, the inductive probability of the conclusion relative to the premises 
is 1. Hempel denies this. He sees I-S explanations as essentially different 
from D-N explanations because, he insists, I-S explanations must be rel­
ativized to a  particular “knowledge situation” (712). This epistemic rela­
tivity of I-S explanations arises from the requirement of maximal specificity 
(RMS), which Hempel imposes on all statistical explanations of particular 
events as a way of solving a certain problem of ambiguity that infects such 
explanations 111 Hempel’s RMS, and the problem of ambiguity it is meant 
to solve, are discussed in the next section. For the present, we will sum­
marize the conditions of adequacy for an I-S explanation of a particular 
fact or event.

■ LOGICAL CONDITIONS OF ADEQUACY FOR I-S EXPLANATION

51 The explanandum must follow from the explanans with high 
inductive probability.

52 The explanans must contain at least one statistical law, and this 
must be essential for the derivation of the explanandum.

53 The explanans must have empirical content; that is, it must be 
capable, at least in principle, of test by experiment or observation.

■ EMPIRICAL CONDITIONS OF ADEQUACY FOR I-S EXPLANATION

54 The sentences in the explanans must be true.
55 The statistical law in the explanans must satisfy the requirement 

of maximal specificity.
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T h e  P r o b l e m  o f  A m b i g u i t y  in S t a t i s t i c a l  E x p l a n a t i o n

As explained in his article, “Inductive-Statistical Explanation,” Hempel 
proposed his RMS in response to the problem of ambiguity in statistical 
explanation. The problem of ambiguity can be regarded as an instance of 
a more general difficulty arising whenever we wish to use statistical infor­
mation about classes of cases or events to decide the probability of a single 
case or event. This is the so-called problem of the single case, for any 
event that we wish to explain, there will be many different reference classes 
to which the event could be assigned; each choice of a reference class 
will present 1 1 s with a different statistical law, and often these laws will 
have different probabilities associated with them Let us consider one of 
Hempel’s own examples.

We wish to explain why a particular day, n, November 27 in Stanford, 
has the property, W, of being warm and sunny. Thus the explanandum is 
VVn Among the many reference classes to which n belongs is (on the one 
hand) the class, N, of November days in Stanford, and the probability 
of warm weather on such a day, P(W/N), is 0.95. So if we assign n to 
the reference class N, the lngh-probability condition is met and, appar­
ently, we have an I-S explanation of W1 1 . That is, we have explained why 
November 27 in Stanford was warm and sunny by pointing out that n 
belongs to class N and citing the statistical law that says that the probability 
of warm and sunny days in that class is very high. But November 26 in 
Stanford was cold and rainy, and so n also belongs (on the other hand) 
to a different reference class, S, of immediate successors of cold and rainy 
days in Stanford. Assume, with Hempel, that P (\V /S ) =  0.2 Thus, 
P(—W/S) = 0.8, which we may agree qualifies as high Now if, contrary 
to fact, n had not been warm and sunny, then we could have used the 
law P(~W/S) = 0.8 to explain why November 27 in Stanford was not 
warm and sunny. This, to Hempel, is intolerable Of course, since n was 
warm and sunny, we could not use P (~ W /S ) = 0.2 to explain Wn But, 
nonetheless, without some further condition of adequacy for I-S explana­
tions, we are in the position of being able to “explain” the weather on 
November 27 in Stanford either way, whether the day was warm and 
sunny or not. For Hempel, this possibility of "explaining” an event 
whether or not it occurred means that no genuine explanation has been 
given at all.

We can state the problem of ambiguity as follows given an I-S expla­
nation with true premises of some explanandum, G a , there will often be 
another I-S explanation with true premises and conclusion, ~ G o . F o r  
convenience, let us call these two arguments (1) and (2):
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Argument 1
P(C/F) = 0.95 
Fa

Go
[0.95]

Argument 2
P (~ G /H ) = 0.96 
i f  a
~ G a

[0.96]

Now, it might be thought that ambiguity is not really a problem at 
all. Since an explanation is sought only once the explanandum event has 
occurred, we would never actually accept both (1) and (2) as correct ex­
planations But Hcmpel judges this way of dismissing the problem to be 
unsatisfactory. Why? Because it is still the case that the premises of both 
(1) and (2) are true, and, let us assume, both are contained in our body 
of knowledge, K. (More will be said about Hempel's notion of a body of 
knowledge presently.) So if a had turned out not to be G, we could have 
given an equally strong explanation for ~G a. In what sense, then, have 
we explained the fact that Ga if by appeal to truths in K we could |u$t as 
well have explained the fact that ~  Ga? To put the point in what may be 
a clearer form: if the essence of explanation is norme expectability (that 
is, predictability based on laws), then we cannot accept that (2) would be 
just as good an explanation as (1) if a had failed to be G. Clearly, there 
is a connection between Hempel’s concerns over explanatory' ambiguity 
and his commitment to the thesis of structural identity (the symmetry 
thesis) between predictions and explanations. K contains the premises of 
(1) and the premises of (2). Thus, if we are justified in predicting Ga, we 
would also be justified in predicting ~  Ga The fact that Ga turns out to 
be true and ~  Ga false cannot be given as a reason for judging one of 
these predictions justified and the other not. We cannot without further 
restrictions allow that both predictions are justified, for we would then be 
justified in accepting a contradiction. Although K remains consistent un­
der logical implication, it would not remain consistent under unrestricted 
inductive inference. Arguments like (1) and (2) would inevitably generate 
what Hempel has elsew'here called “inductive inconsistencies.”11

We might try to avoid the problem of ambiguity by adopting Carnap's 
requirement of total evidence on all applications of inductive logic. This 
requirement demands that we use all the evidence available in determin­
ing degrees of confirmation (inductive probability), allowing us to use a 
part of the total evidence only if the evidence we ignore is irrelevant to 
the conclusion (i.e., only if the conclusion has the same probability given 
the relevant part of the evidence as it has given the total evidence). Hem- 
pel believes that this suggestion is on the right track. The task is to refine 
Carnap’s requirement so that it addresses the specific problem of ambi­
guity in statistical explanation. As Hempel notes, we should not interpret 
Carnap’s requirement of total evidence as demanding that we use all the 
information available to us. For in that case all probabilistic explanations 
offered at a given time would have the same (very large) explanans. More-



C o m me nt ary  | 783

over, when we offer an explanation, we already know that the explanan- 
dum event has occurred. Including this fact in the premises would make 
the argument trivially deductively valid (not inductive) and nonexplana- 
tory (since no law in the premises would be essential to the deduction of 
the conclusion). So we must limit Carnap’s requirement of total evidence 
to just that evidence that is of potential explanatory relevance to the 
explanandum-event. In short, we must express the desired condition in 
such a way that I-S arguments satisfying it will use the right reference class 
for the purposes of explaining the explanandum-event. Here is HempePs 
proposal.

He m p e l ’ s R e q u i r e m e n t  of  M a xi m al  S p e c i f i c i t y  (RMS)
Consider our standard statistical explanation schema:

P(G/F) = r

Let S be the conjunction of the premises, and let K be the total set of 
statements accepted at the time the explanation is proposed. HempePs 
RMS stipulates that if (S & K) implies that b belongs to a class F,, and 
that F, is a subclass of F, then (S & K) must imply a statement specifying 
the probability of G in subclass F„ say P(G/F,) = r,. Here, r, must equal 
r unless the probability statement P(G/F,) = r, is simply a theorem of 
mathematical probability theory.

As its name indicates, the RMS insists that we assign the explanandum 
event, Gb, to the most specific reference class (the maximally specific 
reference class) to which it is known to belong. To understand better how 
the requirement works, we may consider again the explanation of why the 
weather in Stanford on November 27 was warm and sunny and the prob­
lem of epistemic ambiguity arising from the rival arguments (1) and (2). 
(Recall that argument (1) begins with the probability that, relative to the 
class N of days in November, day n has the property W of being warm; 
argument (2) begins with the probability that, relative to the class S of 
days succeeding cold and rainy days in Stanford, day n has the property 
~W of failing to be warm and sunny.) In this example, we have stipulated 
that our body of knowledge, K, includes the premises of both argument 
(1) and argument (2). Consider argument (1), offered as an explanation 
of why that November day was warm and sunny. Is argument (1) an ad­
missible I-S explanation of its conclusion, once we add the RMS? The 
conjunction of the premises of (1) and K implies that n, November 27 in 
Stanford, belongs to the class (N & S), which is a subclass of N. Now, 
either the conjunction of the premises of (1) and K implies the probability



of W (a warm and sunny day) in (N & S ), or it does not. If the value of 
P (\V /N  &  S ) is not given, then the RMS is not satisfied. In (hat case, 
neither (I) nor (2) will qualify as an adequate l-S explanation. Alterna­
tive]), if the conjunction of the premises of (1) and K does imply that 
P(W/N &  S) = r „  then we have to consider what the value of r, is. On 
the one hand, if r, = r, where r is the numerical value of P(W /N ), then 
S is statistically (and explanatorily) irrelevant to VV, and argument (1) sat­
isfies the RMS. If there is no other reference class more specific than N 
to which n is known to belong, then argument (1) stands as an acceptable 
l-S explanation of its explanandum, VVn On the other hand, if r,  ̂r, and 
if the statement that P (W /N  &  S) = r, is not simply a theorem of math­
ematical probability theory, then the RMS is not satisfied, and argument 
(1) is disqualified as an acceptable l-S explanation In this case, some other 
argument referring u to the more specific class (N & S) may constitute 
an acceptable l-S explanation of Wn only if it, in turn, satisfies the RMS 
The reason for the “unless” clause in the RMS is thus easy to appreciate 
The class (N  &  W ) is clearly a subset of N, but P(VV/N &  W) = 1 by the 
probability calculus alone, and so the probability of VV in the subclass 
(N & VV) must differ from the probability of VV in the class N Obviously, 
without the “unless” clause, no inductive argument could ever satisfy the 
RMS.

As we have seen, Hempel explicitly relativizes the RMS to a particular 
knowledge situation, K What is K? It is the class of all the sentences that 
are accepted as true by empirical science at a given time Thus, K could 
(and quite likely does) contain some false sentences, and the contents of 
K will change over time.12 This feature of Hempel’s RMS has profound 
consequences for his concept of an l-S explanation. It means that, for 
Hempel, there is no such thing as an objective, “correct” inductive expla­
nation independent of the scientific context By relativizing the RMS to 
the beliefs of scientists at a given time, Hempel is admitting that inductive 
explanations (unlike their D-N counterparts) are fundamentally relative 
and subjective: they depend on the beliefs of scientists for their very ex­
istence. Hempel calls this feature of inductive explanations the epistemic 
relativity o f  statistical explanation.

6.4 | Ruben on the Irrelevance Objection to Hempel’s
Models of Explanation

Many philosophers of science have judged Hempel’s models of explana­
tion unacceptable in one or another respect and have proposed alternative 
accounts to meet its difficulties. In the remainder of this commentary, we 
discuss two such accounts and the objections from which they arise. The 
first, from David-Hillel Ruben, emerges from an important criticism of 
Hempel’s covering law model offered in various forms (by Peter Achin- 
stein, Wesley Salmon, and others) and is known as the irrelevance objec-
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non. (The second account, by Peter Railton, is discussed in the final sec­
tion of this commentary.) After evaluating the proposal that Hempel’s ac­
count might he repaired by including a description of the explanandum’s 
cause in the explanans—the c a u sa l c o n ditio n—Ruben considers reasons 
for departing from HemptTs insistence that explanations are arguments 
involving laws.

In the first part of his article "Arguments, Laws, and Explanation,” 
Ruben gives two sets of counterexamples to Hempel’s covering law model 
of explanation. The first set (using Ardon Lyon and Baruch Brody’s ex­
amples) concerns the explanation of laws; the second set (using Achinstein 
and Salmon’s examples) deals with the explanation of particular facts We 
shall focus on the second set.

T he A r s e n i c  E ater

Achinstein invites 1 1 s to consider the ill-fated Jones, who eats at least a 
pound of arsenic and dies within twenty-four hours. Suppose that it is a 
law of nature that anyone who cats that much arsenic will be dead within 
a day. From this law and the initial condition that Jones ingests more than 
a pound of arsenic, we can deduce that Jones dies within twenty-four hours 
of Ins eating the arsenic. Thus, we have here an argument that satisfies 
all the conditions of Hempel’s D-N model and that seems to be a good 
explanation of why Jones died. But then we learn that Jones did not die 
of arsenic poisoning but was run over by a bus shortly after his poisonous 
meal. Clearly, the D-N argument citing the lethal properties of arsenic 
now seems to fail as an explanation. Even though the premises of the 
D-N argument are true and make essential use of a (true) law to validly 
entail that Jones dies within twenty-four hours, those premises do not ex­
plain why Jones died. Why? Because it was the bus that killed Jones, not 
the arsenic. The premises of the D-N argument are explanatorily irrelevant 
to the explanandum. (On pp. 722-24, Ruben considers a number of ways 
in which the D-N model might, using resources already present in Hem- 
pel’s theory, be defended against the arsenic-and-bus counterexample and 
argues that they are unsuccessful )

The B i r t h - C o nt ro l  P i l l s

It is poor Jones yet again who figures in a counterexample to Hempel’s 
model, this time from Wesley Salmon John Jones takes birth-control pills 
regularly and fails to become pregnant. This is hardly surprising. Yet it is, 
presumably, a law that any man who takes birth-control pills regularly will 
fail to become pregnant, and John Jones is such a man. So we have a 
D-N argument with Jones’s failure to become pregnant as its conclusion. 
Bnt clearly this argument does not explain why Jones failed to become 
pregnant. Jones failed to become pregnant because he is a man, not be­
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cause lie is a man who took birth-control pills regularly. The explanans 
of the D-N argument does assert that Jones is a man, but it also includes 
the irrelevant information about the oral contraceptives. As Ruben argues, 
it is the presence of this additional, irrelevant information that robs the 
D-N argument of its explanatory power

T h e  H e x e d  S a l t

Salmon and Achinstein’s examples can also be adapted to provide coun­
terexamples to Hempel's 1-S model. Suppose, for example, that ordinary 
table salt has a high probability (say, 0 95) of dissolving when stirred into 
cold water for five minutes I take some salt and place a “dissolving spell” 
on it. It is now a sample of hexed salt.11 It is a law that all hexed salt 
dissolves in water with a probability of 0.95 But although this law can be 
used to predict that my sample of hexed salt will dissolve in water, it does 
not explain why it does so As with Salmon’s birth-control pills example, 
the I-S argument based on the hexed-salt law contains irrelevant in­
formation.

Notice that in the hexed-salt example, Heinpel’s RMS is satisfied 
There is no more specific reference class to which the hexed salt could 
be assigned that would make any difference to its chances of dissolving. 
Indeed, what has gone wrong in this example is that the salt has already 
been assigned to a reference class (the class of things that are hexed salt! 
that is too specific. The solution to the problem might seem to lie in a 
simple modification of Hempel's RMS Instead of requiring that the ex- 
planandum be referred to the most specific class that makes a difference 
to the probability, w-e should instead assign the explanandum to the wadest, 
least specific class that satisfies the RMS. Salmon has named this new 
requirement, the requirem en t o f  the m a x im a l class o f  m a x im a l specificity. 

Unfortunately, this proposal (which Hempel advocated in 1968) will not 
work.14

To see why it fails, suppose, for the sake of argument, that sodium 
bicarbonate has a probability of 0.95 of dissolving when stirred into cold 
water for five minutes. This is exactly the same as the probability of salt 
(sodium chloride) dissolving under the same circumstances. Some white 
powder (that we know to be salt) is stirred into cold water and after five 
minutes all of it has dissolved. What explains the fact that the powder 
dissolved7 According to the requirement of the maximal class of maximal 
specificity, we must seek the widest class that satisfies the RMS. The class 
of things that are salt satisfies the RMS; so does the class of things that 
are sodium bicarbonate; and so, too, does the disjunctive class of things 
that are either salt or sodium bicarbonate. On the assumption that we 
know' of no other chemicals that dissolve in water with a probability of
0.95, it follows that the class of things that are either salt or sodium bi­
carbonate is the widest class that satisfies the RMS. Thus, according to
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the requirement of the maximal class of maximal specificity, what explains 
the dissolving of the powder is not the fact that it is salt but the fact that 
it is either salt or sodium bicarbonate. On this proposal, to say that the 
powder is salt is irrelevant—just as irrelevant as saying that it is hexed or 
that it was mined in Utah. And that just seems wrong Surely, what ex­
plains the dissolving of the powder—at least at some level of explanation 
—is the fact that it is salt Thus, while the RMS fails because it permits 
the explanandum to be referred to classes that are too specific, the new 
proposal fails because, in some cases, it requires that the explanandum be 
referred to classes that are too wide.

A P r o p o s e d  C o r e  f o r  t h e  I r r e l e v a n c e  P r o b l e m : T h e  
C a u s a l  C o n d i t i o n

Reflection on the irrelevance problem (and on the symmetry problem, 
discussed earlier) leads naturally to the idea that an adequate explanation 
for a particular fact must include a description of the cause of that fact 
As Ruben quotes Salmon as saying, such a proposal would “put the cause  
back into becau se” (728). Thus, we need to consider whether Hempel’s 
model can be repaired by adding an empirical causal condition—a con­
dition requiring that the explanans contain a description of the cause of 
the explanandum and that this description play an essential role in the 
derivation of the conclusion of the explanatory argument.

As a remedy for the irrelevance and symmetry problems, the causal 
condition sounds promising. But as Timothy McCarthy has shown, and 
as Ruben explains, the causal condition is no guarantee that the resulting 
argument will be genuinely explanatory. Consider a version of the first of 
McCarthy's counterexamples, regarding an attempt to explain why a par­
ticular forest caught fire. Let us suppose that the actual cause of the forest 
fire was a lightning strike Our D-N argument (substituting for the As, Bs, 
Cs, and Ds in McCarthy’s formula) runs as follows:

1 All metals are conductors
2 The forest was struck by lightning, and this screw is metallic.
3 Either this screw is not a conductor, or the forest was not struck by 

lightning, or the forest caught fire
4 The forest caught fire.

Admittedly, this example is highly artificial. But the point is that, even 
though it satisfies Hempel’s requirements and the causal condition, this 
argument surely fails to explain why the forest caught fire, because it is 
circular.

The circularity in the forest fire argument can be diagnosed in the 
following way. Premise (3) is a disjunctive statement containing three un-
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related disjuncts. In order for premise (3) to be true, at least one of its 
disjuncts must be true. From premises (1) and (2) we can deduce that the 
first two disjuncts are false. So to know that the third premise is true, we 
must know that the third disjunct is true. But the third disjunct is simply 
a restatement of the conclusion. Thus, in a fairly obvious sense, the forest 
fire argument is viciously circular. It was this problem of vicious circularity 
that Jaegwon Kim attempted to avoid in the way described by Ruben. Kim 
imposed yet a further condition, namely, that the explanandum (the con­
clusion) not entail any of the con)uncts in the singular premises when 
those premises are written in conjunctive normal form. Kim’s condition 
rules out the forest fire argument because the third premise of that argu­
ment is already in conjunctive normal form and is entailed by the explan­
andum However, as Ruben explains, McCarthy was able to devise yet a 
further argument that satisfies Hempel’s conditions, the causal condition, 
and Kim’s condition but that still fails to explain its conclusion.

6.5 I Ruben’s Single-Statement View of Explanation

The purpose of the causal condition, in meeting the irrelevance and sym­
metry objections, is to tighten the connection between explanaos and ex­
planandum so that their deductive relation exists by virtue of some actual 
causal connection. But notice that the proposed causal condition merely 
requires that the premises of an explanatory argument mention the event, 
c, which, as a matter of fact, is the cause of the explanandum event, e 
The causal condition does not require that the premises contain a state­
ment that says “c is the cause of e  ” McCarthy’s counterexamples show 
that, in this form, the causal condition is too weak: a mere mention of 
the cause does not secure the explanatory' relevance we seek. But a suitable 
strengthening of the causal condition is not easily accomplished Suppose 
we strengthen the causal condition so that it now does require a statement 
in the premises that says “c is the cause of e.” The consequences of this 
adjustment for the theory of explanation are radical For it now emerges 
that all explanations of particular events would reduce to a very simple 
argument that has but a single premise, namely:

c is the cause of e.
e.

As Ruben remarks, this argument is so trivial that the thesis of Hempel 
(Carnap, Mill, Aristotle, and many others) that explanations are arguments 
is called into question. For it seems that we could just as well say that the 
explanation of e  is the single (true) statement that c is the cause of e.
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Moreover, in such a constmal of explanation no law is explicitly 
mentioned

It is in this way, then—by considering important objections to Hem- 
pel's covering law model and the difficulty of avoiding them with a causal 
condition—that Ruben is led to a view of explanation that departs signif­
icantly from Hempel’s model In particular, this new account of expla­
nation denies two of Hempel s key doctrines that explanations are 
arguments and that they must explicitly involve laws.

R u b e n  on  t h e  R o i . e o f  L a w s  in E x p l a n a t i o n

Ruben agrees with Hempel, Carnap, and others that if explanations are 
arguments, then explanations must include laws. (In a D-N argument 
explaining a single event, the lawlike generalization is essential if the 
premises are to entail the conclusion.) But, clearly, it does not follow from 
this that if explanations are not arguments, then they need not include 
laws, nor does it follow that laws arc irrelevant to explanation. Ruben’s 
own position is that every explanation is a single statement, not an argu­
ment. Some explanations (especially those in the physical sciences) do 
include laws, but the role laws play in such explanations is not that of a 
premise m an argument. Other explanations can be full and complete 
without containing laws, although relevant laws do still play an important 
role in such explanations,

In the final two sections of “Arguments, Laws, and Explanation,” 
Ruben discusses how law's can be relevant to explanation on his single­
statement view. On Ruben's view, o's being F is the full explanation of 
whv 0 is G only if it is a law that all Fs are G, without exception or 
qualification, if it is false that all Fs are G, then o's being F does not fully 
explain why 0 is G. Perhaps the real connection between F-ness and 
G-ness is more complicated and the relevant law is: (x)(Fx & Kx & Hx & 
fx D Gx). The point is not that the explanation of why 0 has property 
G must include the law (x)(Fx & Kx & Hx & Jx D Gx). Rather, it is that 
a full explanation of why o is G must mention not only that o is F, but 
also that o is K, H, and / as well. In this way, laws can be relevant to 
explanations without appearing in them explicitly.

Let us now suppose that it is a law that all Fs are G and that someone 
claims that o’s being F is the full explanation of why o is G Ruben argues 
that such a claim seems correct not because of the law (regarded as the 
generalization that all things that are F are also G), but because the law 
calls to our attention the properties that 0 possesses. From this point of 
view, it is strictly irrelevant that other F-things are also G-things; what 
matters, and the only thing that matters, for explaining why 0 is G are the 
properties of F-ness and G-ness that this particular thing, o, happens to 
have. The explanatory work is done by the properties o  possesses, not by 
the law stating that all Fs are G,
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As Ruben remarks, it is hard to see why it should be thought relevant 
in explaining why this thing has property G to be told, via a law state­
ment, about o th er  things that also have properties F and G. No doubt 
some connection between F-ness and G-ness must hold, but this is pre­
cisely what the explanation claim under consideration already expresses. 
If o’s being F is the full explanation of why o is C, then, because of the 
implicit generality' of the properties F-ness and G-ness, it follows logically 
that it is a law that all Fs are G But the law itself is not part of the ex­
planation

In the final section of his paper, “Generalizations Get Their Re­
venge,“ Ruben argues that laws (and theories) are often indirectly relevant 
to explanation, especially the deep kinds of explanation one finds in phys­
ics, by providing scientists with the vocabulary in which to phrase their 
explanations What distinguishes a deep explanation from a shallow one 
is the explanatory power of the predicates that the explanation statement 
employs.|; Almost inevitably in such cases, the explanation statement will 
explicitly include laws that connect the deep, explanatory properties with 
the more superficial properties used to describe the explanandum. Thus, 
on the surface at least, a full explanation in the sciences on Ruben's ac­
count may end up looking very' similar to an ideal Hempelian D-N ex­
planation, but the philosophical interpretation of what this and other 
explanations really are is fundamentally different.

6.6 | Railton on What Is Wrong with Hempel’s Models of
Explanation

In his article “A Deductive-Nomological Model of Probabilistic Explana­
tion,” Peter Railton begins by discussing what he takes to be the funda­
mental flaws in Hempel’s two models of explanation. After diagnosing 
these flaws, Railton presents his own account, the D-N-P model of ex­
planation.

N o m i c  S u b s u m p t i o n

Throughout his writings on explanation, Hempel’s guiding assumption is 
that to explain some event or phenomenon is essentially a matter of sub­
suming the explanandum under a law (whether universal or statistical). 
For Hempel, explanation just is nomic subsumption. But as we have seen 
from the earlier discussion of the thesis of structural identity and the 
symmetry objection criticizing that thesis, not every case of nomic sub­
sumption is an explanation We can, for example, use the laws of optics 
and geometry to predict the height of the flagpole from the length of its
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sliddow and the elevation of the sun, but this prediction does not explain 
why the flagpole has the height it does Nomic subsumption is not suffi­
cient for explanation.

According to Railton, what is lacking in D-N arguments that fail to 
explain is an account of the underlying mechanisms responsible for caus­
ing the fact to be explained Without providing some such account, many 
D -N  arguments are too superficial to explain their conclusions. To explain 
why this A is also a B, we need to do more than cite the law that all As 
are Bs. For even if the law in question is causal, the explanation would 
be incomplete without an account of the mechanism (or mechanisms) at 
work. This condition, that an explanation provide a mechanism, plays a 
central role in Railton's effort to give an account of probabilistic expla­
nation. Railton insists that explanations require mechanisms even when 
the phenomena in question are not deterministic but irreduciblv proba­
bilistic

In d u c t i v e  A r g u m e n t s

Railton takes issue with two prominent features of Hempel’s I-S model of 
probabilistic explanation the requirements of high probability and maxi­
mal specificity. Railton thinks that both of these objectionable features 
stem from Hempel’s insistence that the statistical explanation of particular 
facts be a type of inductive argument Railton's proposal, in light of this 
diagnosis, is simple and radical probabilistic explanations are not in­
ductive arguments. Indeed, on Railton’s D-N-P model, probabilistic ex­
planations are not arguments at all; they include arguments, but none of 
the arguments they include is inductive, and the explanations are not 
themselves arguments.

To appreciate Railton’s diagnosis of the source of those two fea­
tures he finds worrisome in Hempel’s I-S model, consider, first, the high- 
probabihty requirement. An inductive argument’s strength depends on the 
degree of probability that its premises confer on its conclusion—the higher 
the probability, the stronger the argument. If statistical explanations are 
inductive arguments, then the high-probability requirement immediately 
follows: a statistical explanation will be strong only if it establishes that the 
explanandum occurs with suitably high probability Now consider the 
RMS. Inductive arguments are notoriously sensitive to the addition of in­
formation to their premises. (In this respect, inductive arguments differ 
from deductively valid arguments. If an argument is deductively valid, then 
it remains valid, no matter what is added to its premises.) If Smith is a 
twenty-year-old woman, and 90 percent of such women survive to cele­
brate their fortieth birthday, then, relative to those premises, the probability 
of the conclusion that Smith will live at least another twenty years is quite 
high But once we add the information that Smith has AIDS, the proba­
bility of her long-term survival plummets. Thus, we generate the problem
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of ambiguity that Hempel's RMS is intended to solve Again, the root of 
the problem is the inductive nature of the arguments involved.

T h e  H i g h - P r o b a b i l i t y  R e q u i r e m e n t

Assuming that Railton has correctly traced the problems with Hempel’s 
high-probability' and maximal-specificity requirements to their inductive 
source, are these features as damaging to Hempel's account as Railton 
claims? The high-probability requirement has often been criticized (by 
Salmon, Jeffrey, and others) on the grounds that it rules out the possibility 
of explaining improbable ev ents Railton giv es the example of a genuinely 
random wheel of fortune with 99 red stops and 1 black stop. The stipu­
lation that the wheel is genuinely random means that no factor, even in 
principle, can affect the outcome once the wheel has been set spinning 
Each stop thus has exactly the same probability of being chosen when the 
wheel comes to rest. In a setup like this, it seems absurd to insist that we 
can explain why the wheel halts at a red stop but not why the wheel halts 
at the black one Surely, the explanation is equally good in either case, 
regardless of the outcome —there is an irreducibly indeterministic mech­
anism that generates red with probability 99/100 and black with probability 
1/100 Hempel’s high probability requirement seems to conflate inductive 
strength  with explanatory value It is the second that is of concern in 
seeking an adequate account of explanation. The predictive inference to 
the conclusion that the wheel will stop at black is much weaker, induc­
tively, than the inference to the conclusion that the wheel will stop at red 
But the explanation of why the wheel stops at black is just as good as the 
explanation of why the wheel stops at red, since, in either case, the ex­
planatory statements provide us with as much of an understanding of the 
underlying mechanism as it is possible to have Explanations should be 
judged by the completeness of the explanatory information they provide, 
not by the strength of the inferences they permit. To think otherwise is, 
in Railton’s words, to confuse explanation with induction.

T h e  M a x i m a l  S p e c i f i c i t y  R e q u i r e m e n t

Railton rejects Hempel's requirement of maximal specificity because it 
relativizes the concept of probabilistic explanation If Hempel were right, 
then there could be no correct or true probabilistic explanation of any­
thing, for all such explanations would be relative to the state of scientific 
knowledge (and ignorance) at the time they were proposed. For Railton 
this is unacceptable because it w'ould deprive probabilistic explanation of 
its objectivity.16 It is important to note here that Railton is not denying 
that which explanations we believe to be correct depends on our beliefs. 
In just the same way, which propositions we believe to be true also de­
pends on our beliefs. But, Railton insists, what it is for something to be a
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correct explanation cannot depend on our beliefs and neither can wliat it 
is for a proposition to he true Indeed, it is only if being a correct expla­
nation and being true are belief-independent that we can make sense of 
our beliefs that particular propositions are true or that particular expla­
nations arc correct.

Part of the reason for llempcl's error, Railton thinks, is that Hempel 
has failed to take seriously his own distinction between statistical descrip­
tions (that 111st happen to be true) and genuine probabilistic laws. Suppose, 
on the one hand, that determinism were true In this case, all laws would 
be universal; there would be no probabilistic laws and thus no correct or 
true probabilistic explanations. In such a purely deterministic world, sta­
tistical explanations would be merely a stopgap measure until we could 
discover the true, objective D-N explanations of the things that happen in 
that world The statistical "laws” mentioned m such explanations would 
not be real laws at all but merely expressions of our ignorance at a given 
tune While it may seem as if, in a completely deterministic world, the 
conditions for Heinpel's I-S model of explanation would be satisfied (cap­
turing our best probabilistic explanations in varying states of ignorance),
111 fact they would not be satisfied, simply because in such a world there 
could be no genuine probabilistic laws at all.

On the other hand, suppose that the world is not deterministic but is 
governed by at least some true probabilistic laws. Once we realize that 
true probabilistic laws require genuine indeterminism, the epistemic rel­
ativity thesis collapses and with it goes the motivation for Hempel's RMS 
Remember that the RMS says that, for the purposes of explaining why o 
lias property G, we should assign 0 to the most specific reference class 
of which we have knowledge that would make a difference to the pro­
bability that o is G. (It is the reference in RMS to our state of know­
ledge, that is, to our beliefs at a given time, that makes probabilistic 
explanation epistemically relative on Hempel's account ) But if it is a gen­
uine law that the probability that o is G, given that o is F, is 0.95, then 
there cannot be any more specific reference class than F to which 0 could 
be assigned that would make a lawhke difference to the probability that o 
is G. If it is a genuine probabilistic law that P(G/F) = 0 95, then, if o 
is F, the real, objective probability that o is G is 0.95, regardless of 
what anyone thinks or believes. Genuine probabilistic laws require inde­
terminism, and such indeterminism guarantees the objectivity of statistical 
explanation.

6.7 I Railton’s Deductive-Nomological Model of 
Probabilistic Explanation

Railton’s main concern is the explanation of what he calls lawful chance 
phenomena. Chance phenomena (such as radioactive decay) are lawful 
when they obey a statistical or probabilistic law. Like Railton, we shall
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focus on the explanation of particular events that are brought about by 
chance mechanisms in a lawful way.

Several key elements of Raillons D-N-P model of explanation have 
emerged already from the preceding discussion of Railton’s critique of 
ilempel. Those elements can be summarized as follows:

■ all explanations are objective; none of them is relative to a set of 
beliefs or to the state of scientific know ledge at a particular time;

■ explanations are not arguments, nor should they be evaluated as if 
they were arguments, explanations are accounts that provide rele­
vant information;

■ explanations (whether probabilistic or not) require not only laws but 
also an account of the underlying mechamsm(s);

■ probabilistic explanations require genuine probabilistic laws; genu­
ine probabilistic laws require indeterminism;

■ there is no high-probability requirement for probabilistic explana­
tion; improbable events can be explained just as well as highly 
probable events

R a i l t o n ’ s C o n d i t i o n s  o f  A d e q u a c y  f o r  D-N-P 
E x p l a n a t i o n

Like Hempel’s D-N model, Railton’s D-N-P model can be set out in sche­
matic form. (We have made minor changes to Railton’s notation.)

Explanandum Ce,t0 ■ e's having property G at time f0

Explanans

a A theoretical derivation of a proba- Theoretical derivation
bilistic law of the form (b)

b (t)(x) jFx.i —* P(Gx,f) = r] Probabilistic
law

c Fe,t0 Initial
condition

d P(Ce,t0) = r
Deductive argument

e (Ge,t0)

Statement of 
a single-case 
propensity

Parenthetic
addendum
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rhe explanandum, the event to be explained, is e’s having property 
G  at time f„, which Railton writes as Ge,t„. For example, the explanandum 
might he that a particular wheel of fortune, e, stopped on black at time 
l„ The statement that this event occurred appears again at the end of the 
explanaos, but only as a parenthetic addendum. Putting Ge,ta in paren­
theses in line (e) is Railton’s way of indicating that the explanandum is 
not the conclusion of the explanans, nor is it inferred from the explanans. 
Rather, the parenthetic addendum is put there simply to remind us that 
the explanandum event did, in fact, occur. Remember, although the ex­
planans contains arguments—the deduction of (d) from (b) and (c), plus 
whatever arguments are involved in the theoretical derivation of the 
probabilistic law in line (a)—the explanans as a whole is not itself an argu­
ment.

The probabilistic law written schematically m line (b) should be read 
as follows: for all times (, and all things x, if x has property F at time t, 
then x has probability r of having property G at that time. For example, 
if F is the property of being a genuinely random wheel of fortune with 99 
red stops and 1 black stop, and G is the property of stopping on black 
after the wheel has been set spinning, then the value of r is 1/100. (In this 
example, the probability does not depend on time and so the variable t 
can be dropped from the statement of the law.)

Line (d) is derived from lines (b) and (c) in two steps, by universal 
instantiation followed by modus ponens. Again, it helps to consider our 
simple example of the wheel of fortune. The probabilistic law for the 
wheel of fortune is a universal generalization it says (ignoring the time 
variable) that "for any ob)ect whatever, if that object is a genuinely random 
wheel with 99 red stops and 1 black stop, then the probability that the 
wheel will stop on black is 1/100.” Universal instantiation allows us de­
duce that this generalization holds for a particular object, such as e. So we 
get the conditional statement: “if e  is a genuinely random wheel with 99 
red stops and 1 black stop, then the probability that e will stop on black 
is 1/100 ” In our wheel of fortune example, line (c) tells us that the 
antecedent of this conditional statement is true e  is indeed a genu­
inely random wheel with 99 red stops and 1 black stop. Thus, by modus  
ponens we can deduce further that the probability that e  will stop on 
black is 1/100. As Railton remarks about an exactly similar deduction 
(argument (2) on page 754), it is vital for the first step of this derivation 
that (b ) be a genuine universal law, for only then can conclusions be 
deduced from it by universal instantiation. If (b ) were merely a statisti­
cal generalization saying, in our example, that in a very large sample of N 
wheels, on average, N/100 of them stop on black, nothing could be validly 
deduced about the probability that this particular wheel e  will stop on 
black.

L.ine (a) of the explanans expresses Railton’s requirement that any
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adequate explanation must specify an underlying mechanism that causally 
brings about the event to be explained Wliile the derivation of the prob­
abilistic law of the form 1 h) is indeed meant to issue from scientific theon. 
Railton has in mind a quite liberal notion of what counts as a mechanism 
For example, in the quantum-mechanical derivation of the law of radio­
active decay, which Railton gives as his central illustration, the alpha par­
ticle escapes from the nucleus bv what is called tunneling  or bamet 
penetrat ion  But tunneling is not a visuahzable mechanism or anv kind of 
process that is continuous in space and time. Like other distinctivele quan­
tum phenomena, it involves the discontinuous changes in energy and 
momentum of a system obeying the fundamental laws of quantum me­
chanics. The alpha particle, for example, only has a distinct existence as 
a particle, with a well-defined trajectory and momentum, after it has 
emerged from the nucleus. To refer to tunneling as a mechanism requires 
using the word mechanism  in a vers broad sense to mean, roughlv. a lau- 
go v em ed  process I not necessarily spatially con tinuous or extended in time 
that causally  brings about the event we are interested in. Newton s force of 
gravity, acting instantaneously at large distances through a vacuum, would 
qualify as a mechanism. The important thing, for Railton. is the theoretical 
derivation, not the intuitive idea of a mechanism as an assembly of pullevs. 
wheels, and strings.

P r o p e n s i t i e s  a n d  P r o b a b i l i t i e s

The deductively valid argument appearing explicitly in a D-X-P explana­
tion is the inference from (b) and (c) to (d). Thus, just as in Hempels 
D-N model, this argument contains a statement of law and a statement of 
initial conditions in its premises. The crucial difference between the two 
models lies in the nature of the law and the resulting difference in the 
conclusion. In a D-N-P explanation, the law is probabilistic and expresses 
the propensity , P(Gx.t), for an ob|ect or system, v, to have the property C 
at time t. What is a propensity? It is a property of the single system .v, a 
lavvlike tendency or physical probability for that system to behave in i  
certain way The conclusion that P(Gc,f„) = r, which is deduced from (hi 
and (c), is a single-case probability; it is the probability that this particular 
e  is G at the time in question. This notion of a propensity as a single-case 
probability is crucial to Railton’s model. As Railton says in his paper, "the 
D-N-P model is viable only if sense can be made of propensities, or of 
objective, physical, lawful, single-case probabilities bv anv other name’ 
(761).

We can try to grasp what propensities (or single-case probabilities) are 
supposed to be by considering the simple example of a perfectly symmet­
rical coin. Because of the perfectly symmetrical distribution of its mass
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.iml llu1 laws til niirli.iuicx, tin* i-nin lias a physical pmhnhility nl rxa< llv 
1 dI v ¡elding a head on anv loss. F.vcn il llu- coin is iicvci lossctl, il Ims 
llul piopcnsilv II I Ik* coin is Io sm -i I and lands lads, ils piopcnsily In yield 
heads on llu- next loss icinains Vi. Propensities ate nol llu- same as lie 
i|ncncies; rather. tlu-> ate pmpeilies dial explain why we nhseive erilaln 
hinds ol oulconies willi llu- licqueney dial we do Tims, on Kaillon's 
model, il (as we have supposed) the coin has a lawlikc, iiideleimmislii 
lendcnev of to yield a head on any loss, and il we loss the coin eight 
limes and get. much lo our surprise, eight heads in a tow, then 11 it- full, 
complete explanation ol dial outcome is dial llu- coin had a piopcnsily ol 
(•/¿P to hehave in dial way when lossed. The lull expl.maliou ol llu: out­
come has been given when llu- (rue chaiiee ol its ocemienee, however 
low, has been given

Like probabilities, propensities range in numerical value irom 0 lo I 
lhil piopensilies are nol the same as prohuhililies. The dillerciu e between 
probabilities and propensities can he illustrated in the following example 
Suppose that we have a SO-SO mixture ol two radioactive elements, A and 
If, each with a different, known propensity lo emit alpha rays. We know 
how likely it is that the A atoms will emit an alpha ray in a given lime 
interval, and we know how likely it is that the It atoms will emit an alpha 
r,u in the same time interval. Suppose that an alpha ray lias been emitted 
from the mixture. From the information provided we can, using Hayes's 
theorem, calculate the probability that the alpha ray came from the A 
atoms, and we can also calculate the probability that the alpha ray came 
from the B atoms. But neither of these inverse probabilities can be a 
propensity, for an alpha ray existing at a given time cannot have a pro­
pensity to have been produced from a particular source at an earlier time.17 
Propensities are indeterministic causal tendencies. Like causes in general, 
propensities have a forward temporal direction, from the past and present 
into the future. Unlike probabilities, propensities can never run from the 
present to the past. Obviously much more work is needed before we can 
have a clear notion of what propensities are. Railton's own suggestions are 
the barest beginnings of this project.

R a i l t o n ’ s R e s p o n s e  t o  S o m e  O b i e c t i o n s

Toward the end of his article, Railton raises several objections to his 
D-N-P model of explanation and responds to them. One of these objec­
tions (the first) is particularly instructive. The criticism is that Railton’s 
model of probabilistic explanation is at once too narrow and too broad. 
On the one hand, the D-N-P model may he judged too narrow because 
very few phenomena outside of quantum mechanics are genuinely inde­
terministic. Sciences such as evolutionary biology, genetics, epidemiology, 
economics, sociology, fluid mechanics, and meteorology all deal with phe­



nomena that are deterministic but very complicated. Statistics and prob­
ability are used by these sciences, but largely because we are ignorant of 
the many thousands (often, millions) of initial conditions actually deter­
mining the behavior in which we are interested. Thus, on Railton’s model, 
none of these uses of probability and statistics would be explanatory; the 
calculations, predictions, and arguments involved are not D-N-P expla­
nations. On the other hand, Railton’s model is accused of being too broad 
because, if any genuinely indeterministic propensities whatsoever are at 
work, however minuscule, then a proper D-N-P explanation must take 
account of them. For example, when an ice cube is placed in a glass 
of warm water, we expect it to melt Normally, we would think that we 
have explained this melting by showing that it follows from the laws 
of classical thermodynamics (such as the second law stating that, in iso­
lated systems, entropy always increases). But ice and water are composed 
of molecules, and the molecules of atoms; since atoms are sub|ect to 
quantum-mechanical laws, there is a small probability that those mole­
cules could move in such a way that the ice does not melt but instead 
becomes even colder while the water becomes hotter. The probability that 
this might happen is very, very small, but it is not 0. Thus, the propensity' 
of the ice to melt when placed in water is not exactly 1 (So the second 
law of thermodynamics is not really a law at all because it is, strictly 
speaking, false that entropy must always increase.) Consequently, a proper 
explanation of the melting has to be a D-N-P explanation in which the 
exact numerical value of the propensity is calculated. (This, of course, is 
a very difficult task and not one we are normally able to perform ) More­
over, as Railton points out, just about everything that happens in the 
world, even at the macroscopic level is, to some very small degree, con­
tingent on what happens at the atomic level So even an explanation of 
human behavior or the motions of the planets would have to include 
a fiendishly complicated quantum-mechanical calculation of the rele­
vant propensity before it could qualify as a propel, probabilistic explana­
tion

Railton’s response to both arms of the objection is to concede the 
point it makes, but to deny that this reflects badly on his model. Thus, 
Railton willingly embraces the conclusion that if a system is genuinely 
deterministic, then however complicated it might be, no real explanation 
of its behavior can be probabilistic. Whatever else we are doing when we 
appeal to probabilities or statistics in contexts like this—whether it is pre­
dicting, approximating, or estimating—it is not explaining, and we should 
not pretend that it is. Likewise, if the system is indeterministic, to whatever 
small degree, then we cannot shirk our explanatory responsibility by ig­
noring that fact. In the final analysis, the aim of explanation is to achieve 
a true understanding of the ways things really are. Being conscientious 
about that aim makes the task of explanation—genuine explanation—ex-

7 9 8  I C h 6 M odels  of Explanation
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tiemely difficult. I he fault, if fault there be, lies in the complexity of the 
world, not in the demands of the D-N-P model

6.8 I Summary

In the second half of the twentieth century, most of the philosophical 
debate concerning the nature of scientific explanation has centered around 
Hempel’s covering law thesis and his two models of explanation, the de- 
duetive-nomological (D-N) and the inductive-statistical (I-S) According to 
the covering law thesis, explanations are arguments (either deductively 
valid or inductively strong) that have among their premises at least one 
statement of an empirical law As Wesley Salmon has pointed out, Hem- 
pel's covering law thesis is characteristic of an epistemic conception of 
scientific explanation, since it takes explanation to be essentially an infer­
ence showing that the explanandum event w'as to be expected. Given the 
information in the premises of the explanatory argument, the explanan­
dum event could have been predicted, either with certainty (D-N) or with 
high probability (1-S) This capability of being used as a prediction is seen 
by many philosophers of science as the hallmark of a good explanation. 
For Hempel, Carnap, Nagel, and others, being able, at least in principle, 
to predict the event to be explained guarantees that the explanation has 
testable, empirical content and gets to the heart of what distinguishes gen­
uine explanation from mere pseudoexplanation

Hempel’s commitment to the epistemic conception of explanation is 
made explicit in his advocacy of the thesis of structural identity, that all 
adequate explanations are potentially predictions and that all adequate 
predictions are potentially explanations. In other words, Hempel insists 
that there is no formal, obiective difference between explanation and pre­
diction Whether an argument is an explanation or a prediction depends 
on pragmatic factors, such as when the argument is put forward and the 
intentions of the scientist who presents the argument Predictive argu­
ments are advanced prior to the events mentioned in their conclusions 
either to test the theory from which the laws are taken or, if the theory 
and its laws are well accepted, to provide a reliable basis upon which to 
plan for the future. Explanations are advanced after the events mentioned 
in their conclusions in order to achieve a theoretical understanding of why 
those events occurred. We make predictions in order to anticipate the 
future; we give explanations in order to understand the past But, accord­
ing to Hempel, in either case, the formal structure of our reasoning is the 
same and is captured by the D-N and 1-S models.

Attacks on the thesis of structural identity (by Michael Scriven and 
others) go under the general heading of the symmetry objection They
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consist of two kinds of alleged counterexamples: explanations that arc not 
predictions and predictions that are not explanations, lleinpel has stren­
uously opposed the first kind of alleged counterexample, often arguing 
that the presumed explanation is no such tiling, hut llempel concedes 
that the second subthesis, that all adequate predictions are potentially ex­
planations. is not as secure as its converse.

The irrelevance objection is another important class of criticisms of 
Henipel's two models of explanation. Various philosophers (including 
Wesley Salmon and Peter Achinsteinl have given arguments that, while 
they satisfy all of Henipel’s conditions for an adequate explanation, do not 
appear to explain their conclusions. The birth-control pills and hexed-salt 
examples offer typical cases in which the presence of irrelevant informa­
tion in the premises robs the arguments of their explanatory power 
Because of his commitment to the epistemic conception of explanation, 
Hempel has denied that these arguments lack explanatory power, but this 
response seems implausible. What seems to go wrong in these examples 
is that the lawlike premise in these arguments, while true, fails to identify 
the cause of the explanandmn event. Consequently, Baruch Brody lias 
proposed that we amend Hempel’s D-N model by stipulating that the 
premises of an explanatory argument must contain a description of the 
event that is the cause of the explanandmn. But, as David Hillel-Ruben 
explains, Brody’s proposal has been roundly refuted by counterexamples 
devised by Timothy McCarthy. As Ruben points out, it is not enough that 
the premises contain a description of the event that is. as a matter of fact, 
the cause of the explanandmn event; rather, the premises must explicitly 
identify' that event as the cause. But in that case, the underlying structure 
of explanations is devastatingly simple—it consists simply of the inference 
from “c is the cause of e" to the conclusion “e”—and explanations need 
make no explicit mention of any laws. Thus, we are led to the view that 
Ruben believes is correct, namely, that explanations are not arguments but 
single statements and that laws, while vitally important for many types of 
explanation, are not an essential part of the sentence that explains.

Another important class of criticisms of Hempel concern his 1-S 

model of probabilistic explanation. In order to avoid the problem of am­
biguity for statistical explanation, Hempel introduced the requirement of 
maximal specificity (RMS). But the RMS is relativized to what Hempel 
calls “a given knowledge situation” (715), thus making statistical expla­
nations depend for their very existence on the body of beliefs that scientists 
accept at a particular time. This epistemic relativity of statistical explana­
tion in the I-S model stands in marked contrast to the objective, nonre­
lative character of explanations in the D-N model. Moreover, because 
Hempel construes all explanations as formally equivalent to predictions, 
I-S arguments are taken to explain their conclusions only when those 
conclusions follow with high inductive probability' from their premises. 
Since the strength of the inductive relation between premises and condu-



C ommentary  | 8 o r

sion depends directly on the value of the probability that appears in the 
statistical lawlike premise of such arguments, it follows that, on Hempel’s 
model, it is impossible to explain improbable events. Both of these 
features—the epistemic relativity of 1-S arguments and the high-probability 
recpurement for explanation—have struck critics (such as Salmon and Rail- 
ton) as serious flaws in Hempel’s account.

Peter Railton has proposed his deductive-nomological model of prob­
abilistic explanation (the D-N-P model) as an alternative to Hempel's ac­
count. Unlike Hempel’s I-S model, Railton's D-N-P model regards 
probabilistic explanations as fully objective (not relative to any set of sci­
entific beliefs) and permits the explanation of improbable events. Like 
Ruben, Railton denies that explanations are arguments, although unlike 
Ruben, Railton thinks that all explanations must contain a deductive ar­
gument based on a law. Central to Railton’s D-N-P model is the require­
ment that explanations specify the causal mechanism that brings about 
the event (or the kind of event) referred to in the explanandum Genuine 
probabilistic explanations can be given only when the mechanism at work 
is indeterministic, and when an indeterministic mechanism is involved, 
any genuine explanation must be probabilistic. Railton interprets proba­
bilistic laws, not as generalizations about the frequency of certain kinds of 
event, but as statements of single-case propensities, such as the chance of 
getting heads when a particular coin is tossed. The propensity of an object 
or system is its causal tendency to behave in a particular way. Like prob­
abilities, the strength of a propensity' can vary on a scale from 0 to 1, but, 
unlike the empirical frequency interpretation of probability, propensities 
are just as much physical properties of individual things and systems as 
their mass and electric charge; in fact Railton sometimes refers to propen­
sities as physical probabilities.

Apart from the difficulty of understanding exactly what propensities 
are and how they are related to frequencies, Railton's D-N-P model has a 
number of consequences that may strike one as counterintuitive. Many of 
these counterintuitive features stem from Railton’s demand that explana­
tion properly so-called must be based on the deepest theoretical under­
standing of nature that we have. Thus, for example, if a process (such as 
the melting of an ice cube in warm water) involves the slightest chance 
that the ice cube not melt but become colder, then Railton requires that 
any explanation of the melting involve a theoretical calculation of the 
exact propensity (not quite equal to 1) of the cube to melt. This sets a 
very high standard for probabilistic explanation. Also, as previously noted, 
on the D-N-P model probabilistic explanations are legitimate only when 
there is genuine, rock-bottom, physical indeterminacy involved. Thus, any 
attempt to explain the behavior of complex but ultimately deterministic 
systems by means of statistical generalizations is mled out (thereby dis­
qualifying many of the arguments currently accepted as explanatory in the 
physical, biological, and social sciences).
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B e c a u s e  o f  t h e i r  e m p h a s i s  o n  c a u s a t i o n  a n d  c a u s a l  m e c h a n i s m s  

( w h e t h e r  d e t e r m i n i s t i c  o r  i n d e t e r m i n i s t i c ) ,  t h e  m o d e l s  o f  e x p l a n a t i o n  a d ­

v o c a t e d  b y  R u b e n  a n d  R a d t o n  a r e  g o o d  e x a m p l e s  o f  w h a t  S a l m o n  h a s  

c a l l e d  t h e  on t i c  c o n c e p t i o n  o f  e x p l a n a t i o n . 18 U n l i k e  t h e  e p i s t e m i c  a p ­

p r o a c h  to  e x p l a n a t i o n ,  t h e  o n t i c  a p p r o a c h  d o e s  n o t  r e g a r d  e x p l a n a t i o n s  as 

a r g u m e n t s  ( e v e n  t h o u g h  t h e y  m a y  i n c l u d e  o r  i n v o l v e  a r g u m e n t s ) .  W h a t  

m a t t e r s  o n  t h e  o n t i c  a c c o u n t  i s  n o t  w h e t h e r  t h e  e x p l a n a n d u i n  c a n  be 

p r e d i c t e d  w i t h  h i g h  p r o b a b i l i t y ,  b u t  w h e t h e r ,  r e g a r d l e s s  o f  t h e  p r o b a b i l i t y  

o f  t h e  e x p l a n a n d u i n ,  w e  c a n  g i v e  a  c o r r e c t  d e s c r i p t i o n  o f  t h e  u n d e r l y i n g  

c a u s a l  m e c h a n i s m  t h a t  b r o u g h t  a b o u t  t h e  e v e n t  w e  w i s h  t o  e x p l a i n .  T h e  

o n t i c  c o n c e p t i o n  o f  e x p l a n a t i o n  a l l o w s  u s  to  g i v e  c o m p l e t e  e x p l a n a t io n s  

o f  e v e n t s  ev  e n  w h e n  t h o s e  e v e n t s  a r e  h i g h l y  i m p r o b a b l e ,  a s  w 'o u ld  b e  th e  

c a s e  i f  n a t u r e  is  g o v e r n e d  b y  i n d e t e r m i n i s t i c  l a w s ,  a s  q u a n t u m  m e c h a n i c s  

s u p p o s e s .  S e e n  f r o m  t h e  p o in t  o f  v i e w  o f  t h e  o n t i c  c o n c e p t i o n ,  t h e  d e m a n d  

f o r  h i g h  p r o b a b i l i t y '  i m p o s e d  b y  t h e  e p i s t e m i c  c o n c e p t i o n  u l t i m a t e l y  s te in s  

f r o m  t h a t  c o n c e p t i o n ' s  c o m m i t m e n t  to  d e t e r m i n i s m  a s  t h e  f i n a l  t ru th  

a b o u t  t h e  s t r u c t u r e  o f  t h e  w o r l d .  S e e n  f r o m  t h e  p o i n t  o f  v i e w  o f  t h e  e p i ­

s t e m i c  c o n c e p t i o n ,  R a i l t o n ’s  i n s i s t e n c e  t h a t  w e  c a l c u l a t e  o b j e c t i v e ,  t r u e  

p r o p e n s i t i e s  i n  a l l  c a s e s  p l a c e s  a n  u n r e a s o n a b l y  h i g h  d e m a n d  o n  w h a t  

c o u n t s  a s  a n  e x p l a n a t i o n .  T h e  e p i s t e m i c  a p p r o a c h  ( a t  l e a s t  i n  H e m p e l 's  

v e r s i o n  o f  i t )  p e r m i t s  g e n u i n e  s t a t i s t i c a l  e x p l a n a t i o n s  e v e n  i f  t h e  w o r ld  is 

d e t e r m i n i s t i c  t h r o u g h  a n d  t h r o u g h ,  b u t  i t  m a k e s  t h e i r  s t a t u s  a s  e x p l a n a ­

t i o n s  r e l a t i v e  t o  h u m a n  b e l i e f s  a t  a  p a r t i c u l a r  t i m e .  T h e  o n t i c  a p p r o a c h  

( i n  R a i l t o n ’s  v e r s i o n )  t a k e s  p r o b a b i l i s t i c  e x p l a n a t i o n s  to  b e  ju s t  a s  f u l ly  

o b j e c t i v e  a n d  n o n r e l a t i v e  a s  t h o s e  b a s e d  o n  d e t e r m i n i s t i c  l a w s ,  b u t  in s is ts  

t h a t  s u c h  e x p l a n a t i o n s  c a n  b e  g i v e n  o n l y  w h e n  t h e  m e c h a n i s m s  in v o lv e d  

a r e  f u n d a m e n t a l l y  i n d e t e r m i n i s t i c .
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5 B e fo r e  j u d g in g  to o  h a r s h l y  M a c h  a n d  D u h e m ’s s k e p t ic is m  a b o u t  a to m s  a n d  t h e  

a e th e r , w e  s h o u ld  r e m e m b e r  t h a t  th e  a to m s  w e  n o w  b e l ie v e  111 a r e  u t t e r l y  d i f f e r e n t  

fro m  th o s e  d e s c r ib e d  in  t h e  c l a s s ic a l  “ b i l l i a r d - b a l l ” m o d e ls  o f  t h e  n in e t e e n t h  c e n ­

tu ry  a n d  th a t  t h e  a e t h e r  h a s  b e e n  d is c a r d e d  e n t i r e ly .  W h a t  r e m a in s  o f  th e  k in e t i c  

th e o ry  o f  g a s e s  a n d  t h e  w a v e  th e o r y  o f  l ig h t  o f  t h e  n in e t e e n t h  c e n t u r y  a r e  t e s t a b l e  

e q u a t io n s  a n d  la w s ,  a n d  th e s e  a lo n e ,  a c c o r d in g  to  th e  p o s it iv is t s ,  h a v e  p e r m a n e n t  

s c ie n t if ic  v a lu e .

6 . S t r ic t l y  s p e a k in g ,  t h e n ,  (R 2 )  s h o u ld  b e  p h r a s e d  in  t e rm s  o f  l a w l ik e  s e n t e n c e s ,  

ra th e r  t h a n  la w s  It is  c o m m o n ly  a s s u m e d  th a t  w e  c a n  | u d g e  w h e t h e r  a  s e n t e n c e  

is la w l ik e  s im p ly  b y  e x a m in in g  its  lo g ic a l  fo rm  a n d  th e  p r e d ic a t e s  it  u s e s  B u t  to  

lo d g e  th a t  a  l a w l i k e  s e n t e n c e  is t r u e — a n d  h e n c e  e x p r e s s e s  a  l a w — r e q u i r e s  e m p ir ­

ic a l in f o r m a t io n

7 S in c e  t h e  e x p l a n a n s  c a n  in c lu d e  la w s  o f  m a t h e m a t ic s ,  s o m e  o f  th e  s e n t e n c e s  
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16. This line of criticism is also advanced in J Alberto Coffa, "Hempel’s Ambi­
guity,” Synthèse 28 (1974): 141-63
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7 I

Laws of Nature

In t roduc tion

Laws play a central role in scientific reasoning. As we saw in chapters 1 
and 4, some philosophers of science think that using laws to explain things 
is an essential part of what it means to he genuinely scientific, and support 
for the view that scientific explanation must involve laws is widespread 
(though not unanimous). Many also believe that we are justified in trusting 
scientific inferences because these predictions rest, in part, on well- 
confirmed laws. Our expectations about the behavior of systems, instru­
ments, and materials are reasonable to the extent that they are based on 
a correct understanding of the laws that govern them, Undoubtedly, much 
scientific activity is devoted to discovering laws, and one of the most cher­
ished forms of scientific immortality is to join the ranks of Boyle, Newton, 
and Maxwell by having a law (equation or functional relation) linked with 
one’s name. But despite the crucial importance of laws in science, it is 
difficult to find a general account of what sort of things laws are that can 
do justice to everything we take to be true of them.

In this chapter, two important and influential ways of understanding 
laws—the regularity approach and the necessitarian approach—will be dis­
cussed and criticized.1 In terms roughly hewn, the regularity approach says 
that law's describe the way things actually behave, that they are nothing 
more than a special kind of descriptive summary of what has happened 
and what will happen. The necessitarian approach insists that laws are 
more than just summaries, that they tell us not merely how things actually 
behave, but, more importantly, how they must behave. For the necessi­
tarians, both the universality and the necessity of laws are objective, real 
features of the world (although necessitarians disagree among themselves 
about the nature of that necessity).2

Modern adherents of the regularity approach trace their origins back
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to David Hume and his constant conjunction analysis of causation. In 
“What Is a Law of Nature?’’ A. J. Ayer gives a sympathetic account of the 
epistemological considerations that drove Hume to deny that causal ne­
cessity is objective and hence to espouse the simple version of the regu­
larity theory of laws. According to this simple version, a law of nature 
is nothing more, objectively, than a true universal generalization. Ayer 
explains the severe problems that afflict the simple Humean theory, in­
cluding the problem of laws that lack instances and the problem of distin­
guishing between those generalizations that are genuine laws and those 
that are true merely by accident. Ayer’s tentative solution to these problems 
is to add epistenric conditions to the regularity analysis of lawlikeness. 
Thus, according to Ayer’s epistenric regularity theory, a law is a true uni­
versal generalization about which we have certain beliefs and attitudes 
and that plays a characteristic role in science.

In “Laws of Nature,” Fred Dretske deals what he considers a lethal 
blow to Ayer’s epistenric regularity theory. In its place, Dretske advocates 
a theory according to which laws are (express or describe) relations of 
necessitation between universals. Thus, instead of regarding laws as gen­
eralizations about events, Dretske regards them as singular statements 
about the properties events share. Dretske shows how his universals theory 
of laws can solve several of the difficulties facing the regularity theory.

1 .ike other recent advocates of the universals theory of laws, and tinlike 
earlier proponents of the necessitarian approach, Dretske insists that laws 
of nature are contingent, not necessary. This creates difficulties for Dret­
ske’s theory, since it requires that the noinic necessitation relation between 
universals hold contingently, not necessarily, and it is hard to see how 
merely contingent relations could obtain among abstract entities such as 
universals. One possible response to this problem is suggested by Saul 
Knpke and Hilary Putnam, who use their new' theory of reference to argue 
that many laws of nature are not contingent hut metaphysically necessary. 
D. II. Mellor criticizes the Kripke-Putnanr argument in "Necessities and 
Universals in Natural Laws.” Mellor also attacks the universals theory on 
the grounds that it cannot accommodate laws that have no instances. In 
this way, Mellor attempts to cast the regularity theory in a more favorable 
light by revealing the deficiencies of its rivals.

Despite their disagreement about whether laws involve an element of 
necessity, the regularity and necessitarian approaches share the conviction 
that laws of nature describe important facts about reality'. That realist as­
sumption about laws is challenged by Nancy Cartwright in the final piece 
in this chapter. In “Do the Laws of Physics State the Facts?” Cartwright 
argues that most of the laws physicists use to explain things are not even 
approximately true. They are false and are known to be false. Nonetheless, 
they provide excellent explanations. Cartwright argues that there is an 
irreconcileable tension between the goal of accurate description and the
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goal of explanation. When lawlike statements are altered to make them 
describe the way bodies actually behave, they lose their explanatory power.

■ | Notes
1. A11 older approach to understanding laws of nature—instrumentalism—lias 
largely fallen into disfavor (though Ronald Giere and Bas van Frassen have recently 
made attempts to revive it). Instrumentalists (such as Ernst Mach, Karl Pearson, 
Ludwig Wittgenstein, and Stephen Toulmin) hold that laws are neither true nor 
false; they are simply tools that scientists use to summarize data and to make 
inferences. Gilbert Ryle once described this view by characterizing laws as “infer­
ence tickets." According to instrumentalists, neither the necessity 1101 the univer­
sality of laws are objective features of the world; both are human inventions that 
we impose on the world for the purposes of representation and prediction. The 
main problem with instrumentalism is that, if laws are neither tme nor false, then 
it is difficult to make sense of their being tested, confirmed, and refuted. See 
Ronald N. Giere, “The Skeptical Perspective: Science without Laws of Nature," 
in Laws o f  N a tu r e : Essays  o n  t h e  P h i l o s o p h i ca l ,  S c i e n t i f i c  a n d  H is to r i ca l  D im en ­
sions, ed. Friedel Weiuert, (New York: Walter de Gruyter, 1995), 120-38; Bas C. 
van Fraassen, Laws a n d  S ym m e t r y  (Oxford: Clarendon Press, 1989); and Alan 
Musgrave, “Wittgensteinian Instrumentalism,” T heo r ia  47 (1981): 65-10?.

2. Regularity theorists (of different types) include A. J. Ayer, R. B. Braithwaite, 
Rudolf Carnap, Richard Feynman, Carl Hempel, Ernest Nagel, Hans Reichen- 
bach, Norman Swartz, and Peter Urbach. Necessitarians (of different types) in­
clude D. M. Armstrong, John Bigelow, John Carroll, Fred Dretske, W. C. Kneale, 
Christopher Swoyer, and Michael Tooley. See the bibliography at the end of this 
volume for references.



A. J. Ayer

W hat Is a Law of Nature?

There is a sense in which we know well enough what is ordinarily meant 
by a law of nature. We can give examples. Thus it is, or is believed to be, 
a law of nature that the orbit of a planet around the sun is an ellipse, or 
that arsenic is poisonous, or that the intensity of a sensation is proportion­
ate to the logarithm of the stimulus, or that there are 303,000,000, 
000,000,000,000,000 molecules in one gram of hydrogen. It is not a law 
of nature, though it is necessarily true, that the sum of the angles of a 
Euclidean triangle is 180 degrees, or that all the presidents of the third 
French Republic were male, though this is a legal fact in its way, or that 
all the cigarettes which I now have in my cigarette case are made of 
Virginian tobacco, though this again is true and, given my tastes, not 
wholly accidental. But while there are many such cases in which we find 
no difficulty in telling whether some proposition, which we take to be 
true, is or is not a law of nature, there arc cases where wc may be in 
doubt. For instance, I suppose that most people take the laws of nature to 
include the first law of thermodynamics, the proposition that in any closed 
physical system the sum of energy is constant: hut there are those who 
maintain that this principle is a convention, that it is interpreted in such 
a way that there is no logical possibility of its being falsified, and for this 
reason they may deny that it is a law of nature at all. There are two 
questions at issue in a case of this sort: first, whether the principle under 
discussion is in fact a convention, and secondly whether its being a con 
vention, if it is one, would disqualify it from being a law of nature. In the 
same way, there may be a dispute whether .statistical generalizations are 
to count as laws of nature, as distinct from the dispute whether certain 
generalizations, which have been taken to be laws of nature, are in fact

From T he  C o n c e p t  o f  a  P e r son  (New York: St. Martin's Press, 1963), 209-34. This 
article was first published in R evu e  In t e rn a t i on a l e  d e  P h i l o s o p h i e  36 (1956), 144—
65.
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statistical. And even if we were always able to tell, in the case of any given 
proposition, whether or not it had the form of a law of nature, there would 
still remain the problem of making clear what this implied.

The use of the word ‘law’, as it occurs in the expression ‘laws of 
nature’, is now fairly sharply differentiated from its use in legal and moral 
contexts: we do not conceive of the laws of nature as imperatives. But this 
was not always so. For instance, Hobbes in his Leviathan lists fifteen ‘laws 
of nature’ of which two of the most important are that men ‘seek peace, 
and follow it' and ‘that men perform their covenants made’: but he does 
not think that these laws are necessarily respected. On the contrary, he 
holds that the state of nature is a state of war, and that covenants will not 
in fact be kept unless there is some power to enforce them. His laws of 
nature are like civil laws except that they arc not the commands of any 
civil authority. In one place he speaks of them as ‘dictates of Reason’ and 
adds that men improperly call them by the name of laws: ‘for they are but 
conclusions or theorems concerning what conduceth to the conservation 
and defence of themselves: whereas Law, properly, is the word of him, 
that by right hath command over others’. ‘But yet,’ he continues, ‘if you 
consider the same Theorems, as delivered in the word of God, that by 
right commandeth all things; then they are properly called Laws.’1

It might be thought that this usage of Hobbes was so far removed 
from our own that there was little point in mentioning it, except as a 
historical curiosity; hut I believe that the difference is smaller than it ap­
pears to be. I think that our present use of the expression ‘laws of nature’ 
carries traces of the conception of Nature as subject to command. Whether 
these commands are conceived to be those of a personal deity or, as by 
the Greeks, of an impersonal fate, makes no difference here. The point, 
in either case, is that the sovereign is thought to be so powerful that its 
dictates are bound to be obeyed. It is not as in Hobbes’s usage a question 
of moral duty or of prudence, where the subject has freedom to err. On 
the view which I am now considering, the commands which are issued 
to Nature are delivered with such authority that it is impossible that she 
should disobey them. 1 do not claim that this view is still prevalent; at 
least not that it is explicitly held But it may well have contributed to the 
persistence of the feeling that there is some form of necessity attaching to 
the laws of nature, a necessity which, as we shall see, it is extremely dif­
ficult to pin down.

In case anyone is still inclined to think that the laws of nature can 
be identified with the commands of a superior being, it is worth pointing 
out that this analysis cannot be correct. It is already an objection to it that 
it burdens our science with all the uncertainty of our metaphysics, or our 
theology. If it should turn out that we had no good reason to believe in 
the existence of such a superior being, or no good reason to believe that 
he issued anv commands, it would follow, on this analysis, that we should 
not be entitled to believe that there were any laws of nature. But the main
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argument against this view is independent of any doubt that one may have 
about the existence of a superior being. Even if we knew that such a one 
existed, and that lie regulated nature, we still could not identify the laws 
of nature with his commands. For it is only by discovering what were the 
laws of nature that we could know what form these commands had taken. 
But this implies that we have some independent criteria for deciding what 
the laws of nature are. The assumption that they are imposed by a superior 
being is therefore idle, in the same way as the assumption of providence 
is idle. It is only if there are independent means of finding out what is 
going to happen that one is able to say what providence has in store. The 
same objection applies to the rather more fashionable view that moral 
laws are the commands of a superior being: but this docs not concern us 
here.

There is, in any case, something strange about the notion of a com­
mand which it is impossible to disobey. We may be sure that some com­
mand will never in fact be disobeyed. But what is meant by saying that it 
cannot be? That the sanctions which sustain it are too strong? But might 
not one be so rash or so foolish as to defy them? I am inclined to say that 
it is in the nature of commands that it should be possible to disobey them. 
The necessity which is ascribed to these supposedly irresistible commands 
belongs in fact to something different: it belongs to the laws of logic. Not 
that the laws of logic cannot be disregarded; one can make mistakes in 
deductive reasoning, as in anything else. There is, however, a sense in 
which it is impossible for anything that happens to contravene the laws of 
logic. The restriction lies not upon the events themselves but on our 
method of describing them. If we break the rules according to which our 
method of description functions, we are not using it to describe anything. 
This might suggest that the events themselves really were disobeying the 
laws of logic, only we could not say so. But this would be an error. What 
is describable as an event obeys the laws of logic: and what is not describ- 
able as an event is not an event at all. The chains which logic puts upon 
nature are purely formal: being formal they weigh nothing, but for the 
same reason they are indissoluble.

From thinking of the laws of nature as the commands of a superior 
being, it is therefore only a short step to crediting them with the necessity 
that belongs to the laws of logic. And this is in fact a view which many 
philosophers have held. They have taken it for granted that a proposition 
could express a law of nature only if it stated that events, or properties, of 
certain kinds were necessarily connected; and they have interpreted this 
necessary connection as being identical with, or closely analogous to, the 
necessity with which the conclusion follows from the premisses of a de­
ductive argument; as being, in short, a logical relation. And this has en­
abled them to reach the strange conclusion that the laws of nature can, 
at least in principle, be established independently of experience: for if [hey 
are purely logical truths, they must be discoverable by reason alone.
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The refutation of this view is very simple. It was decisively set out by 
Hume. ‘To convince us', he says, ‘that all the laws of nature and all the 
operations of bodies, without exception, are known only by experience, 
the following reflections may, perhaps, suffice. Were any object presented 
to us, and were we required to pronounce concerning the effect, which 
will result from it, without consulting past observation: after what manner, 
I beseech you, must the mind proceed in this operation? It must invent 
or imagine some event, which it ascribes to the object as its effect: and it 
is plain that this invention must be entirely arbitrary. The mind can never 
find the effect in the supposed cause, by the most accurate scrutiny and 
examination. For the effect is totally different from the cause, and con­
sequently can never be discovered in it.2

Hume’s argument is, indeed, so simple that its purport has often been 
misunderstood. He is represented as maintaining that the inherence of an 
effect in its cause is something which is not discoverable in nature: that 
as a matter of fact our observations fail to reveal the existence of any such 
relation: which would allow for the possibility that our observations might 
be at fault. But the point of Hume’s argument is not that the relation of 
necessary connection which is supposed to conjoin distinct events is not 
in fact observable: it is that there could not be any such relation, not as 
a matter of fact but as a matter of logic. What Hume is pointing out is 
that if two events are distinct, they are distinct: from a statement which 
does no more than assert the existence of one of them it is impossible to 
deduce anything concerning the existence of the other. This is, indeed, a 
plain tautology. Its importance lies in the fact that Hume's opponents 
denied it. They wished to maintain both that the events which were cou­
pled by the laws of nature were logically distinct from one another, arid 
that they were united by a logical relation. But this is a manifest contra­
diction. Philosophers who Hold this view are apt to express it in a form 
which leaves the contradiction latent: it was Hume’s achievement to have 
brought it clearly to light.

In certain passages Hume makes his point by saying that the contra­
dictory of any law of nature Is at least conceivable; he intends thereby to 
show that the truth of the statement which expresses such a law is an 
empirical matter of fact and not an a priori certainty. But to this it lias 
been objected that the fact that the contradictory ol a proposition is con­
ceivable is not a decisive proof that the proposition is not necessary. It 
may happen, in doing logic or pure mathematics, that one formulates a 
statement which one is unable either to prove or disprove. Surely in that 
case both the alternatives of its truth and falsehood are conceivable Pro­
fessor W. C. Kneale, who relies on this objection,5 cites the example of 
Goldbach’s conjecture that every even number greater than two is (be 
sum of two primes. Though ibis conjecture has been confirmed so far as 
it has been tested, no one yet knows for certain whether it is true or false: 
no proof has been discovered cither way. All the same, if it is true, it is
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necessarily true, and if it is false, it is necessarily false. Suppose that it 
should turn out to be false. We surely should not be prepared to say that 
what Goldbach had conjectured to be true was actually inconceivable. Yet 
we should have found it to be the contradictory of a necessary' proposition. 
If we insist that this does prove it to be inconceivable, we find ourselves 
in the strange position of having to hold that one of two alternatives is 
inconceivable, without our knowing which.

I think that Professor Kneale makes his case: but I do not think that 
it is an answer to Hume. For Hume is not primarily concerned with 
showing that a given set of propositions, which have been taken to be 
necessary, are not so really. This is only a possible consequence of his 
fundamental point that ‘there is no object which implies the existence of 
any other if we consider these objects in themselves, and never look be­
yond the idea which we form of them’,'1 in short, that to say that events 
are distinct is incompatible with saying that they are logically related. And 
against this Professor Kneale’s objection has no force at all. The most that 
it could prove is that, in the case of the particular examples that he gives, 
Hume might be mistaken in supposing that the events in question really 
were distinct: in spite of the appearances to the contrary, an expression 
which lie interpreted as referring to only one of them might really be used 
in such a way that it included a reference to the other.

But is it not possible that Hume was always so mistaken; that the 
events, or properties, which are coupled by the laws of nature never are 
distinct? This question is complicated by the fact that once a generaliza­
tion is accepted as a law of nature it tends to change its status. The mean­
ings which we attach to our expressions are not completely constant: if we 
are firmly convinced that every object of a kind which is designated by a 
certain term has some property which the term does not originally cover, 
we tend to include the property in the designation; we extend the defi­
nition of the object, with or without altering the words which refer to it. 
Thus, it was an empirical discovery that loadstones attract iron and steel 
for someone who uses the word ‘loadstone’ only to refer to an object which 
has a certain physical appearance and constitution, the fact that it behaves 
in this way is not formally deducible. But, as the word is now generally 
used, the proposition that loadstones attract iron and steel is analytically 
true: an object which did not do this would not properly he called a 
loadstone. In the same way, it may have become a necessary truth that 
water has the chemical composition H,0. But what then of heavy water 
which has the composition D,0? Is it not really water? Clearly this ques­
tion is quite trivial. If it suits us to regard heavy water as a species of water, 
then we must not make it necessary that water consists of H,0. Otherwise, 
we may. We are free to settle the matter whichever way wc please.

Not all questions of this sort are so trivial as this. What, for example, 
is the status in Newtonian physics of the principle that the acceleration 
of a body is equal to the force which is acting on it divided by its mass?
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If we go by the text-books in which 'force’ is defined as the product of 
mass and acceleration, we shall conclude that the principle is evidently 
analytic. But are there not other ways of defining force which allow this 
principle to be empirical? In fact there are, but as Henri Poincare has 
shown,’ we may then find ourselves obliged to treat some other Newtonian 
principle as a convention.' It would appear that in a system of this kind 
there is likely to be a conventional element, but that, within limits, we 
can situate it where we choose. What is put to the test of experience is 
the system as a whole.

This is lo concede that some of the propositions which pass for laws 
of nature are logically necessary, while implying that it is not true of all 
of them. But one might go much further. It is at any rate conceivable that 
at a certain stage the science of physics should become so unified that it 
could be wholly axiomatized: it would attain the status of a geometry' in 
which all the generalizations were regarded as necessarily true. It is harder 
to envisage any such development in the science o( biology', let alone the 
social sciences, but it is not theoretically impossible that it should come 
about there too. It would be characteristic of such systems that no expe­
rience could falsify them, but their security might be sterile. What would 
take the place of their being falsified would he the discovery that they had 
no empirical application.

The important point to notice is that, whatever may be the practical 
or aesthetic advantages of turning scientific laws into logically necessary 
truths, it does not advance our knowledge, or in any way add to the security 
of our beliefs. For what we gain in one way, we lose in another. If we 
make it a matter of definition that there are just so many million molecules 
in every gram of hydrogen, then we can indeed be certain that every gram 
of hydrogen will contain that number of molecules: but we must become 
correspondingly more doubtful, in any given case, whether what we take 
to be a gram of hydrogen really is so. The more we put into our definitions, 
the more uncertain it becomes whether anything satisfies them: this is the 
price that we pay for diminishing the risk of our laws being falsified. And *

* See chapter 6 of La s c i e n c e  e t l ’h y p o t h è s e  (Paris: E. Flammarion, 1902); S c i e n c e  
and Hypothe s is ,  trails. W. J. Greenstreet (New' York: Dover, 19521. Poincaré rea­
sons that any attempt to verify the second law, F  = ma,  by experiment —even on 
a single body of constant mass — requires a way of measuring forces independently 
of the accelerations they cause and of ascertaining when two forces are equal ill 
magnitude. This, lie argues, must presuppose the truth of the third law (that action 
and reaction are equal and opposite). Thus, lie concludes that if the second law 
is empirical, then the third law must be treated as a definition. Poincaré also argues 
that if the second law is treated not as an empirical law but as a definition of 
force, then it can be applied to more than one body only if the masses of different 
bodies can be compared. This, too, lie argues, presupposes Newton’s third law, 
since when two bodies act 011 each other, the ratio of their masses is defined as 
the inverse ratio of their accelerations (assuming that no other bodies are acting 
on them).



i f  it  e v e r  c a m e  to  t h e  p o in t  w h e r e  a l l  t h e  ‘l a w s ’ w e r e  m a d e  c o m p le t e l y  

s e c u r e  b y  b e i n g  t r e a t e d  a s  l o g i c a l l y  n e c e s s a r y ,  t h e  w h o l e  w e i g h t  o f  d o u b t  

w o u ld  f a l l  u p o n  t h e  s t a t e m e n t  t h a t  o u r  s y s t e m  h a d  a p p l i c a t i o n ,  H a v in g  

d e p r iv e d  o u r s e lv e s  o f  t h e  p o w e r  o f  e x p r e s s in g  e m p i r i c a l  g e n e r a l i z a t io n s ,  

w e  s h o u ld  h a v e  to  m a k e  o u r  e x i s t e n t i a l  s t a t e m e n t s  d o  t h e  w o r k  in s te a d .

I f  s u c h  a  s t a g e  w e r e  r e a c h e d ,  I a m  in c l i n e d  to  s a y  t h a t  w e  s h o u ld  no  

lo n g e r  h a v e  a  u s e  fo r  t h e  e x p r e s s io n  ‘ la w s  o f  n a t u r e ' ,  a s  it  is  n o w  u n d e r ­

s to o d . In  a  s e n s e ,  t h e  t e n u r e  o f  s u c h  la w s  w o u ld  s t i l l  b e  a s s e r t e d :  th e y  

w o u ld  b e  s m u g g le d  in t o  t h e  e x i s t e n t i a l  p r o p o s i t io n s .  B u t  t h e r e  w o u ld  be 

n o t h in g  in  t h e  s y s t e m  t h a t  w o u ld  c o u n t  a s  a  l a w  o f  n a t u r e :  fo r  1 t a k e  it  to 

b e  c h a r a c t e r i s t i c  o f  a  l a w  o f  n a t u r e  t h a t  t h e  p r o p o s i t io n  w h i c h  e x p r e s s e s  it 

is  n o t  l o g i c a l l y  t r u e .  I n  t h i s  r e s p e c t ,  h o w e v e r ,  o u r  u s a g e  is  n o t  e n t i r e ly  

c l e a r - c u t .  I n  a  c a s e  w h e r e  a  s e n t e n c e  h a s  o r i g in a l l y  e x p r e s s e d  a n  e m p ir ic a l  

g e n e r a l i z a t i o n ,  w h i c h  w e  r e c k o n  to  b e  a  l a w  o f  n a t u r e ,  w e  a r e  i n c l i n e d  to 

s a y  t h a t  i t  s t i l l  e x p r e s s e s  a  l a w  o f  n a t u r e ,  e v e n  w h e n  it s  m e a n in g  h a s  b ee r , 

so  m o d if i e d  t h a t  i t  h a s  c o m e  to  e x p r e s s  a n  a n a l y t i c  t r u t h .  A n d  w e  are 

e n c o u r a g e d  in  th is  b y  t h e  f a c t  t h a t  it  is  o f t e n  v e r y  d i f f i c u l t  to  t e l l  w h e th e r  

t h i s  m o d i f i c a t i o n  h a s  t a k e n  p l a c e  o r n o t . A ls o , i n  t h e  c a s e  w h e r e  s o m e  o f 

t h e  p r o p o s i t io n s  in  a  s c i e n t i f i c  s y s t e m  p l a y  t h e  r o le  o f  d e f in i t io n s ,  b u t  we 

h a v e  s o m e  f r e e d o m  in  d e c i d i n g  w h ic h  t h e y  a r e  to  b e , w e  t e n d  to  a p p ly  

t h e  e x p r e s s io n  ‘la w s  o f  n a t u r e ’ to  a n y  o f  t h e  c o n s t i t u e n t  p r o p o s i t io n s  o f  the 

s y s t e m , w h e t h e r  o r  n o t  t h e y  a r e  a n a l y t i c a l l y  t r u e .  B u t  h e r e  it  is  e s s e n t ia l 

t h a t  t h e  s y s t e m  a s  a  w h o le  s h o u ld  b e  e m p i r i c a l .  I f  w e  a l lo w  th e  a n a ly t ic  

p r o p o s i t io n s  to  c o u n t  a s  la w s  o f  n a t u r e ,  i t  is b e c a u s e  t h e y  a r e  c a r r ie d  by 

t h e  r e s l .

T h u s  lo  o b je c t  to  H u m e  t h a t  h e  m a y  b e  w r o n g  in  a s s u m in g  th a t  ihe 

e v e n t s  b e t w e e n  w h i c h  h is  c a u s a l  r e la t io n s  h o ld  a r e  ‘d i s t i n c t  e x i s t e n c e s ’ is 

m e r e l y  to  m a k e  t h e  p o in t  t h a t  i t  is  p o s s ib le  fo r  a  s c i e n c e  to  d e v e lo p  iri 

s u c h  a  w a y  t h a t  a x io m a t i c  s y s t e m s  t a k e  t h e  p l a c e  o f  n a t u r a l  la w s .  B u t  this 

w a s  n o t  t r u e  o f  t h e  p r o p o s i t io n s  w i t h  w h ic h  H u m e  w a s  c o n c e r n e d ,  n o r  is 

i t  t r u e ,  in  t h e  m a in ,  o f  t h e  s c ie n c e s  o f  to - d a y . A n d  in  a n y  c a s e  H u m e  is 

r i g h t  in  s a y in g  t h a t  w e  c a n n o t  h a v e  t h e  b e s t  o f  b o th  w o r ld s ;  i f  w e  w ant 

o u r  g e n e r a l i z a t i o n s  to  h a v e  e m p i r i c a l  c o n t e n t ,  t h e y  c a n n o t  b e  lo g ic a l ly  

s e c u r e ;  i f  w e  m a k e  t h e m  l o g i c a l l y  s e c u r e ,  w e  ro b  t h e m  o l  t h e i r  e m p ir ic a l  

c o n t e n t .  T h e  r e la t io n s  w h i c h  h o ld  b e t w e e n  t h in g s ,  o r  e v e n t s ,  o r  p ro p e r t ie s , 

c a n n o t  b e  b o th  f a c t u a l  a n d  l o g i c a l .  H u m e  h i m s e l f  s p o k e  o n ly  o f  cau sa l 

r e la t io n s ,  b u t  h i s  a r g u m e n t  a p p l i e s  to  a n y  o f  t h e  r e la t io n s  t h a t  sc ie n c e  

e s t a b l i s h e s ,  i n d e e d  to  a n y  r e la t io n s  w h a t s o e v e r .

It s h o u ld  p e r h a p s  h e  r e m a r k e d  t h a t  t h o s e  p h i lo s o p h e r s  w h o  s t i l l  w ish 

to  h o ld  t h a t  t h e  la w s  o f  n a t u r e  a r e  ‘p r in c ip l e s  o f  n e c e s s i t a t i n ’6 w o u ld  not 

a g r e e  t h a t  t h i s  c a m e  d o w n  to  s a y in g  t h a t  t h e  p r o p o s i t io n s  w h i c h  ex p re sse d  

t h e m  w e r e  a n a l y t i c .  T h e y  w o u ld  m a in t a in  t h a t  w e  a r e  d e a l i n g  h e r e  w ith 

r e la t io n s  o f  o b je c t iv e  n e c e s s i t y ,  w h ic h  a r e  n o t  to  b e  id e n t i f i e d  w it h  lo g ic a l 

e n t a i l r n e n t s ,  t h o u g h  t h e  tw o  a r e  in  c e r t a in  r e s p e c t s  a k in .  B u t  w h a t  are 

t h e s e  r e la t io n s  o f  o b je c t iv e  n e c e s s i t y  s u p p o s e d  to  b e ?  N o  e x p la n a t io n  is
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g iv e n  e x c e p t  t h a t  t h e y  a r e  ju s t  t h e  r e la t io n s  t h a t  h o ld  b e t w e e n  e v e n t s ,  o r  

p r o p e r t ie s ,  w h e n  t h e y  a r e  c o n n e c t e d  b y  s o m e  n a t u r a l  l a w .  B u t  t h i s  is  s im ­

p ly  to  r e s t a t e  t h e  p r o b le m ;  n o t  e v e n  to  a t t e m p t  to  s o lv e  it . It is n o t  a s  i f  

th is  t a lk  o f  o b je c t iv e  n e c e s s i t y  e n a b le d  u s  to  d e t e c t  a n y  la w s  o f  n a t u r e .  O n  

the c o n t r a r y  it  is o n ly  ex post facto,  w h e n  t h e  e x i s t e n c e  o f  s o m e  c o n n e c t io n  

h as b e e n  e m p i r i c a l l y  t e s t e d ,  t h a t  p h i lo s o p h e r s  c l a i m  to  s e e  t h a t  i t  h a s  th is  

m y s t e r io u s  p r o p e r t y  o f  b e in g  n e c e s s a r y .  A n d  v e r y  o f t e n  w h a t  t h e y  d o  ‘ s e e ’ 

to b e  n e c e s s a r y  is  s h o w n  b y  f u r t h e r  o b s e r v a t io n  to  b e  f a ls e . T h i s  d o e s  n o t  

i t s e l f  p r o v e  t h a t  t h e  e v e n t s  w h i c h  a r e  b r o u g h t  t o g e th e r  b y  a  l a w  o f  n a t u r e  

do n o t  s t a n d  in  s o m e  u n i q u e  r e la t io n .  I f  a l l  a t t e m p t s  a t  its  a n a ly  s is  f a i l ,  w e  

m a y  b e  r e d u c e d  to  s a y in g  t h a t  it  is sui generis  [ a l t o g e t h e r  u n i q u e ] .  B u t  

w h y  t h e n  d e s c r ib e  it in  a w a y  w h i c h  le a d s  to  it s  c o n f u s io n  w it h  t h e  r e la t io n  

of lo g i c a l  n e c e s s i t y ?

A  f u r t h e r  a t t e m p t  to  l i n k  n a t u r a l  w it h  l o g i c a l  n e c e s s i t y  i s  to  b e  f o u n d  

in th e  s u g g e s t io n  t h a t  tw o  e v e n t s  E  a n d  I a r e  to  b e  r e g a r d e d  a s  n e c e s s a r i l y  

c o n n e c t e d  w h e n  t h e r e  is s o m e  w e l l - e s t a b l i s h e d  u n iv e r s a l  s t a t e m e n t  U , 

fro m  w h i c h ,  in  c o n ju n c t io n  w i t h  t h e  p r o p o s i t io n  i, a f f i r m in g  t h e  e x i s t e n c e  

of I, a  p r o p o s i t io n  e, a f f i r m in g  t h e  e x i s t e n c e  o f  E , is f o r m a l l y  d e d u c i b l e . 7 

T h is  s u g g e s t io n  h a s  t h e  m e r i t  o f  b r in g i n g  o u t  t h e  f a c t  t h a t  a n y  n e c e s s i t y  

th a t t h e r e  m a y  b e  in  t h e  c o n n e c t i o n  o f  tw o  d i s t i n c t  e v e n t s  c o m e s  o n ly  

th ro u g h  a  l a w .  T h e  p r o p o s i t io n  w h i c h  d e s c r ib e s  ‘ t h e  in i t i a l  c o n d i t i o n s ’ 

does n o t  b y  i t s e l f  e n t a i l  t h e  p r o p o s i t io n  w h i c h  d e s c r ib e s  t h e  ‘e f f e c t ’ : it  d o e s  

so o n ly  w h e n  it  is c o m b in e d  w i t h  a  c a u s a l  l a w .  B u t  t h i s  d o e s  n o t  a l lo w  u s  

to s a y  t h a t  t h e  l a w  i t s e l f  is  n e c e s s a r y .  W e  c a n  g iv e  a  s im i l a r  m e a n in g  to 

s a y in g  t h a t  t h e  l a w  is  n e c e s s a r y  b y  s t i p u l a t in g  t h a t  i t  f o l lo w s ,  e i t h e r  d i r e c t l y  

or w ith  t h e  h e lp  o f  c e r t a in  f u r t h e r  p r e m is s e s ,  f ro m  s o m e  m o r e  g e n e r a l  

p r in c ip le .  B u t  t h e n  w h a t  is t h e  s t a tu s  o f  t h e s e  m o r e  g e n e r a l  p r in c ip l e s ?  

T h e  q u e s t io n  w h a t  c o n s t i t u t e s  a  l a w  o f  n a t u r e  r e m a in s ,  o n  t h is  v ie w , w it h ­

ou t a n  a n s w e r .

I | II
O nce w e  a r e  r id  o f  t h e  c o n f u s io n  b e t w e e n  lo g i c a l  a n d  t a c t u a l  r e la t io n s ,  

w h at s e e m s  th e  o b v io u s  c o u r s e  is to  h o ld  t h a t  a  p r o p o s i t io n  e x p r e s s e s  a 

law  o f  n a t u r e  w h e n  it  s t a t e s  w h a t  i n v a r i a b l y  h a p p e n s .  T h u s ,  to  s a y  t h a t  

u n s u p p o r te d  b o d ie s  f a l l ,  a s s u m in g  t h i s  to  b e  a  l a w  o f  n a t u r e ,  is to  s a y  t h a t  

there is n o t , n e v e r  h a s  b e e n ,  a n d  n e v e r  w i l l  b e  a  b o d y  t h a t  b e in g  u n s u p ­

ported  d o e s  n o t  f a l l .  T h e  ‘n e c e s s i t y ’ o f  a  l a w  c o n s i s t s ,  o n  t h is  v i e w ,  s im p l y  

in the  f a c t  t h a t  t h e r e  a r e  n o  e x c e p t io n s  to  it .

It w i l l  b e  s e e n  t h a t  t h i s  i n t e r p r e t a t io n  c a n  a l s o  b e  e x t e n d e d  to s t a t i s t i c a l  

laws. F o r  t h e y  to o  m a y  b e  r e p r e s e n t e d  a s  s t a t in g  th e  e x r s t e n c e  o f  c e r t a in  

c o n s ta n c ie s  in  n a t u r e :  o n ly ,  in  t h e i r  c a s e ,  w h a t  is  h e l d  to  b e  c o n s t a n t  is 

the p r o p o r t io n  o f  i n s t a n c e s  in  w h i c h  o n e  p r o p e r t y  is  c o n jo in e d  w i t h  a n -
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o t h e r  o r , to  p u t  i t  in  a  d i f f e r e n t  w a y ,  t h e  p r o p o r t io n  o f  t h e  m e m b e r s  o f 

o n e  c l a s s  t h a t  a r e  a l s o  m e m b e r s  o f  a n o t h e r .  T h u s  i t  is a  s t a t i s t i c a l  l a w  th a t  

w h e n  t h e r e  a r e  tw o  g e n e s  d e t e r m i n i n g  a  h e r e d i t a r y  p r o p e r t y ,  s a y  t h e  c o lo u r  

o f  a  c e r t a in  t y p e  o f  f lo w e r ,  t h e  p r o p o r t io n  o f  in d i v id u a l s  in  t h e  s e c o n d  

g e n e r a t i o n  t h a t  d i s p la y  t h e  d o m in a n t  a t t r ib u t e ,  s a y  t h e  c o lo u r  w h i t e  as 

o p p o s e d  to  t h e  c o lo u r  r e d ,  is  t h r e e  q u a r t e r s .  T h e r e  is , h o w e v e r ,  t h e  d if f i­

c u l t y  t h a t  o n e  d o e s  n o t  e x p e c t  t h e  p r o p o r t io n  to  b e  m a i n t a i n e d  i n  e v e ry  

s a m p le .  A s  P ro fe s s o r  R . B . B r a i t h w a i t e  h a s  p o in t e d  o u t ,  'w h e n  w e  s a y  th a t 

t h e  p r o p o r t io n  ( i n  a  n o n - l i t e r a l  s e n s e )  o f  t h e  m a le  b i r t h s  a m o n g  b ir th s  is 

51 p e r  c e n t ,  w e  a r e  n o t  s a y in g  o f  a n y  p a r t i c u l a r  c l a s s  o f  b i r t h s  t h a t  51 p e r 

c e n t  a r e  b i r t h s  o f  m a l e s ,  fo r  t h e  a c t u a l  p r o p o r t io n  m ig h t  d i f f e r  v e r y  w id e ly  

f ro m  51 p e r  c e n t  in  a  p a r t i c u l a r  c l a s s  o f  b i r t h s ,  o r  in  a  n u m b e r  o f  p a r t ic u la r  

c l a s s e s  o f  b i r t h s ,  w i t h o u t  o u r  w i s h in g  to  r e j e c t  t h e  p r o p o s i t io n  t h a t  the  

p r o p o r t io n  ( i n  t h e  n o n l i t e r a l  s e n s e )  is  51 p e r  c e n t . ’8 A ll  t h e  s a m e  th e  ‘ n o n - 

l i f e r a l ’ u s e  o f  t h e  w o r d  ‘p r o p o r t io n ’ is  v e i y  c lo s e  to  t h e  l i t e r a l  u s e .  I f  the 

l a w  h o ld s ,  t h e  p r o p o r t io n  m u s t  r e m a in  i n  t h e  n e ig h b o u r h o o d  o f  51 p e r 

c e n t ,  fo r  a n y  s u f f i c i e n t l y  l a r g e  c l a s s  o f  c a s e s :  a n d  t h e  d e v i a t io n s  f ro m  it 

w h i c h  a r e  f o u n d  in  s e le c t e d  s u b - c la s s e s  m u s t  b e  s u c h  a s  t h e  a p p l ic a t io n  

o f  t h e  c a l c u lu s  o f  p r o b a b i l i t y  w o u ld  l e a d  o n e  to  e x p e c t .  A d m i t t e d l y ,  th e  

q u e s t io n  w h a t  c o n s t i t u t e s  a  s u f f i c i e n t l y  l a r g e  c la s s  o f  c a s e s  is  h a r d  to  a n ­

s w e r . It w o u ld  s e e m  t h a t  t h e  c l a s s  m u s t  b e  f in i t e ,  b u t  t h e  c h o i c e  o f  a n y  

p a r t i c u l a r  f in i t e  n u m b e r  fo r  it  w o u ld  s e e m  a l s o  to  b e  a r b i t r a r y .  1 s h a l l  no t, 

h o w e v e r ,  a t t e m p t  to  p u r s u e  th is  q u e s t io n  h e r e .  T h e  o n ly  p o in t  t h a t  I h e re  

w is h  to  m a k e  is  t h a t  a s t a t i s t i c a l  l a w  is n o  le s s  ‘ l a w l i k e ’ t h a n  a  c a u s a l  law . 

I n d e e d ,  i f  t h e  p r o p o s i t io n s  w h i c h  e x p r e s s  c a u s a l  law 's  a r e  s i m p l y  s ta te m e n ts  

o f  w h a t  i n v a r i a b l y  h a p p e n s ,  t h e y  c a n  t h e m s e lv e s  b e  t a k e n  as e x p re s s in g  

s t a t i s t i c a l  l a w s ,  w i t h  r a t io s  o f  1 0 0  p e r  c e n t .  S i n c e  a  1 0 0  p e r  c e n t  r a t io , if 

i t  r e a l l y  h o ld s ,  m u s t  h o ld  in  e v e r y  s a m p l e ,  t h e s e  ‘l i m i t i n g  c a s e s ’ o f  s t a t is t ic a l 

l a w s  e s c a p e  t h e  d i f f i c u l t y  w h i c h  w e  h a v e  ju s t  r e m a r k e d  o n . I f  h e n c e f o r th  

w e  c o n f in e  o u r  a t t e n t io n  to  t h e m , i t  is b e c a u s e  t h e  a n a l y s i s  o f  ‘n o rm a l ’ 

s t a t i s t i c a l  l a w s  b r in g s  in  c o m p l i c a t i o n s  w h i c h  a r e  f o r e ig n  to  o u r  p u rp o se . 

T h e y  d o  n o t  a f f e c t  t h e  q u e s t io n  o f  w h a t  m a k e s  a  p r o p o s i t io n  l a w l i k e :  and  

i t  is  in  th is  t h a t  w e  a r e  m a i n l y  in t e r e s t e d .

O n  th e  v i e w  w h i c h  w e  h a v e  n o w  to  c o n s id e r ,  a l l  t h a t  is  r e q u i r e d  for 

t h e r e  to  b e  l a w s  i n  n a t u r e  is d i e  e x i s t e n c e  o f  de facto  c o n s t a n c i e s .  In  the 

m o s t  s t r a ig h t f o r w a r d  c a s e ,  t h e  c o n s t a n c y  c o n s is t s  i n  t h e  f a c t  t h a t  e v e n ts , or 

p r o p e r t ie s ,  o r  p r o c e s s e s  o f  d i f f e r e n t  t y p e s  a r e  in v a r i a b l y  c o n jo in e d  w ith  one 

a n o t h e r .  T h e  a t t r a c t io n  o f  t h i s  v ie w  l i e s  i n  its  s i m p l i c i t y :  b u t  i t  m a y  b e  too 

s im p l e .  T h e r e  a r e  o b je c t io n s  to  i t  w h i c h  a r e  n o t  e a s i l y  m e t .

In  t h e  f ir s t  p l a c e ,  w e  h a v e  to  a v o id  s a d d l i n g  o u r s e lv e s  w it h  v a c u o u s  

l a w s .  I f  u 'e  in t e r p r e t  s t a t e m e n t s  o f  t h e  f o r m  ‘A l l  S  is  P ’ a s  b e in g  e q u iv a le n t , 

in  R u s s e l l ’s n o t a t io n ,  to  g e n e r a l  im p l i c a t io n s  o f  t h e  f o r m  ‘ ( .r ) ( i> x  D ’ IT ) ’, 

w e  f a c e  t h e  d i f f i c u l t y  t h a t  s u c h  im p l i c a t io n s  a r e  c o n s id e r e d  to  b e  t r u e  in
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a l l  c a s e s  in  w h i c h  t h e i r  a n t e c e d e n t  is  f a ls e . '"  T h u s  w e  s h a l l  h a v e  to  t a k e  

i t  a s  a  u n iv e r s a l  t r u th  b o th  t h a t  a l l  w in g e d  h o r s e s  a r e  s p i r i t e d  a n d  t h a t  a l l  

w in g e d  h o r s e s  a r e  t a m e ;  fo r  a s s u m in g ,  a s  I t h in k  w e  m a y ,  t h a t  t h e r e  n e v e r  

h a v e  b e e n  o r  w i l l  b e  a n y  w in g e d  h o r s e s ,  i t  is t r u e  b o th  t h a t  t h e r e  n e v e r  

h a v e  b e e n  o r  w i l l  b e  a n y  t h a t  a r e  n o t  s p i r i t e d ,  a n d  t h a t  t h e r e  n e v e r  h a v e  

b e e n  o r  w i l l  b e  a n y  t h a t  a r e  n o t  t a m e . t  A n d  th e  s a m e  w i l l  h o ld  fo r a n y  

o t h e r  p r o p e r t y  t h a t  w e  c a r e  to  c h o o s e .  B u t  s u r e ly  w e  d o  n o t  w is h  to  r e g a r d  

t h e  a s c r ip t io n  o f  a n y  p r o p e r t y  w h a t s o e v e r  to  w in g e d  h o r s e s  a s  t h e  e x p r e s ­

s io n  o f  a  la w ' o f  n a t u r e .

T h e  o b v io u s  w a y  o u t  o f  t h i s  d i f f i c u l t y  is to  s t ip u l a t e  t h a t  t h e  c la s s  to 

w h i c h  w e  a r e  r e f e r r in g  s h o u ld  n o t  b e  e m p t y .  I f  s t a t e m e n t s  o f  t h e  fo rm  ‘A l l  

S  i s  P ’ a r e  u s e d  to  e x p r e s s  l a w s  o f  n a t u r e ,  t h e y  m u s t  b e  c o n s t r u e d  a s  

e n t a i l i n g  t h a t  t h e r e  a r e  S ’s . T h e y  a r e  to  h e  t r e a t e d  a s  t h e  e q u i v a l e n t ,  in  

R u s s e l l ’s n o t a t io n ,  o f  t h e  c o n ju n c t io n  o f  t h e  p r o p o s i t io n s  ‘ (x)(<I>x D  T h )  

a n d  ( 3 x ) i> x ’ . B u t  th is  c o n d i t io n  m a y  b e  to o  s t r o n g . F o r  t h e r e  a r e  c e r t a in  

c a s e s  i n  w h i c h  w e  d o  w is h  to  t a k e  g e n e r a l  im p l i c a t io n s  a s  e x p r e s s in g  la w s  

o t n a t u r e ,  e v e n  t h o u g h  t h e i r  a n t e c e d e n t s  a r e  n o t  s a t i s f i e d .  C o n s id e r ,  fo r  

e x a m p l e ,  t h e  N e w t o n ia n  l a w  th a t  a  b o d y  o n  w h i c h  n o  f o r c e s  a r c  a c t i n g  

c o n t in u e s  a t  r e s t  o r  in  u n i f o r m  m o t io n  a lo n g  a  s t r a ig h t  l i n e .  It m ig h t  h e  

a r g u e d  t h a t  th is  p r o p o s i t io n  w a s  v a c u o u s l y  t r u e ,  o n  t h e  g r o u n d  t h a t  t h e r e  

a r e  in  f a c t  n o  b o d ie s  o n  w h i c h  n o  f o r c e s  a r e  a c t in g ;  b u t  i t  is n o t  fo r  th is  

r e a s o n  t h a t  i t  is  t a k e n  a s  e x p r e s s in g  a  la w '. It is n o t  i n t e r p r e t e d  a s  b e in g  

v a c u o u s .  B u t  h o w  t h e n  d o e s  i t  f it  in t o  t h e  s c h e m e ?  H o w  c a n  i t  b e  h e ld  

to  b e  d e s c r ip t iv e  o f  w h a t  a c t u a l l y  h a p p e n s ?

W h a t  w c  w a n t  to  s a y  is t h a t  i f  t h e r e  were  a n y  b o d ie s  o n  w h i c h  n o  

f o r c e s  w e r e  a c t i n g  t h e n  t h e y  would  b e h a v e  i n  t h e  w a y  t h a t  N e w t o n ’s law ' 

p r e s c r ib e s .  B u t  w e  h a v e  n o t  m a d e  a n y  p r o v is io n  fo r  s u c h  h y p o t h e t i c a l  

c a s e s :  a c c o r d in g  to  t h e  v ie w  w h i c h  w e  a r e  n o w  e x a m in in g ,  s t a t e m e n t s  o f  

l a w  c o v e r  o n ly  w h a t  is  a c t u a l ,  n o t  w h a t  is  m e r e l y  p o s s ib le .  ' I ’h e r e  is , h o w ­

e v e r ,  a  w a y  in  w h i c h  w e  c a n  s t i l l  f it  in  s u c h  ‘n o n - in s t a n t i a l ’ la w s .  A s  P ro -  

le s s o r  C .  D . B r o a d  h a s  s u g g e s t e d ,5 w e  c a n  t r e a t  t h e m  a s  r e f e r r in g  n o t  to  

h y p o t h e t i c a l  o b je c t s ,  01 e v e n t s ,  b u t  o n ly  to  t h e  h y p o t h e t i c a l  c o n s e q u e n c e s  

o f  i n s t a n t i a l  la w s .  O u r  N e w t o n ia n  l a w  c a n  t h e n  b e  c o n s t r u e d  a s  im p l y in g  *

* T h ro u g h o u t  th is  r e a d in g , w e  h av e  a d d e d  p a re n th e s e s  to A y e r ’s fo rm u la s . T h e  
u n iv e rs a l g e n e r a l iz a t io n  “ (x)(<t>x D d rx ) ” sh o u ld  b e  read  as "fo r a l l  x , i f  x  h a s  
p ro p e r ty  <I>, th e n  x h a s  p ro p e r ty  Th” B e c a u se  o f  th e  w ay  th a t  th e  tru th -fu n c t io n a l 
c o n n e c t iv e  “ D ” is d e f in e d , a n y  c o n d it io n a l  fo rm u la  o f  th e  fo rm  “ (p  D q ) ” is tru e  
w h e n e v e r  its a n te c e d e n t , />, is fa lse , r e g a rd le ss  o f  w h e th e r  th e  c o n s e q u e n t , q, is 
t ru e  o r fa lse . H e n c e , A y e r ’s re m a rk  a b o u t  w in g e d  h o rse s in  th e  n ex t s e n te n c e , 

f In  p r e d ic a te  lo g ic , “(x)(tt>x D 'Vx)" is lo g ic a l ly  e q u iv a le n t  to (3x)(4> x Si — The).” 
T h is  n e g a t io n  o f a n  e x is te n t ia l g e n e r a l iz a t io n  says " it  is n o t th e  c a s e  th a t  th e re  
ex ists a n y th in g , x, s u c h  th a t  x h a s  p ro p e r ty  a n d  la c k s  p ro p erty  T h ” C o n s e q u e n t ly , 
w h e n  n o th in g  h a s  p ro p e r ty  <I>—as in  A ye r ’s e x a m p le  o f  w in g e d  h o rse s — b o th  s ta te ­
m en ts  a r e  t ru e , r e g a rd le ss  ot the  n a tu re  o f  p ro p e r ty  T .
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t h a t  t h e r e  a r e  i n s t a n t i a l  la w s ,  i n  t h i s  c a s e  l a w s  a b o u t  t h e  b e h a v io u r  of 

b o d ie s  o n  w h i c h  f o r c e s  a r e  a c t i n g ,  w h ic h  a r e  s u c h  t h a t  w h e n  c o m b in e d  

w it h  th e  p r o p o s i t io n  t h a t  t h e r e  a r e  b o d ie s  o n  w h ic h  n o  f o r c e s  a r e  a c t in g , 

t h e y  e n t a i l  t h e  c o n c lu s io n  t h a t  t h e s e  b o d ie s  c o n t in u e  a t  r e s t ,  o r  in  u n ifo rm  

m o t io n  a lo n g  a  s t r a ig h t  l i n e .  T h e  p r o p o s i t io n  t h a t  t h e r e  a r e  s u c h  b o d ie s  

is  f a l s e ,  a n d  so , i f  i t  is  in t e r p r e t e d  e x i s t e n t i a l l y ,  is t h e  c o n c l u s i o n ,  b u t  th at 

d o e s  n o t  m a t t e r .  A s B r o a d  p u t s  it . ‘w h a t  w e  a r e  c o n c e r n e d  to  a s s e r t  is that 

th is  f a ls e  c o n c lu s io n  is a  n e c e s s a r y  c o n s e q u e n c e  o f  t h e  c o n ju n c t io n  of 

a  c e r t a in  f a ls e  i n s t a n t i a l  s u p p o s i t io n  w it h  c e r t a in  t r u e  in s t a n t i a l  la w s  of 

n a t u r e ’ .

T h i s  s o lu t io n  o f  t ir e  p r e s e n t  d i f f i c u l t y  is c o m m e n d a b ly  in g e n io u s , 

t h o u g h  I a m  n o t  s u r e  t h a t  it  w o u ld  a lw a y s  b e  p o s s ib le  to  f in d  t h e  in s ta n t ia l  

l a w s  w h i c h  i t  r e q u i r e s .  B u t  e v e n  i f  w e  a c c e p t  it , o u r  t r o u b le s  a r c  n o t over. 

F o r , a s  B r o a d  h i m s e l f  p o in t s  o u t ,  t h e r e  is o n e  im p o r t a n t  c la s s  o f  c a s e s  in 

w h i c h  i t  d o e s  n o t  h e l p  u s . T h e s e  c a s e s  a r e  t h o s e  in  w h i c h  o n e  m e a s u r a b le  

q u a n t i t y  is  s a id  to  d e p e n d  u p o n  a n o t h e r ,  c a s e s  l i k e  t h a t  o f  t h e  l a w  c o n ­

n e c t i n g  t h e  v o lu m e  a n d  t e m p e r a t u r e  o f  a  g a s  u n d e r  a  g iv e n  p r e s s u r e , in 

w h i c h  t h e r e  is  a  m a t h e m a t i c a l  f u n c t io n  w h i c h  e n a b le s  o n e  to  c a lc u la t e  

t h e  n u m e r i c a l  v a l u e  o f  e i t h e r  q u a n t i t y  f r o m  t h e  v a lu e  o f  t h e  o th e r .  S u c h  

la w s  h a v e  t h e  f o r m  ‘x = F y ' ,  w h e r e  t h e  r a n g e  o f  th e  v a r i a b l e  y  c o v e rs  a ll 

p o s s ib le  v a l u e s  o f  t h e  q u a n t i t y  i n  q u e s t io n .  B u t  n o w  it is n o t  to  b e  su p p o se d  

t h a t  a l l  t h e s e  v a l u e s  a r e  a c t u a l l y  to  b e  f o u n d  in  n a t u r e .  E v e n  i f  t h e  n u m b e r  

o f  d i f f e r e n t  t e m p e r a t u r e s  w h i c h  s p e c im e n s  o f  g a s e s  h a v e  o r  w i l l  a c q u i r e  is 

i n f i n i t e ,  t h e r e  s t i l l  m u s t  b e  a n  in f in i t e  n u m b e r  m is s in g .  H o w  t h e n  a r e  w e 

to  i n t e r p r e t  s u c h  a  l a w ?  A s  b e in g  t h e  c o m p e n d io u s  a s s e r t io n  o f  a l l  its  a c tu a l  

in s t a n c e s ?  B u t  t h e  f o r m u la t io n  o f  t h e  l a w  in  n o  w a y  i n d i c a t e s  w h ic h  the  

a c t u a l  in s t a n c e s  a r e .  It w o u ld  b e  a b s u r d  to  c o n s t r u e  a  g e n e r a l  fo rm u la  

a b o u t  t h e  f u n c t io n a l  d e p e n d e n c e  o f  o n e  q u a n t i t y  o n  a n o t h e r  a s  c o m m it ­

t i n g  u s  to  t h e  a s s e r t io n  t h a t  ju s t  t h e s e  v a lu e s  o f  t h e  q u a n t i t y  a r e  a c t u a l ly  

r e a l i z e d .  A s  a s s e r t i n g  t h a t  fo r  a  v a l u e  n o f  y ,  w h i c h  is  i n  f a c t  n o t  r e a l iz e d , 

t h e  p r o p o s i t io n  t h a t  i t  is  r e a l i z e d ,  in  c o n ju n c t io n  w it h  t h e  s e t  o f  p ro p o s i­

t io n s  d e s c r ib in g  a l l  t h e  a c t u a l  c a s e s ,  e n t a i l s  t h e  p r o p o s i t io n  t h a t  t h e r e  is a 

c o r r e s p o n d in g  v a l u e  m  o f  x? B u t  t h i s  is  o p e n  to  t h e  s a m e  o b je c t io n ,  w ith  

t h e  f u r t h e r  d r a w b a c k  t h a t  t h e  e n t a i l m e n t  w o u ld  n o t  h o ld .  A s a s s e r t in g  w ith  

r e g a r d  to  a n y  g iv e n  v a lu e  n o f  y  t h a t  e i t h e r  n is  n o t  r e a l i z e d  o r  t h a t  th e re  

is  a  c o r r e s p o n d in g  v a l u e  m o f  x? T h i s  is  t h e  m o s t  p l a u s i b l e  a l t e r n a t iv e ,  bu t 

it  m a k e s  t h e  l a w  t r iv ia l  fo r  a l l  t h e  v a lu e s  o f  y  w h i c h  h a p p e n  n o t  to be 

r e a l i z e d .  I t  is  h a r d  to  e s c a p e  t h e  c o n c lu s io n  t h a t  w h a t  w e  r e a l l y  m e a n  to 

a s s e r t  w h e n  w e  f o r m u la t e  s u c h  a  l a w  is  t h a t  t h e r e  is  a  c o r r e s p o n d in g  v a lu e  

o f  x to  e v e r y  possible  v a l u e  o f  y .

A n o t h e r  r e a s o n  fo r  b r in g in g  in  p o s s ib i l i t i e s  is  t h a t  t h e r e  s e e m s  to  be 

n o  o t h e r  w a y  o f  a c c o u n t i n g  fo r  t h e  d i f f e r e n c e  b e t w e e n  g e n e r a l i z a t io n s  of 

l a w  a n d  g e n e r a l i z a t i o n s  o f  f a c t .  T o  r e v e r t  to  o u r  e a r l i e r  e x a m p l e s ,  it  is a 

g e n e r a l i z a t i o n  o f  f a c t  t h a t  a l l  t h e  P r e s id e n t s  o f  t h e  T h i r d  F r e n c h  R e p u b lic  

a r e  m a l e ,  o r  t h a t  a l l  t h e  c i g a r e t t e s  t h a t  a r e  n o w  in  m y  c ig a r e t t e  c a s e  arc
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made of Virginian tobacco. It is a generalization of law that the planets 
of our solar system move in elliptical orbits, but a generalization of fact 
that, counting the earth as Terra, they all have Latin names. Some phi­
losophers refer to these generalizations of fact as accidental generaliza­
tions’, but this use of the word ‘accidental’ may be misleading. It is not 
suggested that these generalizations are true by accident, in the sense that 
there is no causal explanation ol their truth, but only that they are not 
themselves the expression of natural laws.

But how is this distinction to be made? The formula ‘(x)(<J>x 3  ’Lx)' 
holds equally in both cases. Whether the generalization be one of fact or 
of lawr it will state at least that there is nothing which has the property 4> 
but lacks the property In this sense, the generality is perfect in both 
cases, so long as the statements are true. Yet there seems to be a sense in 
which the generality of what we are calling generalizations of fact is less 
complete. They seem to be restricted in a way that generalizations of law 
are not. Either they involve some spatio-temporal restriction, as in the 
example of the cigarettes now in my cigarette case, or they refer to partic­
ular individuals, as in the example of the presidents of France. When 1 
say that all the planets have Latin names, I am referring definitely to a 
certain set of individuals, Jupiter, Venus, Mercury, and so on, but when 
I say that the planets move in elliptical orbits I am referring indefinitely 
to anything that has the properties that constitute being a planet in this 
solar system. But it will not do to say that generalizations of fact are simply 
conjunctions of particular statements, which definitely refer to individuals; 
for in asserting that the planets have Latin names, I do not individually 
identify them: I may know that they have Latin names without being able 
to list them all. Neither can we mark off generalizations of law by insisting 
that their expression is not to include any reference to specific places or 
times. For with a little ingenuity, generalizations of fact can always be 
made to satisfy this condition. Instead of referring to the cigarettes that are 
now in my cigarette case, I can find out some general property which only 
these cigarettes happen to possess, say the property of being contained in 
a cigarette case with such and such markings which is owned at such and 
such a period of his life by a person of such and such a sort, where the 
descriptions are so chosen that the description of the person is in fact 
satisfied only by me and the description of the cigarette case, if I possess 
more than one of them, only by the one in question. In certain instances 
these descriptions might have to be rather complicated, but usually they 
would not: and anyhow the question of complexity is not here at issue. 
But this means that, with the help of these ‘individuating’ predicates, gen­
eralizations of fact can be expressed in just as universal a form as gen­
eralizations of law. And conversely, as Professor Nelson Goodman has 
pointed out, generalizations of law can themselves be expressed in such a 
way that they contain a reference to particular individuals, or to specific 
places and times. For, as he remarks, ‘even the hypothesis “All grass is
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green” has as an equivalent “All grass in London or elsewhere is green" 
Admittedly, this assimilation of the two types of statement looks like a 
dodge; but the fact that the dodge works shows that we cannot found the 
distinction on a difference in the ways in which the statement can be 
expressed Again, what we want to say is that whereas generalizations of 
fact cover only actual instances, generalizations of law cover possible in­
stances as well. But this notion of possible, as opposed to actual, instances 
has not vet been made clear.

If generalizations of law do cover possible as well as actual instances, 
their range must be infinite; for while the number of objects which do 
throughout the course of time possess a certain property may be finite, 
there can be no limit to the number of objects which might possibly 
possess it: for once we enter the realm of possibility we are not confined 
even to such objects as actually exist. And this shows how far removed 
these generalizations are from being conjunctions: not simply because 
their range is infinite, which might be true even if it were confined to 
actual instances, but because there is something absurd about trying to list 
all the possible instances. One can imagine an angel’s undertaking the 
task of naming or describing all the men that there ever have been or will 
be, even if their number were infinite, but how would he set about nam­
ing, or describing, all the possible men? This point is developed by F. P. 
Ramsey who remarks that the variable hypothetical ‘(x)4>;t’ resembles a 
conjunction (a) in that it contains all lesser, i.e. here all finite conjunc­
tions, and appears as a sort of infinite product, (b) When we ask what 
would make it true, we inevitably answer that it is true if and only if every 
x has i>; i.e. when we regard it as a proposition capable of the two cases 
truth and falsity, we are forced to make it a conjunction which we cannot 
express for lack of symbolic power’.11 But, he goes on, what wc can’t say 
we can't say, and we can’t whistle it either’, and he concludes that the 
variable hypothetical is not a conjunction and that 'if it is not a conjunc­
tion, it is not a proposition at all’. Similarly, Professor Ryle, without ex­
plicitly denying that generalizations of law are propositions, describes rhem 
as ’seasonal inference warrants’,12 on the analogy of season railway-tickets, 
which implies that they are not so much propositions as rules. Professor 
Sehlick also held that they were rules, arguing that they could not be 
propositions because they were not conclusively verifiable; but this is a 
poor argument, since it is doubtful if any propositions arc conclusively 
verifiable, except possibly those that describe the subject's immediate ex­
periences.

Now to say that generalizations of law are not propositions does have 
the merit of bringing out their peculiarity. It is one way of emphasizing 
the difference between them and generalizations of fact. But I think that 
it emphasizes it too strongly. After all, as Ramsey himself acknowledges, 
we do want to say that generalizations of law are either true or taise. And
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they are tested in the way that other propositions are, by the examination 
of actual instances. A contrary instance refutes a generalization of law in 
the same way as it refutes a generalization of fact. A positive instance 
confirms them both. Admittedly, there is the difference that if all the 
actual instances are favourable, their conjunction entails tire generaliza­
tion of fact, whereas it does not entail tire generalization of law: but still 
there is no better way of confirming a generalization of law than by finding 
favourable instances. To say that lawlike statements function as seasonal 
inference warrants is indeed illuminating, but what it comes to is that the 
inferences in question are warranted by the facts. There would be no point 
in issuing season tickets if the trains did not actually run.

To say that generalizations of law cover possible as well as actual cases 
is to say that they entail subjunctive conditionals. If it Is a law of nature 
that the planets move in elliptical orbits, then it must not only be true 
that the actual planets move in elliptical orbits; it must also be true that 
if anything were a planet it would move in an elliptical orbit: and here 
‘being a planet’ must be construed as a matter of having certain properties, 
not just as being identical with one of the planets that there are. It is not 
indeed a peculiarity of statements which one takes as expressing laws of 
nature that they entail subjunctive conditionals: for the same will be true 
of any statement that contains a dispositional predicate. To say, for ex­
ample, that this rubber band is elastic is to say not merely that it will 
resume its normal size when it has been stretched, but that it would do 
so if ever it were stretched: an object may be elastic without ever in fact 
being stretched at all. Even the statement that this is a white piece ot 
paper may be taken as implying not only how the piece of paper does 
look but also how it would look under certain cond:tions, which may or 
may not be fulfilled. Thus one cannot say that generalizations of fact do 
not entail subjunctive conditionals, for they may very well contain dispo­
sitional predicates: indeed they are more likely to do so than not: but they 
will not entail the subjunctive conditionals which are entailed by the cor­
responding statements of law To say that all the planets have Latin names 
may be to make a dispositional statement, in the sense that it implies not 
so much that people do always call them by such names but that they 
would so call them if they were speaking correctly. It docs not, however, 
imply with regard to anything whatsoever that if it were a planet it would 
be called by a Latin name. And for this reason it is not a generalization 
of law, but only a generalization of fact.

There are many philosophers wdro are content to leave the matter 
there. They explain the ‘necessity’ of natural laws as consisting in the fact 
that they hold for all possible, as well as actual, instances: and they distin­
guish generalizations of law from generalizations of fact by bringing out 
the differences in their entailment of subjunctive conditionals. But while 
this is correct so far as it goes, I doubt if it goes far enough. Neither the
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notion of possible, as opposed to actual, instances nor that of the sub­
junctive conditional is so pellucid that these references to them can be 
regarded as bringing all our difficulties to an end. It will be well to try to 
take our analysis a little further if we can.

The theory which I am going to sketch will not avoid all talk of 
dispositions; but it will confine it to people's attitudes. My suggestion is 
that the difference between our two types of generalization lies not so 
much on the side of the facts which make them true or false, as in the 
attitude ot those who put them forward. The factual information which is 
expressed by a statement of the form 'for all x, if x has <1> then x has T’, 
is the same whichever way it is interpreted. For if the two interpretations 
differ only with respect to the possible, as opposed to the actual values of 
x, they do not differ with respect to anything that actually happens. Now 
I do not wish to say that a difference in regard to mere possibilities is not 
a genuine difference, or that it is to be equated with a difference in the 
attitude of those who do the interpreting. But I do think that it can best 
be elucidated by referring to such differences of attitude. In short I propose 
to explain the distinction between generalizations of law and generaliza­
tions of fact, and thereby to give some account of what a law of nature is, 
by the indirect method of analysing the distinction between treating a 
generalization as a statement of law and treating it as a statement of fact.

If someone accepts a statement of the form ,(x)(<f>xD,Tx)’ as a true 
generalization of fact, he will not in fact believe that anything which has 
the property fI> has any other property that leads to its not having 'J'. For 
since he believes that everything that has O has 'T, he must believe that 
whatever other properties a given value of x may have they are not such 
as to prevent its having 'T. It may be even that he knows this to be so. 
But now let us suppose that he believes such a generalization to be true, 
without knowing it for certain. In that case there will be various properties 
X, X, . . . such that if he were to learn, with respect to any value of a of 
x, that a had one or more of these properties as well as db, it would destroy, 
or seriously weaken his belief that a had T'. Thus I believe that all the 
cigarettes in my case are made of Virginian tobacco, but this belief would 
be destroyed if I were informed that I had absent-mindedly just filled my 
ease from a box in which I keep only Turkish cigarettes. On the other 
hand, if I took it to be a law of nature that all the cigarettes in this case 
were made ol Virginian tobacco, say on the ground that the case bad 
some curious physical property which had the effect of changing any other 
tobacco that was put into it into Virginian, then my belief would not be 
weakened in this way.

Now if our laws of nature were causally independent of each other, 
and if, as Mill thought, the propositions which expressed them were always 
put forward as being unconditionally true, the analysis could proceed quite 
simply. We could then say that a person A was treating a statement of the
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form ‘for all x, if 5>x then Tx’ as expressing a law of nature, if and only 
if there was no property X which was such that the information that a 
value a of x had X as well as 0  would weaken his belief that a had T. 
And here we should have to admit the proviso that X did not logically 
entail not-T, and also, I suppose, that its presence was not regarded as a 
manifestation of not-T; for we do not wish to make it incompatible with 
treating a statement as ihe expression of a law' that one should acknowledge 
a negative instance if it arises. But the actual position is not so simple. 
For one may believe that a statement of the form ‘for all x, if <f>x then Tx’ 
expresses a law of nature while also believing, because of one’s belief in 
other laws, that if something were to have the property X as well as it 
would not have T. Thus one's belief in the proposition that an object 
which one took to be a loadstone attracted iron might be weakened or 
destroyed by the information that the physical composition of the supposed 
loadstone was very different from what one had thought it to be. I think, 
however, that in all such cases, the information which would impair one’s 
belief that the object in question had the property T would also be such 
that, independently of other considerations, it would seriously weaken 
one’s belief that the object ever had the property $. And if this is so, we 
can meet the difficulty by stipulating that the range of properties which 
someone who treats ‘for all x, if 4>x then 'fix’ as a law must be willing to 
conjoin with $>, without his belief in the consequent being weakened, 
must not include those the knowledge of whose presence would in itself 
seriously weaken his belief in the presence of <J>.

There remains the further difficulty that we do not normally regard 
the propositions which we take to express laws of nature as being uncon­
ditionally true. In stating them we imply the presence of certain conditions 
which we do not actually specify. Perhaps we could specify them if we 
chose, though we might find it difficult to make the list exhaustive. In 
this sense a generalization of law may be weaker than a generalization of 
fact, since it may admit exceptions to the generalization as it is stated. This 
does not mean, however, that the law allows for exceptions: if the excep­
tion is acknowledged to be genuine, the law is held to be refuted. What 
happens in the other cases is that the exception is regarded as having been 
tacitly provided for. We lay down a law about the boiling point of water, 
without bothering to mention that it does not hold for high altitudes. 
When this is pointed out to us, we say that this qualification was meant 
to be understood, And so in other instances. The statement that if anything 
has <t> it has T was a loose formulation of the law: what we really meant 
was that if anything has $  but not X, it has Mb Even in the case where 
the existence of the exception was not previously known, we often regard 
it as qualifying rather than refuting the law. We say, not that the gener­
alization has been falsified, but that it was inexactly stated. Thus, it must 
be allowed that someone whose belief in the presence of T, in a given
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instance, is destroyed by the belief that 4> is accompanied by X may still 
be treating ‘(x)(<I>x D 'Fx)' as expressing a law of nature if he is prepared 
to accept •txl((<fet ■ ~Xx) 3  'I'x)’ as a more exact statement of the law.

Accordingly I suggest that for someone to treat a statement of the form 
'if anything has $  it has as expressing a law of nature, it is sufficient 
(i) that subject to a willingness to explain away exceptions he believes that 
in a non-trivial sense everything which in fact has <J> has ''fr (ii) that his 
belief that something which has i> has is not liable to be weakened by 
the discovery that the ob]ect in question also has some other property X, 
provided (a) that X does not logically entail not-'F (b) that X is not a 
manifestation of not-'F [c] that the discovery that something had X would 
not in itself seriously weaken his belief that it had 4> (d) that he does not 
regard the statement ‘if anything has <l> and not-X it has Sk’ as a inore 
exact statement of the generalization that he was intending to express.

1 do not suggest that these conditions are necessary, both because I 
think it possible that they could be simplified and because they do not 
cover the whole field. For instance, no provision has been made for func­
tional laws, where the reference to possible instances does not at present 
seem to me eliminable. Neither am I offering a definition of natural law. 
I do not claim that to say that some proposition expresses a law of nature 
entails saying that someone has a certain attitude towards it; for clearly it 
makes sense to say that there are laws of nature which remain unknown 
But this is consistent with holding that the notion is to be explained in 
terms of people’s attitudes. My explanation is indeed sketchy, but I think 
that the distinctions which I have tried to bring out are relevant and im­
portant: and 1 hope that I have done something towards making them 
clear.
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F r e d  I. D r e t s k e

Laws o f Nature

It is tempting to identify the laws of nature with a certain class of universal 
truths. Very few empiricists have succeeded in resisting this temptation. 
The popular way of succumbing is to equate the fundamental laws of 
nature with what is asserted by those universally true statements of non- 
limited scope that embody only qualitative predicates.' On this view of 
things a law-like statement is a statement ot the form “(x)(Fx D Gx)” or 
“(x)(Fx == Gx)” where “F” and “G” arc purely qualitative (nonpositional). 
Those law-like statements that are true express laws. “All robins' eggs are 
greenish blue,” “All metals conduct electricity,” and “At constant pressure 
any gas expands with increasing temperature” (Hempels examples) are 
law-like statements. If they are true, they express laws. The more familiar 
sorts of things that we are accustomed to calling laws, the formulae and 
equations appearing in our physics and chemistry books, can supposedly 
be understood in the same way by using functors in place of the propo­
sitional functions “Fx” and “Gx” in the symbolic expressions given above.* * 

I say that it is tempting to proceed in this way since, to put it bluntly,

From Philosophy of Science 44 (1977): 248-68.
* Although it does not affect any of the philosophical issues debated in this chap­
ter, Drctske’s remark about functors raises an interesting question, namely, whether 
predicate logic has the resources to represent cprantitative laws adequately. It seems 
most unlikely that a so-called functional law written as an equation involving 
several variables, each of which takes reai numbers as values, can be properly 
regarded as having the simple form (x)(Fx D Gx), where F and G are qualitative 
predicates. Tire functors mentioned by Dretske attempt to solve this problem by 
converting the equation into a function that is then treated as a predicate. Consider 
the ideal gas law, PV nRT. The functor in this case might be, “is identical with 
the value of nRT divided by V" and the law would read (roughly): “For all x, if 
x is the value of the pressure of an ideal gas, then x is identical with the value of 
nRT divided by V." Not only is this clumsy but, by focusing on pressure in the 
antecedent, it obscures the interdependence of the variables: the ideal gas law is 
not about pressure: it is about all the variables and their functional relation. Al­
ternatively, we might define the predicate "obeys the equation PV - nRT" and 
then portray die ideal gas law as: “For all x, if x is an ideal gas, then x obeys the 
equation PV = nRT. " But this says merely that all ideal gases obey the ideal gas 
law, which can hardly be regarded as a perspicuous representation of the law.

8 2 6
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conceiving of a law as having a content greater than that expressed by a 
statement of the form (x)(Fx D Gx) seems to put it beyond our episte 
mological grasp.: We must work with what we are given, and what we are 
given (the observational and experimental data) are facts of the form: this 
F is G. that F is G, all examined F’s have been G. and so on. If, as some 
philosophers har e argued,5 law-like statements express a kind of nomic 
necessity between events, something more than that F ’s are, as a matter of 
fact, always and everywhere, G, then it is hard to see what kind of evidence 
might be brought in support of them. The whole point in acquiring in- 
stantial evidence (evidence of the form “This F is G”) in support of a law­
like hypothesis would be lost if we supposed that what the hypothesis was 
actually asserting was some hind of nomic connection, some kind of modal 
relationship, between things that were F and things that were G. We 
would, it seems, be in the position of someone trying to confirm the 
analyticity of “All bachelors are unmarried” by collecting evidence about 
the marital status of various bachelors. This kind of evidence, though rel­
evant to the truth of the claim that all bachelors are unmarried, is pow­
erless to confirm the modality in question. Similarly, if a hypothesis, in 
order to qualify as a law, must express or assert some Form of necessity 
between F’s and G’s, then it becomes a mystery how wc ever manage to 
confirm such attributions with the sort of instantial evidence available from 
observation.

Despite this argument, the fact remains that law's arc not simply what 
universally true statements express, not even universally true statements 
that embody purely qualitative predicates (and are, as a result, unlimited 
in scope), This is not particularly newsworthy. It is commonly acknowl­
edged that law-like statements have some peculiarities that prevent their 
straightforward assimilation to universal truths. That the concept of a law 
and the concept of a universal truth are different concepts can best be 
seen 1 think, by the following consideration, assume that (x)(Fx D Gx) is 
true and that the predicate expressions satisfy all the restrictions that one 
might wish to impose in order to convert this universal statement into a 
statement of law.4 Consider a predicate expression “K” (eternally) coex­
tensive with "F”; i.e., (x)(Fx -- Kx) for all time. We may then infer that 
if (x)(Fx D Gx) is a universal truth, so is (x)(Kx D Gx). The class of 
universal truths is closed under the operation of coextensive predicate sub­
stitution. Such is not the case with laws. If it is a law that all F’s are G, 
and we substitute the term “K" lor the term "F” in this law, the result is 
not necessarily a law. If diamonds have a refractive index of 2.419 (law) 
and “is a diamond” is coextensive with "is mined in kimberlite (a dark 
basic rock)” we cannot infer that it is a law that things mined in kimberlite 
have a refractive index of 2.419. Whether this is a law or not depends on 
whether the coextensiveness of “is a diamond” and “is mined in kimber­
lite” is itself law-like. The class of laws is not closed under the same op 
eration as is the class of universal truths.
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Using familiar terminology we may say that the predicate positions in 
a statement of law are opaque while the predicate positions in a universal 
truth of the form (x)(Fx D Gx) are transparent.* I am using these terms 
in a slightly unorthodox way. It is not that when we have a law, “All F’s 
are G,” we can alter its truth value by substituting a coextensive predicate 
for “F" or "G.” For if the statement is true, it will remain true after 
substitution. What happens, rather, is that the expression’s status as a law 
is (or may be) affected by such an exchange. The matter can be put this 
way: the statement

(A) All F’s are G (understood as (x)(Fx D Gx))

has “F” and “G” occurring in transparent positions. Its truth value is 
unaffected by the replacement of “F" or “G” by a coextensive predicate. 
The same is true of

(B) It is universally true that F’s are G.

If, however, we look at

(C) It is a law that F’s are C.

we find that “F” and “G” occur in opaque positions. If we think of the 
two prefixes in (B) and (C), “it is universally true tlrat . . .’’ and "it is a 
law that . . . ,” as operators, we can say that the operator in (B) docs not, 
while the operator in (G) does, confer opacity on the embedded predicate 
positions. To refer to something as a statement of law is to refer to it as 
an expression in which the descriptive terms occupy opaque positions. To 
refer to something as a universal truth is to refer to it as an expression in

* Transparent and opaque are terms used in the theory of reference. Consider the 
true sentence, “Blue whales live in water.” If we replace the expression "blue 
whales” with a phrase that designates the same class of animals—“the largest mam­
mals on earth,” for example—then the sentence must remain true. Philosophers 
of language say that “Blue whales live in water” is a transparent context because 
its truth value cannot be altered by the substitution of coreferring expressions. 
Contrast this with "John knows that blue whales live in water.” This is an opaque 
context. John might be ignorant of the fact that blue whales are the largest mam­
mals on earth. Hence, he could know that blue whales live in water without also 
knowing that the largest mammals on earlh live in water. Thus, in this case, tile 
substitution of a coreferring expression could change a true sentence into a false 
one. Modal contexts (that is, sentences involving possibility or necessity') can also 
create opacity. “Blue whales arc necessarily whales” is true but “The largest mam­
mals on earth are necessarily whales” is false because it is contingent, not neces­
sary, that the world’s largest mammals happen to be whales. Similarly, Dretske 
argues, sentences of the form “It is a law that all Fs are G” are referential!)' opaque.
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which the descriptive terms occupy transparent positions. Hence, our con­
cept of a law differs from our concept of a universal truth.’

Confronted by a difference of this sort, many philosophers have ar­
gued that the distinction between a natural law and a universal truth was 
not, fundamentally, an intrinsic difference. Rather, the difference was a 
difference in the role some universal statements played within the larger 
theoretical enterprise. Some universal statements are more highly inte­
grated into the constellation of accepted scientific principles, the}1 play a 
more significant role in the explanation and prediction of experimental 
results, they are better confirmed, have survived more tests, and make a 
more substantial contribution to the regulation of experimental inquiry. 
But, divorced from this context, stripped of these extrinsic features, a law 
is nothing but a universal truth. It has the same empirical content. Laws 
are to universal truths what shims are to slivers of wood and metal; the 
latter become the former by being used in a certain way. There is a func­
tional difference, nothing else.6

According to this reductionistic view, the peculiar opacity’ (described 
above) associated with laws is not a manifestation of some intrinsic differ­
ence between a law and a universal truth. It is merely a symptom of the 
special status or function that some universal statements have. The basic 
formula is: law' = universal truth + X. The “X” is intended to indicate the 
special function, status or role that a universal truth must have to qualify 
as a law. Some popular candidates for this auxiliary idea, X, are:

1 High degree of confirmation,
2 Wide acceptance (well established in the relevant community),
3 Explanatory potential (can be used to explain its instances),
4 Deductive integration (within a larger system of statements),
5 Predictive use.

To illustrate the way these values of X are used to buttress the equation 
of laws with universal truths, it should be noted that each of the concepts 
appearing on this list generates an opacity- similar to that witnessed in the 
case of genuine laws. For example, to say that it is a law that all F’s are 
G may possibly be no more than to say that it is well established that 
(x)(Fx D Ox). The peculiar opacity of laws is then explained by pointing 
out that the class of expressions that are well established (or highly con­
firmed) is not closed under substitution of coextensive predicates: one 
cannot infer that (x)(Kx D Gxl is well established just because “Fx” and 
"Kx" are coextensive and (x)(/'x D Gx) is well established (for no one may 
know that "Fx” and "Kx" are coextensive). It may be supposed, therefore, 
that the opacity of laws is merely a manifestation of the underlying fact 
that a universal statement, to qualify as a law, must be well established, 
and the opacity- is a result of this epistemic condition. Or, if this will not
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do, we can suppose that one of the other notions mentioned above, or a 
combination of them, is the source of a law’s opacity.

This response to the alleged uniqueness of natural laws is more or 
less standard fare among empiricists in the Humean tradition. Longstand­
ing (= venerable) epistemological and ontological commitments motivate 
the equation: law = universal truth + X. There is disagreement among 
authors about the differentia X, but there is near unanimity about the fact 
that laws are a species of universal truth.

If we set aside our scruples for the moment, however, there is a plau­
sible explanation for the opacity of laws that has not yet been mentioned. 
Taking our cue from Frege, it may be argued that since the operator “it 
is a law that . . .’’ converts the otherwise transparent positions of “All F’s 
are G’’ into opaque positions, we may conclude that this occurs because 
within the context of this operator (either explicitly present or implicitly 
understood) the terms “F” and “G” do not have their usual referents. 
There is a shift in what we arc talking about. To say that it is a law that 
F’s are G is to say that “All F's are G” is to be understood (in so far as it 
expresses a law), not as a statement about the extensions of the predicates 
“F” and “G,” but as a singular statement describing a relationship between 
the universal properties F-ness and G-ness. In other words, (C) is to be 
understood as having the form:

6 F-ness —» G-ness 7

To conceive ot (A) as a universal truth is to conceive of it as expressing a 
relationship between the extensions of its terms; to conceive ot it as a law 
is to conceive of it as expressing a relationship between the properties 
(magnitudes, quantities, features) which these predicates express (and to 
which vve may refer with the corresponding abstract singular term). The 
opacity of laws is merely a manifestation of this change in reference. If 
“F" and “K” are coextensive, we cannot substitute the one for the other 
in the law “All F’s are G” and expect to preserve truth; for the law asserts 
a connection between F ness and G-ness and there is no guarantee that a 
similar connection exists between the properties K-ness and G-ness just 
because all F’s arc K and vice versa*

It is this view that 1 mean to defend in the remainder of this essay. 
T.aw-like statements are singular statements of fact describinga relationship 
between properties or magnitudes. Laws are the relationships that are as­
serted to exist by true law-like statements. According to this view, then, 
there is an intrinsic difference between laws and universal truths. Laws 
imply universal truths, but universal truths do not imply laws. Laws are 
(expressed by) singular statements describing the relationships that exist 
between universal qualities and quantities; they are not universal state­
ments about the particular objects and situations that exemplify these qual­
ities and quantities. Universal truths are not transformed into laws by



D r e t s k e  ■  L aws of N a t u r e  | 83:1

acquiring some of the extrinsic properties of laws, by being used in expla­
nation or prediction, by being made to support counterfactuals, or by 
becoming well established. For, as wc shall see, universal truths cannot 
function in these ways. They cannot be made to perform a service they 
are wholly unequipped to provide.

In order to develop this thesis it will be necessary to overcome some 
metaphysical prejudices, and to overcome these prejudices it will prove 
useful to review the major deficiencies of the proposed alternative. The 
attractiveness of the formula: law = universal truth + X, lies, partly at least, 
in its ontological austerity, in its tidy portrayal of what there is, or what 
there must be, in order for there to be laws of nature. The antidote to this 
seductive doctrine is a clear realization of how utterly hopeless, episte­
mologically and functionally hopeless, this equation is.

If the auxiliary ideas mentioned above (explanation, prediction, con­
firmation, etc.) are deployed as values ofX in the reductionislic equation 
of laws with universal truths, one can, as we have already seen, render a 
satisfactory account of the opacity of laws. In this particular respect the 
attempted equation proves adequate. In what way, then, does it fail?

(1) and ( 2) are what I will call “epistemic” notions; they assign to a 
statement a certain epistemological status or cognitive value. They are, for 
this reason alone, useless in understanding the nature ot a law.9 Laws do 
not begin to be laws only when we first become aware of them, when the 
relevant hypotheses become well established, when there is public en­
dorsement by the relevant scientific community. The laws of nature are 
the same today as they were one thousand years ago (or so we believe); 
yet, some hypotheses are highly confirmed today that were not highly 
confirmed one thousand years ago. It is certainly true that we only begin 
to call something a law when it becomes well established, that we only 
recognize something as a statement of law when it is confirmed to a certain 
degree, but that something is a law, that some statement does in fact 
express a law, docs not similarly await our appreciation of this fact. We 
discover laws, we do not invent them—although, of course, some inven­
tion may be involved in our manner of expressing or codifying these laws. 
Hence, the status of something as a statement of law docs not depend on 
its epistemological status. What does depend on such epistemological fac­
tors is our ability to identify' an otherwise qualified statement as true and, 
therefore, as a statement o f  law. It is for this reason that one cannot appeal 
to the epistemic operators to clarify the nature of laws; they merely confuse 
an epistemological with an ontological issue.

What sometimes helps to obscure this point is the tendency to con­
flate laws with the verbal or symbolic expression of these laws (what I have 
been calling “statements of law”). Clearly, though, these arc different 
things and should not be confused. There are doubtless laws that have not 
yet (or will neverl receive symbolic expression, and the same law may be 
given different verbal codifications (think ot the variety of ways of express­
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ing the law's of thermodynamics). To use the language of "propositions” 
for a moment, a law is the proposition expressed, not the vehicle we use 
to express it. The use of a sentence as an expression o f  law depends on 
epistemological considerations, but the law itself does not

There is, furthermore, the fact that whatever auxiliary idea we select 
for understanding laws (as candidates forX in the equation: law = universal 
truth -  X), if it is going to achieve what we expect of it, should help to 
account for the variety of other features that laws are acknowledged to 
have. For example, it is said that laws "support” counterfactuals of a certain 
sort. If laws are universal truths, this fact is a complete mystery, a mystery 
that is usually suppressed by using the word "support.” For, of course, 
universal statements do not imply counterfactuals in any sense of the word 
“imply” with which ! am familiar. To he told that all F’s are G is not to 
be told anything that implies that if this x were an F, it would be G. To 
be told that all dogs born at sea have been and will be cocker spaniels is 
not to be told that we would get cocker spaniel pups (or no pups at all) 
if we arranged to breed dachshunds at sea. The only reason we might 
think we were being told this is because we do not expect anyone to assert 
that all dogs born at sea will he cocker spaniels unless they know (or have 
good reasons for believing) that this is true; and we do not understand 
how anyone could know that this is true without being privy to information 
that insures this result—without, that is, knowing of some bizzare law or 
circumstance that prevents anything but cocker spaniels from being born 
at sea. Hence, if we accept the claim at all, we do so with a certain 
presumption about what our informant must know in order to be a serious 
claimant. We assume that our informant knows of certain laws or con­
ditions that insure the continuance of a past regularity, and it is this pre­
sumed knowledge that we exploit in endorsing or accepting the 
counterfactual. But the simple fact remains that the statement “All dogs 
born at sea have been and will be cocker spaniels” does not itself support 
or imply this counterfactual; at best, we support the counterfactual (if we 
support it at all) on the basis of what the claimant is supposed to know in 
order to advance such a universal projection.

Given this incapacity on the part of universal truths to support coun- 
terfactnals, one would expect some assistance from the epistemic condition 
if laws are to be analyzed as well established universal truths. But the 
expectation is disappointed; we are le)t with a complete mystery. For if a 
statement of the form “All F’s are G” does not support the counterfactual, 
"If this (non-G) were an F, it would be G," it is clear that it will not 
support it just because it is well established or highly confirmed. The fact 
that all the marbles in the bag are red does not support the contention 
that if this (blue) marble were in the bag, it would be red; but neither 
does the fact that we know (or it is highly confirmed) that all the marbles 
in the bag are red support the claim that if this marble were in the bag it 
would be red. And making the universal truth more universal is not going
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to repair the difficulty. The fact that all the marbles in the universe are 
(have been and will he) red does not imply that I cannot manufacture a 
blue marble; it implies that I will not, not that I cannot or that if I were 
to try, I would fail. To represent laws on the model of one of our epistemic 
operators, therefore, leaves wholly unexplained one of the most important 
features of laws that we are trying to understand. They are, in this respect, 
unsatisfactory candidates for the job.

Though laws are not merely well established general truths, there is 
a related point that deserves mention: laws are the sort of thing that can 
become well established prior to an exhaustive enumeration of the in­
stances to which they apply. This, of course, is what gives laws their pre­
dictive utility. Our confidence in them increases at a much more rapid 
rate than does the ratio of favorable examined cases to total number of 
cases. Hence, we reach the point of confidently using them to project the 
outcome of unexamined situations while there is still a substantial number 
of unexamined situations to project.

This feature of laws raises new problems for the reductionistie equa­
tion. For, contrary to the argument in the second paragraph of this essay, 
it is hard to see how confirmation is possible for universal truths. To 
illustrate this difficulty, consider the (presumably easier) case of a general 
truth of finite scope. I have a coin that you have (by examination and test) 
convinced yourself is quite normal. I propose to flip it ten times. 1 con­
jecture (for whatever reason) that it will land heads all ten times. You 
express doubts. I proceed to “confirm” my hypothesis. I flip the coin once. 
It lands heads. Is this evidence that my hypothesis is correct? I continue 
flipping the coin and it turns up with nine straight heads. Given the 
opening assumption that we are dealing with a fair coin, the probability' 
o f  getting all ten heads (the probability that my hypothesis is true) is now, 
after examination ol 90% of the total population to which the hypothesis 
applies, exactly .5. If wc arc guided by probability considerations alone, 
the likelihood of all ten tosses being heads is now, after nine favorable 
trials, a toss-up. After nine favorable trials it is no more reasonable to 
believe the hypothesis than its denial. In what sense, then, can we be said 
to have been accumulating evidence (during the first nine trials) that all 
would be heads? In what sense have we been confirming the hypothesis? 
It would appear that the probability of my conjecture’s being true never 
exceeds .5 until we have exhaustively examined the entire population of 
coin tosses and found them all favorable. The probability of my conjec­
ture’s being true is either: (i) too low (s  .5) to invest any confidence in 
the hypothesis, or (ii) so high (= 1) that the hypothesis is useless for pre­
diction. There does not seem to be any middle ground.

Our attempts to confirm universal generalizations of nonlimited scope 
is, I submit, in exactly the same impossible situation. It is true, of course, 
that after nine successful trials the probability that all ten tosses will be 
heads is greatly increased over the initial probability that all would be
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heads. The initial probability (assuming a fair coin) that all ten tosses 
would be heads was on the order of .002. After nine favorable trials it is 
.5. In this sense I have increased the probability that my hypothesis is true; 
I have raised its probability from .002 to .5. The important point to notice, 
however, is that this sequence of trials did not alter the probability' that 
the tenth trial would be heads. The probability that the unexamined in­
stance would be favorable remains exactly what it was before I began 
flipping the coin It was originally .5 and it is now, after nine favorable 
trials, still .5. I am in no better position now, after extensive sampling, to 
predict the outcome of the tenth toss than I was before I started. To 
suppose otherwise is to commit the converse of the Gambler’s Fallacy.

Notice, we could take the first nine trials as evidence that the tenth 
trial would be heads if we took the results of the first nine tosses as evi­
dence that the coin was biased in some way. Then, on this hypothesis, 
the probability of getting heads on the last trial (and, hence, on all ten 
trials) would be greater than .5 (how much greater would depend on the 
conjectured degree of bias and this, in turn, would presumably depend 
on the extent of sampling). This new hypothesis, however, is something 
quite different than the original one. The original hypothesis was of the 
form: (x)(Fx D Gx), all ten tosses will be heads. Our new conjecture is 
that there is a physical asymmetry in the coin, an asymmetry that tends 
to yield more heads than tails. We have succeeded in confirming the 
general hypothesis (all ten tosses will be heads), but we have done so via 
an intermediate hypothesis involving genuine laws relating the physical 
make-up of the coin to the frequency of heads in a population of tosses.

It is by such devices as this that we create for ourselves, or some 
philosophers create for themselves, the illusion that (apart from supple­
mentary' law-like assumptions) general truths can be confirmed by their 
instances and therefore qualify, in this respect, as laws of nature. The 
illusion is fostered in the following way. It is assumed that confirmation 
is a matter of raising the probability 0 / a hypothesis}" On this assumption 
any general statement of finite scope can be confirmed by examining ils 
instances and finding them favorable. The hypothesis about the results of 
flipping a coin ten times can be confirmed by tossing nine straight heads, 
and this confirmation takes place without any assumptions about the coin’s 
bias. Similarly, I confirm (to some degree) the hypothesis that all the 
people in the hotel ballroom are over thirty years old when 1 enter the 
ballroom with my wife and realize that we are both over thirty. In both 
cases I raise the probability that the hypothesis is true over what it was 
originally (before flipping the coin and before entering the ballroom). But 
this, of course, isn’t confirmation. Confirmation is not simply raising the 
probability that a hypothesis is true, it is raising the probability that the 
unexamined cases resemble (in the relevant respect) the examined cases, 
tt is this probability that must be raised if genuine confirmation is to occur 
(and if a confirmed hypothesis to be useful in prediction), and it is precisely
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this probability that is left unaffected by the instantial “evidence” in the 
above examples.

In order to meet this difficulty, and to cope with hypotheses that are 
not of limited scope,11 the reductionist usually smuggles into his confirm­
atory proceedings the very idea he professes to do without: viz., a type of 
law that is not merely a universal truth. The general truth then gets con­
firmed but only through the mediation of these supplementary laws. These 
supplementary assumptions are usually introduced to explain the regular 
ities manifested in the examined instances so as to provide a basis for 
projecting these regularities to the unexamined cases. The only way we 
can get a purchase on the unexamined cases is to introduce a hypothesis 
which, while explaining the data we already have, implies something about 
the data we do not have. To suppose that our coin is biased (first example) 
is to suppose something that contributes to the explanation of our extraor­
dinary run of heads (nine straight) and simultaneously implies something 
about the (probable) outcome of the tenth toss. Similarly (second example) 
my wife and I may be attending a reunion of some kind, and I may 
suppose that the other people in the ballroom are old classmates. This 
hypothesis not only explains our presence, it implies that most, if not all, 
of the remaining people in the room are of comparable age (well over 
thirty). In both these cases the generalization can be confirmed, but only 
via the introduction of a law or circumstance (combined with a law or 
laws) that helps to explain the data already available.

One additional example should help to clarify these last remarks. In 
sampling from an urn with a population of colored marbles, 1 can confirm 
the hypothesis that all the marbles in the urn are red by extracting at 
random several dozen red marbles (and no marbles of any other color). 
This is a genuine example of confirmation, not because 1 have raised the 
probability of the hypothesis that all are red by reducing the number of 
ways it can be false (the same reduction would be achieved if you showed 
me 24 marbles from the urn, all of which were red), but because the 
hypothesis that all the marbles in the urn are red, together with the fact 
(law) that you cannot draw nonred marbles from an urn containing only 
red marbles, explains the result of my random sampling. Or, if this is too 
strong, the law that assures me that random sampling from an urn con­
taining a substantial number of nonred marbles would reveal (in all like­
lihood) at least one nonred marble lends its support to my confirmation 
that the urn contains only (or mostly) red marbles. Without the assistance 
of such auxiliary laws a sample of 24 red marbles is powerless to confirm 
a hypothesis about the total population of marbles in the urn. To suppose 
otherwise is to suppose that the same degree of confirmation would be 
alforded the hypothesis if you, whatever your deceitful intentions, showed 
me a carefully selected set of 24 red marbles from the urn. This also raises 
the probability that they are all red, but the trouble is that it docs not (due 
to your unknown motives and intentions) raise the probability that the
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unexamined marbles resemble the examined ones. And it does not raise 
this probability because we no longer have, as the best available explana­
tion of the examined cases (all red), a hypothesis that implies that the 
remaining (or most of the remaining) marbles are also red. Your careful 
selection of 24 red marbles from an urn containing many different colored 
marbles is an equally good explanation of the data and it does not imply 
that the remainder are red. lienee, it is not just the fact that we have 24 
red marbles in our sample class (24 positive instances and no negative 
instances) that confirms the general hypothesis that all the marbles in the 
urn are red. It is this data together with a law that confirms it, a law that 
(together with the hypothesis) explains the data in a way that the general 
hypothesis alone cannot do.

We have now reached a critical stage in our examination of the vie« 
that a properly qualified set of universal generalizations can serve as the 
fundamental laws of nature. For we have, in the past few paragraphs, 
introduced the notion of explanation, and it is this notion, perhaps more 
than any other, that has received the greatest attention from philosophers 
in their quest for the appropriate X in the formula: law = universal truth 
+ X. R. B. Braithwaite’s treatment ([>]) is typical. He begins bv suggesting 
that it is merely deductive integration that transforms a universal truth into 
a law of nature. Laws are simply universally true statements of the form 
(x)(Fx D Gx) that are derivable from certain higher level hypotheses. To 
say that (x)(Fx D Gx) is a statement of law is to say, not only that it is 
true, but that it is deducihle from a higher level hypothesis, II, in a well 
established scientific system. The fact that it must be deducihle from some 
higher level hypothesis, H, confers on the statement the opacity we are 
seeking to understand. For we may have a hypothesis from which we can 
derive (x)(Fx D Gx) but from which we cannot derive (x)(Kx D Gx) de­
spite the coextensionality of “F” and “K.” Braithwaite also argues that such 
a view gives a satisfactory account of the counterfactual force of laws.

The difficulty with this approach (a difficulty that Braithwaite recog­
nizes) is that it only postpones the problem. Something is not a statement 
of law simply because it is true and deducihle from some well-established 
higher level hypothesis. For every generalization implies another of 
smaller scope (e.g. (x)(Fx D Gx) implies (x)(Fx ■ Hx D Gx)), but this fact 
has not the slightest tendency to transform the latter generalization into a 
law,” What is required is that the higher level hypothesis itselfbe law-like. 
You cannot give to others what you do not have yourself. But now, it 
seems, we are bark where we started from. It is at this point that Braith­
waite begins talking about the higher level hypotheses having explanatory 
force with respect to the hypotheses subsumed under them. He is forced 
into this maneuver to account for the fact that these higher level

” Dretske uses a dot (instead of an ampersand) to stand for and.
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hypotheses—not themselves law-like on his characterization (since not 
themselves derivable from still higher level hypotheses)—are capable 
of conferring lawlikeness on their consequences. The higher level hy­
potheses are laws because they explain; the lower level hypotheses are laws 
because they are dedueihle from laws. This fancy twist smacks of circu­
larity. Nevertheless, it represents a conversion to explanation (instead of 
deducibility) as the fundamental feature of laws, and Braithwaite concedes 
this: “A hypothesis to be regarded as a natural law must be a general 
proposition which can be thought to explain its instances” ([3], p. 303) 
and, a few' lines later, "Generally speaking, however, a true scientific hy­
pothesis will be regarded as a law of nature if it has an explanatory function 
with regard to lower-level hypotheses or its instances.” Deducibility is set 
aside as an incidental (but, on a Hempelian model of explanation, an 
important) (acel of the more ultimate idea of explanation.

There is an added attraction to this suggestion. As argued above, it is 
difficult to see how instantial evidence can serve to confirm a universal 
generalization of the form: (x)(Fx D Gx). If the generalization has an 
infinite scope, the ratio “examined favorable cases/total number of cases” 
never increases. If the generalization has a finite scope, or we treat its 
probability as something other than the above ratio, we may succeed in 
raising its probability by finite samples, but it is never clear how we suc­
ceed 1 1 1 raising the probability that the unexamined cases resemble the 
examined cases without invoking law's as auxiliary assumptions. And this 
is the very notion we are trying to analyze. To this problem the notion of 
explanation seems to provide an elegant rescue. If law s are those universal 
generalizations that explain their instances, then following the lead of a 
number of current authors (notably Harman ([8], [9]); also see Brody ([4]}) 
we may suppose that universal generalizations can be confirmed because 
confirmation is (roughly) the converse of explanation; E confirms H if H 
explains E. Some universal generalizations can be confirmed; they are 
those that explain their instances. Equating laws with universal generali­
zations having explanatory power therefore achieves a neat economy: we 
account for the confirmability of laws in terms of the explanatory power 
of those generalizations to which laws are reduced

To say that a law is a universal truth having explanatory power is like 
saying that a chair is a breath of air used to seat people. You cannot make 
a silk purse out of a sow’s ear, not even a very good sow’s ear; and you 
cannot make a generalization, not even a purely universal generalization, 
explain its instances. The fact that every F is G fails to explain why any F 
is G, and it fails to explain it, not because its explanatory efforts arc too 
feeble to have attracted our attention, but because the explanatory attempt 
is never even made. The fact that all men are mortal does not explain 
why you and I are mortal; it says (in the sense of implies) that we are 
mortal, but it does not even suggest why this might be so. The fact that 
all ten tosses will turn up heads is a fact that logically guarantees a head
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on the tenth toss, but it is not a fact that explains the outcome of this final 
toss. On one view of explanation, nothing explains it. Subsuming an in­
stance under a universal generalization has exactly as much explanatory 
power as deriving Q from P ■ Q. None.*

If universal truths of the form (x)(Fx D Gx) could be made to explain 
their instances, we might succeed in making them into natural laws. But, 
as far as I can tell, no one has yet revealed the secret for endow ing them 
with this remarkable power.

This has been a hasty and, in some respects, superficial review of the 
doctrine that laws are universal truths. Despite its brevity, I think we have 
touched upon the major difficulties with sustaining the equation: law = 
universal truth + X (for a variety of different values of "X”). The problems 
center on the following features of laws:

a A statement of law has its descriptive terms occurring in opaque 
positions.

b The existence of laws does not await our identification of them as 
laws. In this sense they are objective and independent of epistemic 
considerations.

c Laws can be confirmed by their instances and the confirmation of 
a law' raises the probability that the unexamined instances will re­
semble (in the respect described by the law) the examined in­
stances. In Ibis respect they arc useful tools for prediction.

d Laws are not merely summaries of their instances; typically, they 
figure in the explanation of the phenomena falling within their 
scope.

e Law's (in some sense) “support” counterfactuals; to know' a law is 
to know what would happen if certain conditions were realized.

f Laws tell us what (in some sense) must happen, not merely wliat 
has and will happen (given certain initial conditions).

The conception of laws suggested earlier in this essay, the view that 
laws are expressed by singular statements of fact describing the relation­
ships between properties and magnitudes, proposes to account for these 
features of laws in a single, unified, way: (a)-(f) are all manifestations of 
what might be called “ontological ascent,” the shift from talking about 
individual objects and events, or collections of them, to the quantities and 
qualities that these objects exemplify. Instead of talking about green and 
red things, we talk about the colors green and red. Instead of talking about 
gases that have a volume, we talk about the volume (temperature, pressure, 
entropy) that gases have. Laws eschew reference to the things that have 
length, charge, capacity, internal energy, momentum, spin, and velocity

* For further criticisms of deductive subsumption as sufficient for explanation, see 
David-Hillel Ruben, “Arguments, Laws, and Explanation” in chapter 6.



in order to talk about these quantities themselves and to describe th e ir  

relationship to each other.
We have already seen how this conception of laws explains the pe­

culiar opacity of law-like statements. Once we understand that a law-like 
statement is not a statement about the extensions of its constituent terms, 
but about the intensions (= the quantities and qualities to which we may 
refer with the abstract singular form of these terms), then the opacity of 
laws to e x te n s io n a l substitution is natural and expected. Once a law is 
understood to have the form:

6 F-ness — > G-ness

the relation in question (the relation expressed by »”) is seen to be 
an e x te n s io n a l relation between p ro p e rtie s  with the terms “F-ness” and 
“G-ness” occupying t ra n s p a re n t  positions in (6). Any term referring to the 
same quality or quantity as “F-ness” can be substituted for “F-ness” in (6) 
without affecting its truth or its law-likeness. Coextensive terms (terms 
referring to the same q u a n ti t ie s  and q u a litie s ', can be freely exchanged for 
“F-ness” and “G-ness” in (6) without jeopardizing its truth value. The 
tendency to treat laws as some kind of intensional relation between exten­
sions, as something of the form (x )(F x  [N|—> G x )  (where the connective 
is some kind of modal connective), is simply a mistaken rendition of the 
fact that laws arc extensional relations between intensions.

Once wc make the ontological ascent we can also understand the 
modal character of laws, the feature described in (e) and (f) abose. Al­
though true statements having the form of (6) are not themselves n e c e ssa ry  

truths, nor do they describe a modal relationship between the respective 
qualities, the contingent relationship between properties that is described 
imposes a modal quality on the particular events falling within its scope. 
This F m u s t be G. Why? Because F-ness is linked to G-ness; the one 
property yields or generates the other in much the way a change in the 
thermal conductivity of a metal yields a change in its electrical conduc­
tivity. The pattern of inference is:

I F-ncss —> G -ness
This is F______
This must be G.

This, I suggest, is a valid pattern of inference. It is quite unlike the fallacy 
committed in (II):

II (x )(F x  D  G x )
This is F

D r e t s k e  ■  L aws of N a t u r e  I 839

This must be G.
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The fallacy here consists in the absorption into the conclusion of a mo­
dality (entailment) that belongs to the relationship between the premises 
and the conclusion. There is no fallacy in (I), and this, 1 submit, is the 
source of the “physical” or “nomic” necessity generated by laws. It is this 
which explains the power of laws to tell us what would happen if we did 
such-and-such and what could not happen whatever we did.

I have no proof for the validity of (I). The best I can do is an analogy. 
Consider the complex set of legal relationships defining the authority, 
responsibilities, and powers of the three branches of government in the 
United States. The executive, the legislative, and the judicial branches of 
government have, according to these laws, different functions and powers. 
There is nothing necessary about the laws themselves; they could be 
changed. There is no law that prohibits scrapping all the present laws 
(including the constitution) and starting over again. Yet, given these laws, 
it follows that the President must consult Congress on certain matters, 
members of the Supreme Court cannot enact laws nor declare war, and 
members of Congress must periodically stand for election. The legal code 
lays clown a set of relationships between the various offices of government, 
and this set of relationships (between the abstract offices) impose legal 
constraints on the individuals who occupy these offices—constraints that 
we express with such modal terms as “cannot” and “must.” There are 
certain things the individuals (and collections of individuals—e g., the 
Senate) can and cannot do. Their activities are subjected to this modal 
qualification whereas the framework of laws from which this modality 
arises is itself modality-free. The President (e g., Ford) must consult the 
Senate on matter M, but the relationship between the office of the Presi­
dent and that legislative body we call the Senate that makes Gerald Ford’s 
action obligatory is not itself obligatory. There is no law that says that this 
relationship between the office of President and the upper house of Con­
gress must (legally) endure forever and remain indissoluble.

In matters pertaining to the offices, branches and agencies of govern­
ment the “can” and “cannot” generated by laws are, of course, legal in 
character. Nevertheless, 1 think the analogy revealing. Natural laws may 
be thought of as a set of relationships that exist between the various “of­
fices" that objects sometimes occupy. Once an object occupies such an 
office, its activities are constrained by the set of relations connecting that 
office to other offices and agencies; it must do some things, and it cannot 
do other things. In both the legal and the natural context the modality at 
level n is generated by the set of relationships existing between the entities 
at level n + I. Without this web of higher order relationships there is 
nothing to support the attribution of constraints to the entities at a lower 
level.

To think of statements of law as expressing relationships (such as class 
inclusion) between the extensions of their terms is like thinking of the 
legal code as a set of universal imperatives directed to a set of particular
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individuals. A law that tells us that the United States President must con­
sult Congress on matters pertaining to M is not an imperative issued to 
Gerald Ford, Richard Nixon, Lyndon Johnson, et al. The law tells us 
something about the duties and obligations attending the Presidency; only 
indirectly does it tell us about the obligations of the Presidents (Gerald 
Ford, Richard Nixon, et al.). It tells us about their obligations in so far as 
they are occupants of this office. If a law' was to be interpreted as of the 
form: "For all x, if x is (was or will be) President of the Lhiited States, 
then x must (legally) consult Congress on matter M,” it w'ould be incom­
prehensible why Sally Bickle, were she to be president, would have to 
consult Congress on matter M. For since Sally Bickle never was, and never 
will be, President, the law, understood as an imperative applying to actual 
Presidents (past, present and future) does not apply to her. Even if there 
is a possible world in which she becomes President, this does not make 
her a member of that class of people to which the law' applies; for the law', 
under this interpretation, is directed to that class of people who become 
President in this world, and Sally is not a member of this class. But we 
all know, of course, that the law does not apply to individuals, or sets of 
individuals, in this way; it concerns itself, in part, with the offices that 
people occupy and only indirectly with individuals in so far as they occupy 
these offices. And this is why, if Sally Bickle were to become President, if 
she occupied this office, she would have to consult Congress on matters 
pertaining to M.1-

Tlre last point is meant to illustrate the respect and manner in which 
natural laws '‘support'’ counterfactuals. Laws, being relationships between 
properties and magnitudes, go beyond the sets of things in this world that 
exemplify these properties and have these magnitudes. Laws tell us that 
qualify F is linked to qualify G in a certain way, hence, if object O (which 
has neither property) were to acquire property F, it would also acquire G 
in virtue of this connection between F-ness and G-ness. A statement of 
law asserts something that allows us to entertain the prospect of alterations 
in the extension of the predicate expressions contained in the statement. 
Since they make no reference to the extensions of their constituent terms 
(where the extensions are understood to be the things that are F and G 
in this world), wc can hypothetically alter these extensions in the ante­
cedent of our counterfactual (“if this were an F . . .”) and use the con­
nection asserted in the law to reach the consequent (“. . . it would be 
G”). Statements of law, by talking about the relevant properties rather than 
the sets of things that have these properties, have a far wider scope than 
any true generalization about the actual world. Their scope extends to 
those possible worlds in which the extensions of our terms differ but the 
connections between properties remains invariant. This is a power that no 
universal generalization of the form (x)(Fx D C,x) has; this statement says 
something about the actual F’s and G’s in this world. It says absolutely 
nothing about those possible worlds in which there are additional F’s or
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different F’s. For this reason it cannot imply a counterfactual. To do this 
we must ascend to a level of discourse in which what we talk about, and 
what we say about what we talk about, remains the same through alter­
ations in extension. This can only be achieved through an ontological 
ascent of llie type reflected in (6).

We come, finally, to the notion of explanation and confirmation. 1 
shall have relatively little to say about these ideas, not because I think that 
the present conception of laws is particularly weak in this regard, but 
because its very real strengths have already been made evident. Laws figure 
in the explanation of their instances because they are not merely sum­
maries of these instances. I can explain why this F is G by describing the 
relationship that exists between the properties in question 1 can explain 
why the current increased upon an increase in the voltage by appealing 
to the relationship that exists between the flow of charge (current intensity) 
and the voltage (notice the definite articles). The period of a pendulum 
decreases when you shorten the length of the bob, not because all pen­
dulums do that, but because the period and the length are related in the 
fashion T = 2ttVL/g. The principles of thermodynamics tell us about the 
relationships that exist between such quantities as energy, entropy, tem­
perature and pressure, and it is for this reason that we can use these 
principles to explain the increase in temperature of a rapidly compressed 
gas, explain why perpetual motion machines cannot be built, and why 
balloons do not spontaneously collapse without a puncture.

Furthermore, if we take seriously the connection between explanation 
and confirmation, take seriously the idea that to confirm a hypothesis is 
to bring forward data for which the hypothesis is the best (or one of the 
belter) competing explanations, then we arrive at the mildly paradoxical 
result that laws can be confirmed because they arc more than generali­
zations of that data. Recall, we began this essay by saying that if a statement 
of law asserted anything more than is asserted by a universally true state­
ment of the form (x)(Fx D Gx), then it asserted something that was beyond 
our epistemological grasp. The conclusion we have reached is that unless 
a statement of law goes beyond what is asserted by such universal truths, 
unless it asserts something that cannot be completely verified (even with 
a complete enumeration of its instances), it cannot be confirmed and used 
lor predictive purposes. It cannot be confirmed because it cannot explain; 
and its inability' to explain is a symptom of the fact that there is not enough 
“distance” between it and the facts it is called upon to explain. To get this 
distance we require an ontological ascent.

I expect to hear charges of Platonism. They would be premature. I 
have not argued that there are universal properties. I have been concerned 
to establish something weaker, something conditional in nature; viz., uni­
versal properties exist, and there exists a definite relationship between these 
universal properties, if there are any laws of nature. If one prefers desert 
landscapes, prefers to keep one’s ontology respectably nominalistic, I can
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and do sympathize. I would merely point out that in such barren terrain 
there arc no laws, nor is there anything that can be dressed up to look 
like a law. These are inflationary times, and the cost of nominalism has 
just gone up.15”

■ | N o tes

1. This is the position taken by Hempel and Oppenheim ([10]).

2. When the statement is of nonlimited scope it is already beyond our episte 
mological grasp in the sense that wc cannot c o n c l u s i v e l y  verify it with the (nec­
essarily) finite set of observations to which traditional theories of confirmation 
restrict themselves. When 1 say (in the text) that the statement is “beyond our 
epistemological grasp" I have something more serious in mind than this rather 
trivial limitation.

3. Most prominently, W illiam  Kneale in [12] and [13]

4. I eliminate quotes when their absence will cause no confusion. 1 will also, 
sometimes, speak of laws and statements of law indifferently. I think, however, that 
it is a serious mistake to conflate these two notions. Laws are what is expressed by 
true lawlike statements (see [1], p. 2, for a discussion of the possible senses of 
"law” in this regard). I will return to this point later.

5. Popper ([17]) vaguely perceives, but fails to appreciate the significance of, the 
same (or a similar) point. He distinguishes between the structure of terms in laws 
and universal generalizations, referring to their occurrence in laws as “intensional” 
and their occurrence in universal generalizations as “extensional.” Popper fails to 
develop this insight, however, and continues to equate laws with a certain class of 
universal truths.

6. Nelson Goodman gives a succinct statement of the functionalist position: “As 
a first approximation then, we might say that a law is a true sentence used for 
making predictions. That laws arc used predictively is of course a simple truism, 
and I am not proposing it as a novelty. I want only to emphasize the Humean 
idea that rather than a sentence being used for prediction because it is a law, it 
is called a law because it is used for prediction; and that rather than the law being 
used for prediction because it describes a causal connection, the meaning of the 
causal connection is to be interpreted in terms of predictively used laws" ([7 ], 
p. 20-21). Among functionalists of this sort I would include Ayer ([2]), Nagel 
([16]), Popper ([17]), Mackie ([14]), Bromberger ([6]), Braithwaite ([3]), Hempel 
([10], [11]) and many others. Achinstcin is harder to classify. He says that laws 
express regularities that can be cited in providing analyses and explanations ([1],

"This essay was written during the 1970s, a decade of high inflation. Nominalists 
deny that universal: have any real existence, insisting that general terms such as 
red, g ir a f f e,  and e l e c t r i c a l l y  c h a r g e d  do not refer to universal properties, abstract 
objects, or Platonic forms. Typically, nominalists view the meaning of general 
terms as deriving from particular resemblances between particular things.
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p. 9), but he has a rather broad idea of regularities: “regularities might also be 
attributed to properties” ([1], pages 19, 22).
7. I attach no special significance to the connective I use it here merely as 
a dummy connective or relation. The kind of connection asserted to exist between 
the universal in question will depend on the particular law in question, and it 
will vary depending on whether the law involves quantitative or merely qualitative 
expressions. For example, Ohm’s Law asserts for a certain class of situations a 
constant ratio (R) between the magnitudes E (potential difference) and / (current 
intensity), a fact that we use the “=” sign to represent: E/I = R. I11 the case of 
simple qualitative laws (though T doubt whether there are many genuine laws of 
this sort) the connective merely expresses a link or connection between the 
respective qualities and may be read as “yields.” If it is a law that all men are 
mortal, then humanity yields mortality (humanity —> mortality). Incidentally, I am 
not denying that we can, and do, express laws as simply “All F’s are G” (sometimes 
this is the only convenient way to express them). All I am suggesting is that when 
lawlike statements are presented in this form it may not be clear what is being 
asserted: a law or a universal generalization. When the context makes it clear that 
a relation of law is being described, we can (without ambiguity) express it as “All 
F’s are G” for it is then understood in the manner of (6).
8. On the basis of an argument concerned with the restrictions on predicate ex­
pressions that may appear in law's, Hempel reaches a similar conclusion but he 
interprets it differently. “Epitomizing these observations we might say that a lawlike 
sentence of universal nonprobabilistic character is not about these classes or ex­
tensions under certain descriptions” ([11], p. 128). 1 guess 1 do not know what 
being about something under a description means unless it amounts to being about 
the property or feature expressed by that description. I return to this point later.
9. Molnar (| 15]) has an excellent brief critique of attempts to analyze a law by 
using epistemic conditions of the kind being discussed.
10. Brody argues that a qualitative confirmation function need not require that 
any E that raises the degree of confirmation of H thereby (qualitatively) confirms 
H. We need only require (perhaps this is also too much) that ifE does qualitatively 
confirm H, then E raises the degree of confirmation of H His arguments take 
their point of departure from Carnap’s examples against the special consequence 
and converse consequence condition ([4], pages 414-418). However this maybe, 
I think it fair to say that most writers on confirmation theory take a confirmatory 
piece of evidence to be a piece of evidence that raises the probability of the 
hypothesis for which it is confirmatory. How well it must be confirmed to be 
acceptable is another matter of course.
11. If the hypothesis is of nonlimited scope, then its scope is not known to be 
finite. Hence, we cannot know whether we are getting a numerical increase in 
the ratio: examined favorable cases/total number of cases. If an increase in the 
probability of a hypothesis is equated with a (known) increase in this ratio, then 
we cannot raise the probability of a hypothesis of nonlimited scope in the simple- 
minded way described for hypotheses of (known) finite scope.
12. If the law' was interpreted as a universal imperative of the form described, the 
most that it would permit us to infer about Sally would be a counteridentical: If
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Sally were one of the Presidents (i.e. identical with either Ford, Nixon, Johnson, 
...) , then she would (at the appropriate time) have to consult Congress on matters 
pertaining to M.
13. For their helpful comments my thanks to colleagues at Wisconsin and a num­
ber of other universities where I read earlier versions of this paper, I wish, espe­
cially, to thank Zane Parks, Robert Causey, Martin Perlmutter, Norman Gillespie, 
and Richard Aquilla for their critical suggestions, but they should not be blamed 
for tire way I garbled them.
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Necessities and Universals 
in Natural Laws

1 | Prologue
How do laws of nature differ from cosmic coincidences? This is a question 
very lainiliar to philosophers of science, and answers of two sorts still vie 
for their allegiance. One sort locates the difference in what laws say, the 
other “in the different roles which they play in our thinking”, as Braith- 
waite’s Scientific Explanation put it (1953: 295). In Chapter 9 of that book, 
Braithwaite developed and defended a classic answer of the second sort; 
the difference, he says there, lies in why we believe laws, not in what they 
say. In the quarter century since then, other answers of the same sort have 
been devised; Hesse presents one in [Hesse (1980) |. But since then also, 
answers of the first sort have again come into fashion. The revived fashion 
has mostly been for reading laws as saying how tilings must be, but some, 
more recently, have read them instead as relating not things but properties 
of things to each other. Hesse notes these fashions and rejects them, to 
my mind rightly, but she does not elaborate her reasons. It seems to me 
therefore that I can best complement her article by inspecting these fash­
ions’ argumentative cut, to see if they do indeed fit better than her and 
Braithwaite’s Humean gear. Only first I shall build the problem up in my 
own way, to provide a lay figure to hang the garments on.

2 | The Problem
Certified laws of nature are the primary products of scientific thought and 
observation. They embody the generalized knowledge which science 
yields; they supply explanations and predictions of events; and they nn-

l1 ROM D. H. Mellor, ed., Science, Relief and Behaviour: Essays  in Honour of 
R. B. Bra i thw a i t e  (Cambridge: Cambridge University t’ress, 1980), 105-25.

846
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clcrlie the design of most modern artefacts. To take just three obvious 
examples: our human life has been much altered in this century by the 
discovery and applications of laws governing plant genetics, aerodynamics 
and electromagnetic radiation.

Laws differ widely in their subject matter, importance and complexity. 
What they have in common is generality. A law says that all things or 
events of some kind have a certain property or are related in a certain way 
to something else. If the law is statistical, the property is having a chance 
of having some other property or of being related to something else. It is, 
for example, a law that all light has the property of going at the same 
speed in a vacuum; and it is a statistical law that all atoms of the most 
common isotope of radium have the same chance (fifty fifty) of turning 
into something else within their half life of 1622 years.

What needs certifying about a law is its truth. We cannot know that 
all light goes at the same speed in a vacuum unless it truly does so. Its 
constant speed will not serve to explain or predict anything if its speed is 
not in fact constant. And it is unsafe to base the design of artefacts on 
what is not the case. We know of course that even a certified law may 
turn out to be false But without good reason to think it true, we lack good 
reason to employ it as we do. This is why we do not call something a law 
unless we think it true, so that a false generalization cannot be a law, 
although it may be “lawlike": i.e. such that it would be a law if only it 
were true.

Certifying the truth of some laws presents no problem. These are the 
analytic laws, those whose truth follows from the meanings of the terms 
they are couched in. There are more reasons than one for laws being 
analytic. A law may be analytic because it is used to define one of its 
terms. Newton’s laws of motion, for example, may well be analytic because 
between them they define the Newtonian concepts of force and mass Or 
a law, not originally analytic, may become so successful and theoretically 
important that its terms change their meaning to make it analytic. For this 
reason it is now arguably analytic that light is electromagnetic radiation, 
although that could not have been the case when the electromagnetic 
theory was first conjectured to apply to light. Then, we could easily have 
envisaged observing light to go faster or slower, for example, than the 
theorv can be shown (by measuring the ratio of electromagnetic to elec­
trostatic units) to require electromagnetic radiation to go. Nowadays we 
should take such an observation to show some error in the theory rather 
than question the law that light is electromagnetic radiation.

But even if some laws are analytic, most laws are not, and these are 
the ones that concern me. It does not follow from the meanings of the 
terms involved that radium’s half life is 1622 years, nor that benzene is as 
insoluble in water as it is. Nothing semantic prevents a little more benzene 
sometimes dissolving in water, or some piece of radium having a rather 
different half life. How then can we certify the truth of what the law says.
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namely that these tilings never happen? We cannot see that they never 
do. if only because at no time can we sec that they never will do in the 
future. We cannot directly perceive the truth of nonanalytic laws. At most, 
our senses can show us some of a law’s past instances, and then only 
instances of laws about relatively observable properties of things and 
events. We can observe the speed of this or that ray of light and, perhaps 
indirectly, the half life of this or that piece of radium; but not all the 
things and events, past, present and to come, to which the law applies.

The problem then arises why a supposed law should be expected to 
hold in instances as yet unobserved; in short, Hume’s problem of induc­
tion. Unlike Popper and his followers, I believe that induction does present 
a genuine and serious problem, which needs solution and has not yet 
been solved; although I believe Braithwaite’s (1953: Ch. 8) attempted so­
lution is along the right lines.” But wherever its solution lies, Hume’s 
problem does not arise only incidentally for laws of nature. On the con­
trary, it is an inevitable concomitant to their role in supplying predictions. 
To make a prediction is to anticipate, rightly or wrongly, the result of 
making an observation; to say or just to expect, for example, that a bomb 
will explode before we see it do so. Whatever purports, as a law does, to 
justify such an expectation necessarily arouses Hume’s problem. Only a 
generalization certified by observing all its instances would be free of in­
ductive pretensions, and such a generalization is not much use for pre­
dicting things. It might indeed have some use: one might accept it on 
someone else’s authority and use it to predict some instances one had not 
observed oneself. But real laws are used amongst other things to predict 
the results of future observations, and these are not yet available to anyone 
to certify the law with (see Mellor 1979). Real laws therefore undeniably 
need inductive support.

The other philosophical problem which laws of nature present is the 
one that concerns us. It is less obvious than the problem of induction, but 
perhaps more tractable: what exactly do laws say? I have taken them to be 
generalizations, and there is not much doubt of that. The debatable ques­
tion is whether laws are more than generalizations, and if so, what more. 
Now if giving laws one content rather than another made the problem of 
induction soluble for them, this would be a strong argument for giving 
them that content. But since I believe no such solution is presently avail­
able for any credible content, 1 must look to other arguments. Hume’s 
problem does, however, provide a reason for preferring weak readings of

' The problem of induction is discussed in the readings by Lipton and Popper in 
chapter 4 and in the accompanying commentary. For Mellor’s more recent views 
on induction, see D. H. Mellor, “The Warrant of Induction,” in Matters of 
Metaphysics (Cambridge: University' of Cambridge Press, 1991), 254-68
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natural laws. The less a law says, the less there is to be certified in claiming 
it to be true.

The weakest reading seems to be the obvious one I have already given:
1 All Fs are Gs,

where F and G are properties of things or events. They may be relational, 
comparative or quantitative properties; in statistical laws G will be some 
determinate chance of having another property. (1) is of course a very 
simple form of law, but it will do; it has all the relevantly problematic 
features of more complex forms. But before discussing its supposed defi­
ciencies, some preliminary points need to be made clear.

First, as my examples have already illustrated, the ‘are’ in (1) is to be 
taken tenselessly. The law applies to all F items in the universe, past and 
future as well as present. The laws of radioactivity do not just give radium’s 
present half life; they say what it always was and always will be. Now some 
of what we take to be physical constants, such as the half life of radio- 
elements, might indeed turn out to depend on the age of the universe. 
But then the true laws of radioactivity wotdd say what the dependence 
was. Those laws would, like all other true laws, apply at all times; the 
values of our supposed constants at particular epochs being merely special 
cases of the general laws.

Secondly, I take it that anything in the universe is definitely either F 
or not F, either G or not G. This is not an uncontentious claim. Some 
have been led to deny it of so-called “vague” properties like being bald, 
because of its seemingly absurd consequences (for example, that at some 
point adding just one hair to a bald man’s head gets rid of his baldness) 
Others have been led to deny it of some things and events in the future, 
either because they want the future to be open, at least in some respects, 
to being made definite by human decision and consequent human action 
or because of problems raised by quantum mechanics. They think it can­
not now be the case, for example, that I shall definitely either be dead or 
be alive next year, if it is still open to me and others to settle the matter 
by what we decide to do between now and then. I think that these are 
both inadequate grounds for denying that everything is definitely F or not 
F, but I shall not argue the point here. (On the first, see Cargile 1969; 
on the second see Mellor 1981. I also think my being wrong in either 
case would make little difference to the ensuing discussion, but I shall not 
argue that either.)

Thirdly, 1 exclude from the range of F and G factitious properties 
such as Goodman’s (1965) notorious “grue” (= green if the item is in­
spected before a specified time, otherwise = blue). I hope and believe 
criteria can be given to rule out these phoney properties (see for example 
Hesse 1974: Ch. 3); but in any event all parties agree that they are phoney, 
and I shall take their exclusion for granted.
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I should however emphasize that I do not mean to restrict F and G 
to physical, as opposed to psychological or social, properties. Some phi­
losophers (e.g. Davidson 1970; McGinn 1978) deny the existence of laws 
relating nonphysical properties; but largely because they mistake laws to 
involve necessities of the kind 1 shall be concerned to dispute and which 
they correct!}' perceive to be absent from mental and social generaliza­
tions. Anyway the point should be left open here; so if I stick to physical 
examples, it is only to avoid irrelevant controversy, and not because I think 
there are no others.

With this preamble, we may now ask what, if anything, is wrong with 
(1) as a reading of laws of nature. To see what seems to be wrong, we 
must look at (l)’s consequences in special cases, particularly the case, on 
which Braithwaite concentrates, where nothing in the world is F.

One might imagine that it did not matter what follows from (1) when 
nothing is F, but it does. Let us call a law ‘vacuous’ in that case. Many 
important laws are vacuous in this sense. The most famous one is Newton’s 
first law of motion, that bodies acted on by no forces are at rest or move 
at a constant speed in a straight line. The law is central to Newtonian 
mechanics, but Newton’s own gravitational theory implies its vacuity, since 
the theory says that all bodies exert gravitational forces on each other. No 
doubt Newton’s laws of motion are peculiar, since as already remarked 
they may well be analytic. But Newton’s first law illustrates a vacuity which 
is shared by many laws that are in no way analytic. There is in particular 
a multitude of nonanalytic laws quantifying over determinate values of 
continuously variable detcrminables: for example, the laws relating the 
vapour pressure of substances to their temperature. Each determinate 
value of these detcrminables yields another law as a special case, such as 
the law giving the boiling point of water at atmospheric pressure. Now 
there are infinitely many different temperatures and pressures, and hence 
infinitely many of these derived laws, all with mutually incompatible an­
tecedents (nothing can be wholly at two different temperatures or pressures 
at the same time). Although the temperature and pressure of any given 
mass of water will vary continuously with time, there are many tempera­
tures which no mass of water ever reaches: temperatures, for example, so 
high that welter w'ould decompose before it reached them. At any rate, so 
far as these derived laws are concerned, it is entirely accidental whether 
any water ever is at the temperatures and pressures they apply to. Conse­
quently they must certainly be so construed as to make equal sense 
whether they happen to be vacuous or not (cf. Ayer 1956: 224-5 [818]).

In particular, it seems obvious that mere vacuity should not settle the 
truth of a law' regardless of its content. But a lack of Fs makes 'All Fs are 
As’ true for any A, including both A = G and A = not-G. If there never 
is any water at some temperature T, statements crediting all water at that 
temperature with any pressure whatever all come out true. That seems



absurd; so vacuous laws should be read as saying something other than 
‘All Fs are Gs’. The question is what.

The obvious answer is that a vacuous law says
2 If there were Fs, they would be Gs.

But there are objections to (2). One is that it appears to imply that there 
are no Fs, whereas laws, even if they happen to be vacuous, certainly do 
not claim to be. We could in reply say that (2) is not to be read as having 
this implication; and this stipulation can indeed be given some indepen­
dent rationale. A case can be made for saying that the implication is not 
part of what (2) says, but follows rather from applying general rules of 
discourse: namely, not to mislead, and to be as informative as possible 
(see Mackie 1973: 75-7). These rules dictate that one should not say (1) 
when the law is known to be vacuous, since (1) is no more true then than 
is any other generalization starting ‘All Fs are . . To pick out as a law 
the generalization which relates F especially to G in these circumstances, 
one must have some reason other than its truth. The reason may not be 
specified, but the fact that there is one is signalled by using (2) instead 
of (I). Consequently, even if the law says no more than (I), (2) would 
normally be used when, but only when the law is known to be vacuous. 
So (2) will indeed signal its user’s knowledge of the law’s vacuity', even 
though that is no part of what (2) is being used to say.

This is one of the arguments which can be used to defend Humean 
accounts of laws as saying no more than (1). It still leaves the problems 
of saving what reason there is to link F and G as a law does when there 
are no Fs, and why (2) should be the right way to signal this reason. These 
are among the problems that have exercised Braithwaite and his Humean 
successors. But since my concern here is with their rivals, I shall concen­
trate instead on recent attempts to solve the problem of vacuous laws by 
giving (2) some assertible content over and above (1).

Laws, I have remarked, do not claim to be vacuous, even if they are; 
and ideally, they should say the same thing whether they are vacuous or 
not. It will hardlv do to make laws say (2) if they are vacuous and (1) if 
they are not. A law cannot say (1) in both cases, we are supposing; can it 
say (2)7 We have dealt with the obvious objection by removing (2)’s coun- 
tcrfactual implication (that there are no Fs), which would have made all 
nonvacuous lawlike generalizations false regardless of their content. What 
can be said positively in favour of the suggestion?

Consider the universe of non-F things or events of which a vacuous 
law says that if they were Fs they would be Gs. It is surely immaterial to 
this supposed fact about these things or events that there happens to be 
nothing else which is F. So perhaps we should take the nonvacuous law 
also to say of every non-F thing or event that if it were F it would be G. 
But again, the law itself does not assert that these things or events are not
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F. It should say the same of all things or events, whether they are F or 
not. Let us therefore take a law to say of every thing or event x that

3 If x were F it would be C.

(Those who believe in possible as well as actual things and events may 
take ‘x’ to range over them too.) I shall take the problem for our non- 
Humeans to be that of saying what (3) means in this case.

I shall not demand of them a general analysis of so-called ‘subjunctive’ 
or ‘counterfactual’ conditionals like (3). A general analysis would of course 
have to cover those that we are supposing to give the content of natural 
laws. But I am not convinced that other uses of these conditionals are 
homogeneous enough with this one to shed much light on it. In most 
other uses, for example, (3) might very well imply that x is not F, which 
wc have seen it cannot do here. Or again, to make (3) true of an x, it may 
often suffice for that x to be F and also D. Lewis’s influential analysis, for 
example, takes this more or less for granted, and the way he reluctantly 
accommodates possible exceptions (1973: 29) will certainly not cope with 
natural laws. Yet natural laws must be exceptions: it might be a coinci­
dence that an x is both F and G, and not a matter of natural law at all 
So in this case it must take more than that to make (3) true of any x. And 
as our consideration of vacuous laws has shown, the extra cannot be that 
all other Fs are Gs too, for there might just as well be no other Fs. So 
whether the law is vacuous or not, the truth of (1) will not suffice to make 
(3) true of everything But what more than (1) can a law say?

3 | Possible Worlds
'I’he traditional non-Humean answer is that natural laws are or express 
necessities of some kind: what makes (3) true of everything is that Fs not 
merely are Gs, they have to be; (1) is not merely true, it is necessarily so. 
Conceptions of law as what Kneale (1949) called ‘principles of necessi- 
tation’ are of course by no means new'. The problem with them is to justify 
the idea of necessity they invoke and to show how' it explains the universal 
truth of (3). Of late years, the development of so-called "possible world 
semantics” has made that problem look more tractable, and thus encour­
aged a revival of the idea that natural laws are necessary truths. It has done 
this by providing a systematic way of saying what makes statements of 
necessity (and of possibility) true. So in particular we might hope to find 
in it an acceptable way of saying what makes necessary natural laws true.

The basic concept of this semantics is that of a possible world. A 
possible world is a way the world might be, or might have been. There 
are many such ways, and therefore many possible worlds, of which the 
actual w'orld is just one. Possible worlds are distinguished by what the facts



are supposed to be in them: if the supposed facts differ at all, so do tire 
worlds. I might, for instance, die in various ways, and, for each way, at 
various ages. So there are many possible worlds in which I expire of, say, 
cirrhosis lor my counterpart in that world does so: see Lewis 1973: 39), 
and these differ amongst other things according to my or my counterpart’s 
age at the time. In general, a statement which might be true, but fails to 
specify every detail of the universe, will he true in many possible worlds, 
differing amongst themselves in the details left unspecified.

Having in some such manner as this grasped the idea of possible 
worlds, and reified them, one can turn round and give, as the truth con­
ditions of a statement, the set of possible worlds in which it is true. That 
is how possible world semantics offers to give the meaning of various kinds 
of modal statements, and in particular of statements of necessity and pos­
sibility. How enlightening this conceptual round trip is, from what might 
be the case, to what is the case in a possible world, and back again, is a 
very moot point, but one that can be waived while we see how well the 
concept copes with the supposed necessity of natural laws.

It follows at once from the definition of a possible world that a state­
ment which might be true is one that is true in some possible world. 
Hence statements which have to be true are those which are. true in all 
possible worlds. In particular, tor (1) to be necessarily true is for it to hold 
in all the worlds there might be or might have been. Is that really what a 
natural law claims?

Suppose it is: does that solve the problem of vacuous laws and explain 
(3)'s being true of everything in the actual world? Consider again the case 
where there are no actual Fs. The law docs not say there are none, and 
it Is tempting to suppose there always might have been. If that were so, 
then, on this view of laws, (1) would have to be true not only in this world, 
but also in worlds containing Fs where its truth would not be the trivial 
consequence of vacuity it is here. And that would certainly distinguish (1) 
as a law from other vacuously true generalizations.

But this account depends on the possibility of there being Fs; and, 
on this view of laws, there will often be no such possibility. I have cited 
the example of high temperature instances of the vapour pressure law for 
water that are vacuous because water decomposes before it reaches those 
temperatures. Now, that water decomposes below these temperatures is 
itself a natural law and so, on this view of them, necessary. Consequently 
these high temperature instances of the vapour pressure law not only are 
vacuous, they have to be. There could be no water at such temperatures. 
But that is to say there are no possible worlds in which these instances are 
not vacuous; and therefore none in which the truth of this instance of (1) 
is other than a trivial consequence of vacuity.

So the idea of laws being true in all possible worlds does not solve 
the problem of vacuous laws. Nor, for much the same reason, does it 
explain why (3) is true of everything in this woikl. Again, it would if
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anything, a, in this world might have been F even if it isn’t. Then there 
would be possible worlds in which a  (or some counterpart of a )  is in fact 
F; and in all these worlds it, like every other F, is G. Where that is so, it 
seems to me undeniable that (3) is true of a . However, for any F there 
will be many us of which it is quite incredible that they might have been 
F. Take the law that in a vacuum all light goes at a constant speed—which 
is to say that all photons do. It is true then, of anything at all, that it would 
go at that speed in a vacuum if it were a photon. But this is not to say of 
everything that it might have been a photon. There is no possible world 
in which I am (or any counterpart of me is) a photon; and a fortiori none 
in which, as a photon, I (or any counterparts of me) travel at the speed 
of light. That is not, I believe, what makes this instance of (3) true of me. 
Yet I believe it is true of me, since I believe the law; and there is surely 
no inconsistency in my combining these beliefs.

For subjunctive conditionals like (3) to be true, their antecedents do 
not have to be possible. This is blatantly obvious in reductio ad ahsurdum  

proofs, where the truth of a subjunctive conditional is actually used to 
prove that its antecedent is n o t possible. One and one cannot make three 
precisely because, if they were to, something impossible would be the case 
It should be almost as obvious that conditionals which give the content 
of natural laws likewise do not imply the possibility' of their antecedents 
being true. The vapour pressure example shows at least that they cannot 
both do this and themselves he necessary truths. And I have given else­
where (1974: 173) the example of safety precautions at a nuclear power 
station, which are supposed to make impossible the conditions under 
which, as a matter of natural law, the fuel would explode. It is ridiculous 
to maintain that the success of these precautions would disprove the very 
law that makes them necessary.

I am not sure why (3) should be so often thought to imply that x 
might be F. The reason may well he the same for taking (3) to imply that 
x is not F: namely, that it is customary to reserve subjunctive conditionals 
for use when their antecedents are believed to be false but possible. We 
see, however, that this custom is not invariable, and have in any case seen 
reason (see p. 851) not to make such a custom part of a conditional’s 
meaning. So however natural the thought may be, it is mistaken, at least 
of the conditionals implied by natural laws. But the mistake is very wide­
spread and of long standing, and it has had serious consequences. It has 
bedevilled the analysis ol disposition statements, as I argued in ¡¡9 of my 
(1974). It has likewise afflicted discussions of free will, in which ‘I could 
have done X’ is frequently equated with 'I would (or could) have done X 
had I chosen to’. But it obviously does not follow from the latter that 1 
could have done X, since it obviously does not follow that I could have 
chosen to.

The common confounding of conditional statements with statements 
of possibility has thus had ill effects in more than one area of philosophy.
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The ill effect here has been that possible world semantics have been mis­
takenly thought to give sense to the idea that natural laws are, or assert, 
some kind of necessity.

4 I N atural Necessity-

Laws might however still be necessary even if possible world semantics 
fails to say what makes them so. What makes (3) true of everything might 
still be that nothing could be both F and not G, whether or not it could 
be F. But it is not at all obvious that this is so. Subjunctive conditionals 
are not in general made true by necessities. Suppose that if I were to go 
to London I would go by train. This does not mean that I could not go 
any other way, merely that I would not. Lewis’s (1973) treatment of sub­
junctive conditionals recognizes this fact about them: the consequent does 
not have to be true in all the possible worlds the antecedent is true in, 
only in those most like the real world.

Still, ) have insisted that conditionals like (3) which follow from laws 
are a special case. In particular, it does not suffice for their truth that their 
antecedents and consequents are true; whereas my going to London by 
train may well make it true that, were I to go, I would go that way. So 
perhaps (3) does need some necessity to make it true of everything, even 
if conditionals in general do not.

But most natural laws seem to be contingent. Apart from those that 
are definitions, and those whose success has made them analytic, any law 
might have been false. We could have come across a counterexample to 
it, and we still could, even if we never will or would. That seems at any 
rate to be why we need to test our supposed laws by observation: things 
could be other than the law says, so we need to look and see whether or 
not they are. I believe, for example, that light could have gone in a vac­
uum at other than its constant speed, even if no photon ever does and 
even if nothing, were it a photon, ever would. So on the face of it, con­
ditionals like (3) no more exhibit necessity than does the conditional about 
my going to London by train.

Attempts have been made to explain away the apparent contingency 
of natural laws. One attempt, which need not detain us long, distinguishes 
logical necessity and possibility from their natural or physical counterparts. 
It is logically possible for Fs not to be G, but not naturally or physically 
possible. But all ‘physically possible’ means is ‘consistent with natural law’. 
So to say that something is physically necessary is merely to say that some 
law entails it. Whether the law says it has to happen, and whether the law 
itself has to be true, remain entirely open questions.

A more serious attempt distinguishes between metaphysical and epi­
stemic necessities (Kripke 1971: 150-1; Dummett 1973: 121); that is, be-
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tween being necessary and being knowable a priori. Laws appear to be 
contingent because they cannot be known a priori. They cannot be proved 
in the way the truths of logic and mathematics can. Wc need to look and 
sec what the world’s laws are, and it may always turn out that what was 
thought to be a law really is not one. The Fs we have seen to be G may 
mislead us into believing they all are, even though some future ones are 
not. It is consistent with all we have seen that there should be Fs which 
are not C. That is the epistemic possibility of a supposed law being false; 
and something like it exists in mathematics. There too, special cases may 
mislead us into believing a mathematical generalization to which there 
are in fact counterexamples. Now, recognizing this possibility in mathe­
matics does not diminish our belief in the necessity of mathematical 
truths: if the generalization is true, it could not have been otherwise. It is 
likewise conceivable that natural laws, if true, are necessarily so, even 
though we may be mistaken in what we suppose the true laws to be.

The apparent contingency of natural laws could undoubtedly be ex­
plained away like this if there were good reason to think them necessary: 
but is there? The analogy with mathematics certainly does not give one. 
If Goldhach’s conjecture proves true, any attempt to suppose it false will 
eventually lead to contradiction (that of course being one way of proving 
it). In that case no consistent description could be given of a world in 
which the conjecture was true. That is, there is no such possible world. 
We might therefore explain the conjecture's necessity, if true, as truth in 
all possible, i.e. coherently conceivable worlds; since conceivability is a 
notion arguably more basic than necessity and intelligible independently 
of it. But no such case can be made for the corresponding conception of 
natural necessity. As Hume insisted, there is no difficulty in conceiving a 
natural law to be false; since it is not analytic, no contradiction ensues. A 
perfectly coherent description can be given of a world containing Fs that 
arc not G. The only ground for thinking such a world impossible would 
be that the law which would be false in it is not only true but necessary; 
and this is the very fact that needs to be established and explained.

5 | Essences
Arguments have recently appeared tor the metaphysical necessity of some 
laws, namely those specifying essential properties of natural kinds. An es­
sential property of a kind is one which nothing of that kind can lack. So 
if being G is of the essence of a kind F, the law that all Fs arc Gs will be 
a necessary truth. The exemplars most widely touted by advocates of es­
sences concern the microstructure of kinds: the atomic number of gold, 
the molecular constitution of water, the genetic makeup of plant and an­
imal species, and the mean kinetic energy of gas particles at a given tem-
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perature. '['he question is: wliy suppose that these, or any other, properties 
ot kinds are essential?

Two sorts of arguments have lately been adduced for essences, and 
hence for the necessity of the corresponding laws. Both employ possible 
world semantics; neither therefore proves more than that some generali­
zations hold in all possible worlds, and we have seen in [section] 3 that 
this is not enough to serve our turn. But the arguments repay scrutiny 
nonetheless, since there is more to them than the possible world jargon 
they are couched in.

One argument, due to Putnam (1973), infers essences from a mech­
anism for fixing what things or events a kind predicate (‘F’) applies to, i.e. 
its extension. This mechanism fixes what things are, or might be, Fs in 
two stages. First, there are archetypal actual Fs (e.g. paradigm specimens 
of gold or water): things that have to be F if anything is. Second, to be F, 
anything else has to have a suitable ‘same-kind’ relation to these arche­
types. What this means is that it has to share some property with them 
apart of course from the property F. What the same-kind relation is, for 
any category of kinds, it is for empirically testable scientific theories to say. 
The relations are not discoverable a priori, and in particular they do not 
follow from the meanings of the predicates involved: the laws giving the 
essences of kinds are not supposed to be analytic. But any shared property 
C which a same-kind relation picks out will be an essential property of 
the kind since, Putnam assumes (1975: 232), the relation is an equivalence 
relation holding across all possible worlds. Thus not only are actual Fs all 
Gs, all possible Fs are: so (1) in this instance is true in all possible worlds.

I have elaborated elsewhere (1977) my reasons for rejecting this ar­
gument. Briefly, the extensions of real natural kinds do not in the first 
place depend on archetypes in the way Putnam’s mechanism requires. 
And, in the second place, even if they did, his mechanism would still not 
produce essences. To produce an essence, the same-kind relation must be 
transitive, in order to ensure that all possible Fs share the same property 
G with each other. But the mechanism does not need a transitive relation, 
since what makes things Fs in other possible worlds is their sharing some 
property other than F with the archetypal Fs in this one, and there is 
nothing to say this shared property must be the same in every possible 
world. For Putnam to claim the same-kind relation to be transitive, which 
he does in taking it to be an equivalence relation, is for him gratuitously 
to assume the essentialist conclusion he is out to prove His mechanism 
in fact gives us no reason to think any instance of (1) true in all possible 
worlds. And since in any case only those giving essences are in question, 
Putnam’s theory, even if it worked, would not solve the general problem 
of distinguishing laws from universal coincidences.

The same of course is true of Kripke’s (1971, 1972) argument for 
essences; but that too we must look at, since solving our problem for some 
laws would at least be better than solving it for none. Kripke’s argument
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is quite different from Putnam’s. Kripke takes laws giving essences to be 
identity statements: the law 'Water is HzO’ lie takes to say not merely that 
anything, were it water, would be H,0, but that being water and being 
H,0 are one and the same property. But identity is a necessary relation, 
in the sense that nothing could fail to be identical to itself. So being water 
and being H20  are the same property in all possible worlds, not only in 
this one. Nothing that could be water could fail, were it water, to be H.O.

This of course is the merest sketch of Kripke’s argument. He has, for 
example, also to show that ‘water’ and H,0’ are what he calls ‘rigid des­
ignators’, i.e. that they refer to the same stuff in any possible world it exists 
in. Otherwise the identity' statement, since it is not analytic, might be true 
without being necessary, as for example ‘Water is the most powerful sol­
vent' is, (‘The most powerful solvent’ is not a rigid designator: it refers to 
whatever the most powerful solvent is, which in a world restricted largely 
to oil products would not be water.) As 1 have abbreviated Kripke s argu­
ment, so I shall abbreviate the objections raised in my (1977). The chief 
objection is that the argument, like Putnam’s, blatantly begs the question: 
for being water and being H,0 to be the same property at all, never mind 
necessarily, the predicates ‘. . . is water and ’. . . is H-.0’ must already be 
coextensive in all possible worlds. This is not a conclusion to be derived 
from the necessity of the identity: it is built into the identity as a premise. 
Granted, ‘Water is H,0’ states a true law, and it has the form of an identity 
statement. But it is clearly only a variant of‘All water is H,0’, which does 
not have that form. At any rate, the identity of these properties only follows 
il ‘water’ and H,0’ are rigid designators, i.e. could not refer to different 
properties. But to believe this, one needs already to believe what the ar­
gument from this premiss is supposed to show: namely, that there could 
not have been some samples of water of a different molecular constitution.

Kripke, like Putnam, fails to establish the existence of essences. The 
microstructural exemplars which give their doctrine its spurious appeal 
indeed have a special status in science, but not the status of essences. 
They are special because they are central to our current scientific theories; 
but that, 1 have argued elsewhere (1977: \7), is quite a different matter 
from being necessary features of the world. 6

6 | Universals
The properties of being water and being HzO do not stand in the necessary 
relation of identity. Perhaps, however, as Armstrong (1978a: Ch. 24), Dret- 
ske (1977) and Tooley (1977) have suggested, these universals stand in 
some contingent relation which makes it a law that all water is H,0. This 
relation, that is to bold between the properties F and C whenever ‘All F 
are G’ is a law, Armstrong and Tooley call ‘nomic necessitation’; I shall
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call it ‘N’. F and G have to be differently related if the law is that no F 
are G or that all F have a chance p of being G. But N will do for now: 
if it works, the other relations will; if not, nor will they.

This suggestion requires a realist view of at least those universal 
which are related by natural laws: tor N to relate F and G, these properties 
must exist. That of course is debatable, but suppose for the moment it is 
true. Then FNG is by definition the fact that makes 'All Fs are Gs’ a law. 
This is a contingent fact, and not only because F and G might not exist. 
F and G could quite well exist without ‘All Fs are Gs’ being a law: laws 
do not relate every property to every other property'. Being water and being 
at 100"C, for example, are properties that enter into laws, yet no law relates 
them to each other. But though it is not, it might have been a law that 
all water is at 100"C; just as it might not have been a law that all water 
boils at that temperature at atmospheric pressure. Apart from analytic laws, 
therefore, it is quite contingent that N relates any particular F and G.

To do its job, N lias not only to make Gs out of actual Fs, it has to 
make (3) true of everything, i.e. to be such that anything, were it F, would 
be G. Since this is all it has to do and be, one might think that postulating 
N is more a relabelling of the problem than a solution to it. But that 
would not be a tair response. There is a dearth of candidates for making
(3) universally true, as we take it to be. If F, G and N would between 
them make it true, that may well, as Tooley (1977: 262) urges, be reason 
enough to believe in them.

After all, we already invoke properties to make conditionals true. The 
inertial mass, m kilogrammes, of a thing a at time t makes true all the 
conditionals of the form

4 If a were subjected at t to a force of f  newtons, it would then 
accelerate in the direction of the force at f/m metres/second2.

Any of these conditionals is in fact a generalization about events, namely 
that, if they were subjectings of a to a (specific) force / at t, they would 
be (or be shortly followed by) accelerations of a of magnitude f/m. These 
generalizations are just like the conditionals (3) entailed by laws, except 
that they are restricted to the individual a. We think them true, and a fact 
is needed to make them so: and the requisite fact is that a has mass m at 
time t. This is all the property of inertial mass amounts to: a truth-maker, 
as Tooley puts it, for conditionals like (4); and I have argued elsewhere 
(1974) that all properties of things are just truth-makers for such condi­
tionals. But if we believe in properties F and G because they are needed 
(and suffice) to make conditionals like (4) true, why jib at accepting N 
when it is likewise needed and (with F and G) suffices to make condi­
tionals like (3) true?

Here, however, the crucial difference between (3) and (4) emerges:
(4) entails that a exists. Without a, 'a would have no reference, and I do 
not see what (4) could then mean, nor how in particular it could be true.
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So if (4) is true, a exists; so the fact that a has mass m is always available 
to make (4) true. But it is by no means so clear that F and G exist when­
ever (3) is true of everything. The law that all F are G, it is agreed, may 
be vacuous: and if it is, there are no Fs. Now if, as many (including 
Armstrong) suppose, properties and other universal need instances, then 
without Fs there will be no F. But without F there will be no fact FNG 
to make (3) true of everything; and the problem of accounting for vacuous 
laws will remain unsolved.

Perhaps then universal need no instances. Concepts certainly do not: 
we can have the concept of a unicorn without there being unicorns. But 
universals are not concepts: concepts, if anything, arc parts of our thought 
or our language; whereas universals, if anything, are parts of the world 
whether or not it contains any thought or language or concepts. No doubt 
concepts are closely related to universals, but it is not safe to assume that 
universals can dispense with instances just because concepts can. That 
remains an open question

Tooley takes it for granted that universals need no instances, since he 
uses a particular example of a vacuous law to argue by elimination "that 
it must be facts about universals that serve as the truth-makers for basic 
laws without positive instances” (1977: 672), going on to ask rhetorically: 
“if facts about universals constitute the truth-makers for some laws, why 
shouldn’t they constitute the truth-makers for all laws?” Armstrong, by 
contrast, holds a "Principle of Instantiation: For each N-adic universal, U, 
there exist at least N particulars such that they U” (1978: 1 13); hut he 
offers nonetheless to cope with Tooley’s example of a vacuous law. Now 
if Armstrong really can supply enough universals to make vacuous laws 
true, without violating his principle of instantiation, we may not have to 
decide whether universals do in fact need instances; but can he?

In Tooley’s example, as Armstrong puts it, just two out of several types 
of particle happen never to meet; so the law governing their interaction 
is vacuous. Nevertheless particles of other types meet, so that the universal, 
meeting (M), exists; as do these two mutually evasive particle types (A and 
J). Armstrong can claim therefore that the law, despite being vacuous, 
“holds in virtue of the universals [A, J, M] being what they are” (1978a: 
157). This solution, however, is only available for special cases of vacuous 
laws. For a start, it only works here because particles of other ty pes do 
meet, thereby ensuring the existence of the universal M. Now if the law 
governing A and J particle interactions does not ensure their meeting, it 
can hardly ensure the meeting of other types of particles; and if A and ) 
particles can fail to meet, so can others. If no particles ever met, the laws 
of all their interactions would still be true, but the universal M would not, 
for Armstrong, exist to make them so.

More seriously, not only might there be no meetings, there might be 
no A or no ) type particles. Yet the law could still be true and Important, 
even if there were nothing it applied to. We have seen that to be the case
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with Newton’s first law of motion, and the vacuous instances of vapour 
pressure laws. For these, and indeed for the bulk oi vacuous laws, Arm­
strong’s principle of instantiation does deprive him of the universals he 
needs as truth-makers. The Tooley ease he discusses happens to be of the 
only sort he can cope with, and it is worth drawing out what makes cases 
of this sort amenable to Armstrong’s treatment: namely, that in them there 
exist things with properties which make certain generalizations true. These 
are in fact generalizations of conditionals like (4) above. Consider that for 
many determinate values of the determinable force f, (4) is vacuous: a can 
only be subjected to one (net) force at any one time, and there will he 
many forces a never experiences. Yet a s always having mass m suffices to 
make all these vacuous generalizations true. And so it is with Armstrong’s 
A and J particles While they exist, they are disposed to interact as the law 
says, whether they ever actually meet or not. Armstrong’s universals A and 
J are just conjunctions of such dispositions (see Mellor 1974), and can 
thus be truth-makers for those laws whose vacuity results merely from the 
dispositions of actual things failing to display themselves. But not for the 
more important cases in which laws are made vacuous by the non­
existence of the things themselves; and hereafter 1 will reserve the term 
Vacuous’ for such eases.

Since vacuous laws will in fact defeat the Armstrong-Dretske-Tooley 
account if universals need instances, we have after all to consider whether 
they do. I follow Ramsey in taking particulars and universals to be simply 
parts of facts picked out in order to generalize. For example, “It is not 
‘aRh’ but ‘(x)xRb’ which makes Rb prominent. In writing ‘(x)xRb’ we use 
the expression ‘Rb’ to collect together the set of propositions xRb which 
we want to assert to be true’’ (Ramsey 1925: 28-9). To recover a propo­
sition from this set. we need to know what an instance of xRb is, i.e. we 
need criteria for identifying the items, such as a, which have been quan­
tified over. But we do not need separate criteria to identify Rb. Given a, 
Rb is just the remainder of the fact aRb. If it were an independently 
identifiable constituent, then, as Ramsey says (192V 23-4), a(Rh) would 
differ from (aR)b and a(R)h, because these facts would have different 
constituents; and this is absurd.

Similarly, if we form the doubly general \x){y)xRy, we must regard 
the universal R as just the common part of all the facts thus collected: the 
fact aRh minus a and b. And since in forming the law that all Fs arc Gs 
we at least collect whatever facts such as Fa there may be, the universal 
F must likewise just be the common part of all such facts. At least in laws, 
therefore, a universal must be regarded as derived from the particulars 
which are its instances and the facts that they are so. To regard them, as 
extreme realists do, as a primitive kind of entity, distinct from particulars 
but able to combine with them to yield facts, is to put the universal cart 
before the factual horse, It does nothing but pose such ancient but man­
ifestly dotty conundrums as: why there are these two different kinds of
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entity, particulars and universals, and what the difference between them 
is; why two entities of the same kind (two particulars or two universals) 
cannot combine to form a fact; what the relation is between a particular 
and a universal that arc so combined. The last question on its own is fatal 
to this view, since any answer to it immediately generates Bradley’s (1897: 
Ch. 3) notoriously vicious regress; a regress not avoided just by Armstrong’s 
ingenuous device of calling the relation in question a “union . . . closer 
than relation” (1978a: 3).

The fact is, as Ramsey showed, that we have no a priori reason to 
suppose that universals are fundamentally different in kind from particu­
lars. What we think of as particulars are merely the kinds of entity' we can 
most readily individuate, typically by appeal to their spatio-temporal lo­
cation (cf. Braithwaite 1926); and a universal is just the common residue 
of a set of facts about such individuals. So there is really no mystery about 
what relates particular to universal in a fact, nor about why a fact has to 
contain at least one of each. Nor is there any general reason why residual 
universals cannot themselves be individuated and so admitted in their own 
right as entities to be quantified over—thus, for example, leaving the par­
ticular a as the common residue of a set of facts about as  properties. 
Nominalism therefore is not the only, nor the most sensible, alternative 
to an extreme realism about universals.

From this Ramseyan account of universals it does however follow that 
they need instances: Armstrong's principle of instantiation is quite right. 
In the law that all Fs arc Gs, the property F is just the residue of such 
facts as Fa. If the law is vacuous, there arc no such facts; and no facts 
leave no residue. If there are no Fs, there is no F. So there will be no 
fact FNG to make such a vacuous law true, and the Armstrong-Dretske- 
Tooley theory fails. Whether there are “real connections of universals”, as 
Ramsey put it, I do not know: like him, “I cannot deny it; for I can 
understand nothing by such a phrase; what we call causal laws I find to 
be nothing of the sort” (Ramsey 1929: 148).

7 | Epilogue

I have considered two attempts, seriously undertaken of late years, to make 
natural laws say more than generalizations; both fail. The law that all Fs 
arc Gs is given the force it needs neither by taking it to say that ‘All Fs 
arc Gs’ is true in all possible worlds or is in some other sense necessary, 
nor by taking it to assert a contingent relation between F and G. Neither 
construal can cover the crucial case of vacuous laws which Braithwaite 
rightly stresses. There are no doubt likewise aspects of the problems of 
laws which solutions of Braithwaite’s Humean cut also have difficulty cov­



ering; only they, to my mind, are more readily patched up. Those patches, 
however, must be woven elsewhere.1
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■  | Notes
1. This article was written during my tenure of a Radcliffe Fellowship, for which 
1 am indebted to the Radcliffe Trust.
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N a n c y  C a r t w r i g h t

Do the Laws 
o f Physics 
State the Facts?

■ | Introduction

There is a view about laws of nature that is so deeply entrenched that it 
doesn’t even have a name of its own. It is the view that laws ot nature 
describe facts about reality. If we think that the facts described by a law 
obtain, or at least that the facts which obtain are sufficiently like those 
described in the law, we count the law true, or truc-for-the-nonce, until 
further facts are discovered. 1 propose to call this doctrine the facticity 
view of laws. (The name is due to John Perry.)

It is customary to take the fundamental explanatory laws of physics as 
the ideal Maxwell’s equations, or Schrodinger’s, or the equations of gen­
eral relativity are paradigms, paradigms upon which all other laws—laws 
of chemistry, biology, thermodynamics, or particle physics—are to be mod­
eled. But this assumption confutes the facticity view of laws. For the fun­
damental laws of physics do not describe true facts about reality. Rendered 
as descriptions of facts, they are false; amended to be true, they lose their 
fundamental, explanatory force.

To understand this claim, it will help to contrast biology with physics. 
J. J. C. Smart ([10]: chapter 3) has argued that biology . . .  has no genuine 
laws of its own. It resembles engineering. Any general claim about a 
complex system, such as a radio or a living organism, will be likely to 
have exceptions. The generalizations of biology, or engineering’s rules oi 
thumb, arc not true laws because they are not exceptionless.4 If this is a * *

From Pacific Philosophical Quarterly 61 (1980): 75-84.
* Smart’s argument for why there are no laws in biology "in the strict sense’’ 
presupposes that laws—genuine laws—have to be universal in scope Thus, to use 
Smart’s own example, the generalization that albinotic mice always breed tiue, 
while probably true, does not qualify as a law because the term mouse, contains 
an implicit reference to a particular planet, namely, the earth. (Mice are those 
creatures that stand in appropriate kinship relations to animals here on earth. No
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good reason |for regarding biology as a second-rate science], then il must 
be physics which is the second-rate science. Not only do the laws of phys­
ics have exceptions; unlike biological laws, they are not even true for the 
most part, or approximately true.

The view of laws with which I begin—“Laws of nature describe facts 
about reality”—is a pedestrian view that, I imagine, any scientific realist 
will hold, ft supposes that laws of nature tell how objects of various kinds 
behave: how they behave some of the time, or all of the time, or even (if 
we want to prefix a necessity operator) how they must behave. What is 
critical is that they talk about objects—real concrete things that exist here 
in our material world, things like quarks, or mice, or genes; and they tell 
us what these objects do.

Biological laws provide good examples. For instance, here is a gen­
eralization taken from a Stanford text on chordates: (Alexander [ 1 ]: 179)

The gymnotoids [American knife fish] are slender fish with enormously long 
anal fins, which suggest the blade of a knife of which the head is a handle 
They often swim slowly with the body straight by undulating this fin. They 
[presumably "always" or “for the most part") are found in Central and South 
America. . . . Unlike the characins they ["usually’’?] hide by day under river 
banks or among roots, or even bury themselves in sand, emerging only at 
night.

The fundamental laws ol physics, by contrast, do not tell what the objects 
in their domain do. If we try to think of them in this way, they are simply 
false, not only iaise but deemed false by the very theory' which maintains 
them. But if physics’ basic, explanatory laws do not describe how things 
behave, what do they do? Once we have given up facticity, I don't know 
what to say. Richard Feynman, in The Character of Physical Law, offers 
an idea, a metaphor. Feynman tells us “There is . . .  a rhythm and a 
pattern between the phenomena of nature which is not apparent to the 
eye, but only to the eye of analysis; and it is these rhythms and patterns 
which we call Physical Laws . . .” ([3]: 13). Most philosophers will want 
to know a lot more about how these rhythms and patterns function. But 
at least Feynman does not claim that the laws he studies describe the facts.

creature on another planet, however mouselike, could possibly be a mouse, given 
the way that evolutionary biologists define species.) We could remove the implicit 
reference to the earth by defining m ou s e  in terms of a set of properties that all 
mice have and which, on this planet, are possessed only by mice. But then it is 
quite likely that, somewhere in the vast reaches of the universe, there are animals 
with those properties that do not breed true. Smart concludes that “if the propo­
sitions of biology are universal in scope, then such laws are very likely not uni­
versally true. If they are not falsified by some queer species or phenomenon on 
earth they are very likely falsified elsewhere in the universe” (P h i l o s o p h y  a n d  Sc i­
e n t i f i c  R ea l i sm ,  54). Smart draws the same conclusion about psychology.
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I say that the laws of physics do not provide true descriptions of reality. 
This sounds like an anti-realist doctrine. Indeed it is, but to describe the 
claim in this way may be misleading. For anti-realist views in the philos­
ophy of science are traditionally of two kinds. Bas van Fraassen [4] is a 
modern advocate of one of these versions of anti-realism; Hilary Putnam 
([8] [9J] of the other. Van Fraassen is a sophisticated instrumentalist. He 
worries about the existence of unobservable entities, or rather, about the 
soundness of our grounds for believing in them; and he worries about the 
evidence which is supposed to support our theoretical claims about how 
these entities behave." But I have no quarrel with theoretical entities; and 
for the moment I am not concerned with how we know what they do. 
What is troubling me here is that our explanatory laws don't tell us what 
they do. It is in fact part of their explanatory role not to tell.

Hilary Putnam in his new version of transcendental realism also main­
tains that the laws of physics don’t represent facts about reality. But this 
is because nothing—not even the most commonplace claim about the 
cookies which arc burning in the oven—represents facts about reality. If 
anything did, Putnam would probably think that the basic equations of 
modern physics did best. This is the claim that I reject. I think we can 
allow that all sorts of statements represent facts of nature, including the 
generalizations one learns in biology or engineering. It is just the funda­
mental explanatory laws that don’t truly represent. Putnam is worried 
about meaning and reference and how we are trapped in the circle of 
words. I am worried about truth and explanation, and how one excludes 
the other.

I I Explanation by Composition of Causes, and the 
Trade-Off of Truth and Explanatory'Power

Let me begin with a law of physics everyone knows—the law of universal 
gravitation. This is the law which Feynman uses for illustration; he en­
dorses the view that this law is “the greatest generalization achieved by 
the human mind” (Feynman [?]: 14).

Law of Gravitation: F = Gmm'/r2.

In words, Feynman tells us ([3]: 14)

The Law of Gravitation is that two bodies exert a force between each other 
which varies inversely as the square of the distance between them, and varies 
directly as the product of their masses. •

• See chapter 9 for a detailed examination of van Fraassen’s brand o f  antirealism.
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Does this law truly describe how bodies behave?
Assuredly not. Feynman himself gives one reason why. "Electricity 

also exerts forces inversely as the square of the distance, this time between 
charges . . ([?]: 30). It’s not true that for any two bodies the force
between them is given by the law of gravitation. Some bodies are charged 
bodies, and the force between them is not Gmm'/f. Rather it is some 
resultant of this force with the electric force which Feynman refers to.

For bodies which are both massive and charged, the law of universal 
gravitation and Coulomb’s law (the law which gives the force between 
two charges) interact to determine the final force. But neither law' by itself 
truly describes how the bodies behave. No charged objects will behave 
just as the law' of universal gravitation says; and any massive objects will 
constitute a counterexample to Coulomb’s law. These two laws are not 
true; worse, they are not even approximately true. In the interaction be­
tween the electrons and the protons of an atom, for example, the Coulomb 
effect swamps the gravitational one, and the force which actually occurs 
is very different from that described by the law of gravity.

There is an obvious rejoinder: I have not given a complete statement 
of these two laws, only a shorthand version. The Feynman version has an 
implicit ceteris paribus modifier in front, which I have suppressed. Speak­
ing more carefully, the law of universal gravitation is something like 
this:

If there are no forces other than gravitational forces at work, then two 
bodies exert a force between each other which varies inversely as the 
square of the distance between them, and varies directly as the product of 
their masses.

I will allow' that this law is a true law, or at least one which is held true 
within a given theory. But it is not a very useful law. One of the chief 
jobs of the law of gravity is to help explain the forces which objects ex­
perience in various complex circumstances This law can explain in only 
very simple, or ideal circumstances. It can account for why the force is as 
it is when just gravity is at work; but it is of no help for cases in which 
both gravity and electricity matter. Once the ceteris paribus modifier has 
been attached, the law of gravity' is irrelevant to the more complex and 
interesting situations.

This unhappy feature is characteristic of explanatory laws. I said that 
the fundamental laws of physics do not represent the facts, whereas bio­
logical laws and principles of engineering do. This statement is both too 
strong and too weak. Some laws of physics do represent facts, and some 
laws of biology—particularly the explanatory laws—do not. The failure of 
facticity does not have so much to do with the nature of physics, but rather 
with the nature of explanation. We think that nature is governed by a 
small number of simple, fundamental laws. The world is full of complex



and varied phenomena, but these are not fundamental. They arise from 
the interplay of simpler processes obeying the basic laws of nature.

This picture of how nature operates to produce the subtle and com­
plicated effects we see around us is reflected in the explanations that we 
give: we explain complex phenomena by reducing them to their simpler 
components. This is not the only kind of explanation we give, but it is an 
important and central kind. I shall use the language of John Stuart Mill, 
and call this explanation by composition o f causes (M ill [7]: Book III, Ch. 
VI).

It is characteristic of explanations by composition of causes that the 
laws they employ fail to satisfy the requirement of facticity. The force of 
these explanations comes from the presumption that the explanatory laws 
"act” in combination just as they would "act” separately. It is critical, then, 
that the laws cited have the same form, in or out of combination. But this 
is impossible if the laws are to describe the actual behavior of objects. The 
actual behavior is the resultant of simple laws in combination. The effect 
which occurs is not an effect dictated by any one of the laws separately 
In order to be true in the composite case, the law must describe one effect 
(the effect which actually happens); but to be explanatory, it must describe 
another. There is a trade-off here between truth and explanatory power.

C a r t w r i g h t  ■  D o  t h e  L aws of  P h y s ic s  S t a t e  t h e  F a c t s ? | 869

II | How Vector Addition Introduces Causal Powers

Our example, where gravity and electricity mix, is an example of the com­
position of forces. We know that forces add vectorially. Doesn’t vector 
addition provide a simple and obvious answer to my worries? When gravity 
and electricity are both at work, two forces are produced, one in accord 
with Coulomb’s law, the other according to the law of universal gravita­
tion. Each law is accurate. Both the gravitational and the electric force 
are produced as described; the two forces then add together, vectorially, 
to yield the total “resultant” force.

The vector addition story is, I admit, a nice one. But it is just a 
metaphor. We add forces (or the numbers that represent forces) when we 
do calculations. Nature does not “add” forces. For the “component” forces 
are not there, in any but a metaphorical sense, to be added; and the laws 
which say they are there must also be given a metaphorical reading. Let 
me explain in more detail.

The vector addition story supposes that Feynman has left something 
out in his version of the law of gravitation. The way he writes it, it sounds 
as if the law describes the resultant force exerted between two bodies, 
rather than a component force—the force which is produced between the 
two bodies in virtue o f their gravitational masses (or, for short, the force 
due to gravity). A better way to state the law would be
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Two bodies produce a force between each other (the force due to gravity) 
which varies inversely as the square of the distance between them, and varies 
directly as the product of their masses.

Similarly, for Coulomb’s law
Two charged bodies produce a force between each other (the force due to 
electricity) which also varies inversely as the square of the distance between 
them, and varies directly as the product of their charges.

These laws, I claim, do not satisfy the facticity requirement. They 
appear, on the face of it, to describe what bodies do: in the one case, the 
two bodies produce a force of size Gmm'/r2, in the other, they produce a 
force of size qq'/r2. But this cannot literally be so. For the force of size 
Gmm'/r2 and the force of size qq’/r2 are not real, occurrent forces. In 
interaction, a single force occurs—the force we call the “resultant”—and 
this force is neither the force due to gravity nor the electric force. On the 
vector addition story, the gravitational and the electric force are both pro­
duced, yet neither exists.

Mill would deny this. He thinks that in cases of the composition of 
causes, each separate effect does exist—it exists as p a r t  of the resultant 
effect, just as the left half of a table exists as part of the whole table. Mill's 
paradigm for composition of causes is mechanics. He says:

In this important class of cases of causation, one cause never, properly speak­
ing, defeats or frustrates another; both have their full effect. If a body is 
propelled in two directions by two forces, one tending to drive it to the north, 
and the other to the east, it is caused to move in a given time exactly as far 
in both directions as the two forces would separately have carried it; . . . (Mill 
[7) :  Book III, Ch VI).

Mill’s claim is unlikely. Events may have temporal parts, but not parts 
of the kind Mill describes. When a body has moved along a path due 
northeast, it has travelled neither due north nor due east. The first half of 
the motion can be a part of the total motion; but no pure north motion 
can be a part of a motion which always heads northeast. (We learn this 
from Judith Jarvis Thomson’s Acts a n d  O th e r  E v e n ts .) The lesson is even 
clearer if the example is changed a little: a body is pulled equally in 
opposite directions. It doesn’t budge an inch, but on Mill’s picture it has 
been caused to move both several feet to the left and several feet to the 
right, I realize, however, that intuitions are strongly divided on these cases, 
so in the next section I will present an example for which there is no 
possibility for seeing the separate effects of the composed causes as part of 
the effect which actually occurs.

It is implausible to take the force due to gravity and the force due to
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electricity literally as parts of the actually occurring force. Is there no way, 
then, to make sense of the story about vector addition? I think there is, 
but it involves giving up the facticity view of laws. We can preserve the 
truth of Coulomb’s law and the law of gravitation by making them about 
something other than the facts—the laws can describe the causal powers 
that bodies have.

Hume taught that “the distinction, which we often make betwixt 
power and the exercise of it, is . . . without foundation’’ (Hume [5]: Part 
111, Section XIV). It is just Hume’s illicit distinction that we need here: 
the law of gravitation claims that two bodies have the power to produce a 
force of size Gmm'/r2. But they don’t always succeed in the exercise of it. 
What they actually produce depends on w'hat other powers are at work, 
and on what compromise is finally achieved among them. This may be 
the way we do sometimes imagine the composition of causes. But if so, 
the laws we use talk not about what bodies do, but about what powers 
they possess.

The introduction of causal pow ers will not be seen as a very produc­
tive starting point in our current era of moderate empiricism. Without 
doubt, we do sometimes think in terms of causal powers, so it would be 
foolish to maintain that the facticity view' must be correct and the use of 
causal powers a total mistake. Still, facticity cannot be given up easily. We 
need an account of what laws are that connects them, on the one hand, 
with standard scientific methods for confirming laws, and on the other, 
with the use they are put to for prediction, construction, and explanation. 
If laws of nature are presumed to describe the facts, then there are familiar, 
detailed philosophic stories to be told about why a sample of facts is rel­
evant to their confirmation, and how they help provide knowdedge and 
understanding of what happens in nature. Any alternative account ot w-hat 
laws of nature do and wdiat they say must serve at least as well; and no 
story' I know of causal powers makes a very good start.

Ill I A Real Example of the Composition of Causes

The ground state of the carbon atom has five distinct energy levels (see 
figure 7.1]. Physics texts commonly treat this phenomenon sequentially, 
in three stages. I shall follow' the discussion of Albert Messiah in volume 
II of Quantum Mechanics [6]. In the first stage, the ground state energy 
is calculated by a central field approximation; and the single line (a) is 
derived, for some purposes, it is accurate to assume that only this level 
occurs. But some problems require a more accurate description. This can 
ae provided by noticing that the central field approximation takes account 
only of the average value of the electrostatic repulsion of the inner shell 
electrons on the two outer electrons. This defect is remedied at the second
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(a) (b) (c)

Fig. 7.1. The levels of the ground state of the carbon atom; (a) in the 
central field approximation (V, = V,_ = 0); (b) neglecting spin-orbit cou­
pling (V, = 0); (c) including spin-orbit coupling. (Messiah [6])

stage by considering the effects of a term which is equal to the difference 
between the exact Coulomb interaction and the average potential used in 
stage one. This corrective potential “splits” the single line (a) into three 
lines depicted in (b).

Still, the treatment is inaccurate because it neglects spin effects. Each 
electron has a spin, or internal angular momentum, and the spin of the 
electron couples with its orbital angular momentum to create an addi­
tional potential. The additional potential arises because the spinning elec­
tron has an intrinsic magnetic moment, and “an electron moving in [an 
electrostatic] potential ‘sees’ a magnetic field” ([6]: 552). About the results 
of this potential Messiah tells ns, “Only the ?P state is affected by the spin- 
orbit energy term; it gets split into three levels: 5P0, 5P, and 3P2.” ([6]: 706). 
Hence the five levels pictured in (c).

The philosophic perplexities stand out most at the last stage. The five 
levels are due to a combination of a Coulomb potential [which produces 
three energy levels], and a potential created by spin-orbit coupling [that] 
“splits” the lowest of these again into three. That is the explanation of the 
five levels. But how can we state the laws that it uses?

For the Coulomb effect we might try

Whenever a Coulomb potential is like that in the carbon atom, the three 
energy levels pictured in (b) occur.
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(The real law will of course replace “like that in the carbon atom" by a 
mathematical description of the Coulomb potential in carbon; and simi­
larly for “the three energy levels pictured in (b)”.) The carbon atom itself 
provides a counterexample to this law. It has a Coulomb potential of the 
right kind; yet the five levels of (c) occur, not the three levels of (b).

We might, in analogy with the vector addition treatment of composite 
forces, try instead

The energy levels produced by a Coulomb potential like that in the carbon
atom are the three levels pictured in (b).

But (as with the forces “produced by gravity” in our earlier example) the 
levels which are supposed to be produced by the Coulomb potential are 
levels that don’t occur. In actuality, five levels occur, and they do not 
include the three levels of (b). In particular, as we can see from Messiah’s 
diagram, the lowest of the three levels—the 5P—is not identical with any 
of the five. In the case of the composition of motions, Mill tried to see 
the “component" effects as parts of the actual effect. But that certainly 
will not work here. The ’P level in (b) may be “split”, and hence “give 
rise to,” the ’P0, !P,, and ’P2 levels in (c); but it is certainly not a part of 
any of these levels.

It is hard to state a true factual claim about the effects of the Coulomb 
potential in the carbon atom. But quantum theory does guarantee that a 
certain counterfactual is true: the Coulomb potential, if it were the only 
potential at work, would produce the three levels in (b). Clearly this coun­
terfactual bears on our explanation. But we have no model of explanation 
that shows how. The covering law model shows how statements of fact are 
relevant to explaining a phenomenon.4 But how is a truth about energy 
levels which would occur in quite different circumstances relevant to the 
levels which do occur in these? We think the counterfactual is important; 
but we have no account of how it works.

IV | Composition of Causes Versus Explanation by 
Covering Law

The composition of causes is not the only method of explanation which 
can be employed. There are other methods, and some of these are com­
patible with the facticity view of laws. Standard covering law explanations 
are a prime example.

Sometimes these other kinds of explanation are available even when *

* See Carl G. Hempel, “Two Basic Types of Scientific Explanation,” in chap­
ter 6.
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we give an explanation which tells what the component causes of a phe­
nomenon are. For example, in the case of Coulomb’s law and the law of 
gravity, we know how to write down a more complex law (a law with a 
more complex antecedent) which says exactly what happens when a system 
has both mass and charge. Mill thinks that such “super” laws are always 
available for mechanical phenomena. In fact, he thinks, “This explains 
why mechanics is a deductive or demonstrative science, and chemistry is 
not” (Mill [7]: Book III, Ch. VI).

I want to make three remarks about these super laws and the covering 
explanations they provide: First, super laws aren't always available; second, 
even when they are available, they often don’t explain much; third—and 
most importantly—even when other good explanations are to hand, if we 
fail to describe the component processes that go together to produce 3 

phenomenon, we lose a central and important part of our understanding 
of what makes things happen.

1 There are a good number of complex scientific phenomena which we 
are quite proud to be able to explain. For many of these explanations, 
however, super covering laws are not available to us. 1 argue this in “The 
Truth Doesn’t Explain Much” (Cartwright [2]). Sometimes in these sit­
uations we have every reason to believe that a super law exists. (God has 
written it somewhere in the Book of Nature.) In other cases we have no 
good empirical reason to suppose even this much. (Nature may well be 
underdetermined; God failed to write laws for every complex situation.) 
Nevertheless, after we have seen what occurs in a specific case, we are 
often able to understand how various causes contributed to bring it about. 
We do explain, even without knowing the super laws. Wc need a philo­
sophical account of law's and explanations which covers this very common 
scientific practice, and which shows why these explanations are good ones.

2 Sometimes super laws, even when they are available to cover a case, 
may not be very explanatory. This is an old complaint against the covering 
law model of explanation: “Why does the quail in the garden bob its head 
up and down in that funny way whenever it walks?” . . . “Because they 
all do.” In the example of spin-orbit coupling it does not explain the five 
energy levels that appear in a particular experiment to say “All carbon 
atoms have five energy levels.”

3 Often, of course, a covering law for the complex case will he explanatory. 
This is especially true when the antecedent of the law does not just piece 
together the particular circumstances that obtain on the occasion in ques­
tion, but instead gives a more abstract description which fits with a general 
body of theory, In the case of spin-orbit coupling, . . . quantum mechanics 
provides general theorems about symmetry groups, and Hamiltonians, and 
degeneracies, from which we could expect to derive, covering law style,
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the energy levels of carbon from the appropriate abstract characterization 
of its Hamiltonian, and the symmetries it exhibits.

Indeed, we can do this; and if we don’t do it, we will fail to see that 
the pattern of levels in carbon is a particular case of a general phenome­
non which reflects a deep fact about the effects of symmetries in nature. 
On the other hand, to do only this misses the detailed causal story of how 
the splitting of spectral lines by the removal of symmetry manages to get 
worked out in each particular case.

This two-faced character is a widespread feature of explanation. Even 
if . . . there is a single set of super laws which unifies all the complex 
phenomena one studies in physics . . . .  our current picture may yet 
provide the ground for these laws: what the unified laws dictate to happen, 
happens because o f  the combined action of laws from separate domains, 
like the law of gravity and Coulomb’s law. Without these laws, we would 
miss an essential portion of the explanatory story. Explanation by sub­
sumption under super, unified covering laws would be no replacement 
for the composition of causes. It would be a complement. To understand 
how the consequences of the unified laws are brought about would require 
separate operation of the law of gravity, Coulomb’s law, and so forth; and 
the failure of facticity for these contributory laws would still have to be 
faced.

V | Conclusion

There is a simple, straightforward view of laws of nature which is suggested 
by scientific realism, the facticity' view: laws of nature describe how phys­
ical systems behave. This is by far the commonest view, and a sensible 
one, but it doesn’t work. It doesn’t fit explanatory laws, like the 
fundamental laws of physics. Some other view is needed if we are to 
account for the use of laws in explanation; and I don’t see any obvious 
candidate which is consistent with the realist’s reasonable demand that 
laws describe reality and state facts which might well be true. There is, I 
have argued, a trade-off between factual content and explanatory power. 
We explain certain complex phenomena to be the result of the interplay 
of simple, fundamental laws. But what do these fundamental laws say? To 
play the role in explanation we demand of them, these laws must have 
the same form when they act together as when they act singly. In the 
simplest case, the consequences which the laws prescribe must be exactly 
the same in interaction, as the consequences which would obtain if the 
law were operating alone. But then, what the law states cannot literally be 
true, for the consequences which would occur if it acted alone are not 
the consequences which actually occur when it acts in combination.
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If we state the fundamental laws as laws about what happens when 
only a single cause is at work, then we can suppose the law to provide a 
true description. The problem arises when we try to take that law and use 
it to explain the very different things which happen when several causes 
are at work. This is the point of “The Truth Doesn’t Explain Much” 
(Cartwright [2]). There is no difficulty writing down laws which we sup­
pose to be true; “If there are no charges, no nuclear forces, . . . then the 
force between two masses of size m and m separated by a distance r is 
Gmm'/rf" We count this law true —what it says will happen, does 
happen or at least happens to within a good approximation. But this law 
doesn’t explain much. It is irrelevant to cases where there are electric or 
nuclear forces at work. The law's of physics, I concluded, to the extent that 
they are true, don’t explain much. We could know all the true laws of 
nature, and still not know how to explain composite cases. Explanation 
must rely on something other than law.

But this view is absurd. There aren’t two vehicles for explanation- 
law's for the rare occasions when causes occur separately; and another 
secret, nameless device for when they occur in combination. Explanations 
work in the same way whether one cause is at work, or many. “Truth 
Doesn't Explain” raises perplexities about explanation by composition of 
causes; and it concludes that explanation is a very peculiar scientific ac­
tivity, which commonly docs not make use of laws of nature. But scientific 
explanations do use laws. It is the laws themselves which are peculiar. The 
lesson to be learned is that the laws which explain by composition of 
causes fail to satisfy the facticity requirement. If the laws of physics are to 
explain how phenomena are brought about, they cannot state the facts.'

■ | Notes

1. This paper was given as part of a symposium oil “Explanation and Scientific 
Realism” at the School of Philosophy, University of Southern California, March 
1980.
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7.1 | The Regularity Theory: Ayer and Hume

A. J. Ayer defends a version of the regularity theory of laws in his article, 
“What Is a Law of Nature?” As Ayer notes, the regularity' theory has its 
origins in David Hume’s analysis of causation,

H u m e  o n  C a u s a t i o n

In his T re a tise  o f  H u m a n  N a tu re  (1739), David Hume (1711-76) advo­
cated what is called the c o n s ta n t  c o n ju n c tio n  (or re g u la r ity )  th e o ry  o f  c a u  

sation . According to Hume, the claim that one event, a  (of ty pe A), caused 
another event, b (of type B), means only that A-events arc, as a matter of 
empirical fact, always followed by B-cvcnts, (From now on, we shall refer 
to events of type A simply as As and to events of type B as Bs ) Objectively 
speaking, the causal relation between a and h is nothing more than the 
constant conjunction of As and Bs. If As always have been and always will 
be followed by Bs, then As cause Bs and, in particular, a  caused b. Hume 
denied any objective necessity "out there in the world” between As and 
Bs in virtue of which A-events produce B-events or make B-events occur. 
Our conviction that effects do not merely happen to follow causes but in 
some sense must necessarily occur given the appropriate cause results from 
a purely subjective feeling in our minds when we experience an A (or 
imagine an A) and expect a B to follow. Thus, on Hume’s view, we regard 
As as the cause of Bs when past experience has induced in us the expec­
tation that As will always be followed by Bs in the future.

Hume’s constant-conjunction theory stands our commonsense view of 
causation on its head. For, typically, we think that we first discover the 
fact that As causally necessitate Bs, and then, on the basis of that discovery, 
understand why As have always been followed by Bs and predict that As 
always will be followed by Bs. As Ayer explains, part of the ease for Hume’s 
radical reversal ot our usual thinking about causality rests on his skeptical, 
empiricist analysis of the idea of necessity. If there is a necessary connec­
tion between causes and their effects, then the necessity is either logical 
or nonlogical. Hume denies that the connection can be logical. If it were 
logical, then effects could be deduced from causes and we could know, 
prior to experience, that one kind of event (the cause) must invariably be 
associated with another kind of event (the effect). But no such deduction 
and no such a priori knowledge of effects is possible. For any cause, it is 
logically possible that its usual effect not follow it; moreover, our knowl­
edge of causa] relations is derived solely from experience. Thus, Hume

879
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and Ayer argue that the kind of necessity involved in causation cannot be 
logical.

Curiously, Ayer does not then consider Hume’s case against the sec­
ond alternative, namely that some kind of nonlogical necessity links causes 
with their effects. Hume’s argument here is epistemological.1 He considers 
the hvo sources most commonly claimed as the origin of our idea of causal 
necessity—namely, perception and the will—and argues that neither gives 
us any experience of necessity. When Hume examines his perceptual ex­
periences, he cannot find in them any element (what Hume calls “an 
impression”) of necessity. For example, when one billiard ball collides 
with another, what we literally see, according to Hume, is simply one 
motion followed by another, not the first ball making the second ball 
move. With regard to the willing of our actions, Hume denies that we 
know, independently of experience, which acts of will must be followed 
by which actions. Indeed, we are completely ignorant of the immediate 
effects of willing (presumably it is some change in the brain that then 
causes impulses to be transmitted by our nerves to otir muscles), and only 
by experience do we learn which parts of our bodies we can control and 
which we cannot. As the possibility of sudden paralysis demonstrates, there 
is no logical or physical guarantee that a particular act of willing will be 
followed by a particular motion of one’s body.

Having failed to locate any impression of necessity in either our per­
ceptual experiences or in our ability to will actions, Hume concludes that 
the source of our idea of nonlogical necessity must be purely subjective. 
Hence, Hume sees nonlogical necessity as an imaginative fiction, some­
thing originating from our patterns of inference and expectation, which 
we then project onto nature and mistake for something objective.

So much by way of background in Hume’s theory of causation: let us 
return to laws. The regularity theory of laws is often called the Humean 
theory because it, too, denies that any sort of objective nonlogical necessity 
connects the items appearing in a law. In its simplest form, the regularity 
theory says that laws of nature are nothing more than true universal gen­
eralizations. If it is a law that all copper conducts electricity, then what 
makes it a law is the fact that all pieces of copper, past, present, and future, 
conduct electricity. If it is law that all metals expand when heated, then 
it is a law because, as a matter of fact, that is how all metals always behave. 
According to the regularity theory, the objective content of laws is ex­
hausted by what actually happens in the world.

The Problem of Vacuous Laws

There are a number of serious problems with the simple version of the 
regularity theory of laws. These problems are discussed by Ayer, and briefly 
by Dretske and Mellor, in the readings in this chapter. First, there is the 
problem of avoiding what Ayer calls "vacuous laws.” Modern logicians
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regard the generalization “All As are Bs" as logically equivalent to “It is 
false that there is an A that is not a B " Thus, “All copper conducts elec­
tricity” is true if and only if it is not the case that there is a piece of copper 
that is not a conductor. If we translate the same generalization using pred­
icate logic, then we get (x)(Cx D Fix). Literally, for any x, if x is copper, 
then x conducts electricity'. But just as before, this generalization is logi­
cally equivalent to the statement “it is not the case that there is a piece 
of copper that is not a conductor.” In symbols we would write ~(3x) 
(Cx & —Ex): it is not the case that there exists any x, such that x is copper 
and x is not a conductor. Now the important point to notice is that if, as 
a matter of fact, there is no copper in the universe, then it automatically 
becomes true that it is not the case that there is a piece of copper that is 
not a conductor. But this last statement is logically equivalent to the gen­
eralization “All copper conducts electricity.” According to the simple ver­
sion of the regularity theory, laws are true universal generalizations. Thus, 
any generalization that is automatically true simply because there are no 
instances of its antecedent is a law. For example, according to the simple 
version of the regularity theory, it is a law that all perpetual motion ma­
chines weigh ten tons, that all mermaids contain chlorophyll, and that all 
particles traveling faster than light are red. Clearly, this is absurd. How 
can the regularity theorist avoid the problem of vacuous laws?

The most obvious response is to add a further condition, an existential 
condition, to the regularity analysis: a true universal generalization is a 
law provided there actually are objects satisfying the generalization. In 
symbols, “All Cs are Es” is a law if and only if (x)(Cx D Ex) & (3x)(Cx). 
This eliminates the counterexamples mentioned in the previous para­
graph, since there are no mermaids, perpetual motion machines, or par­
ticles traveling faster than light. Hence, on the amended regularity 
analysis, no vacuously true generalizations will qualify as laws.

T h e  P r o b l e m  o f  N o n i n s t a n t i a l  L a w s

Despite the advantage of modifying the regularity theory to avoid the prob­
lem of vacuous laws, Ayer and many other regularity theorists argue that 
the existential condition is too strong, because it rules out some of the 
most important laws in science. The classic example is Newton’s first law 
of motion, which states the principle of rectilinear inertia:

All bodies on which no net external force is acting either remain at
rest or move at uniform velocity in a straight line.

Now it seems reasonable to assume that, since all bodies exert a gravita­
tional pull on all the other bodies in the universe, no bodies are ever free 
from net external forces. Nonetheless, scientists accept Newton’s first law 
not because it lacks instances but because it expresses an important truth
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about the world. Newton’s first law is thus an example of a nonvacuous 
but noninstantial law. Here are some other examples of nonvacuous non- 
instantial laws: if two perfectly elastic bodies were to collide, the total 
kinetic energy of the system would be the same before and after the impact 
(discussed by C. D. Broad in the article referred to by Ayer); in a perfectly 
reversible process, the entropy remains constant; all lumps of plutonium 
weighing more than one million tons conduct electricity.

The natural inclination is to handle noninstantial laws in terms of 
subjunctive or counterfactual conditionals, that is, in terms of how objects 
of a certain kind would behave if there were such objects. But this ap­
proach does not seem to be open to the regularity theorist. For regularity 
theorists take statements of law to describe how actual objects behave, not 
how possible objects would behave if, contrary to fact, they were to exist.

Broad's proposal (reported by Ayer) for reconciling noninstantial laws 
with the regularity theory suggests that we distinguish ultimate laws of 
nature from derivative laws. Thus, all ultimate laws are taken to be in- 
stantial, but laws derived from one or more such ultimate law's may not 
be. Consider, for example, Newton’s second law:

If a net force, F, acts of a body of mass, m, then the body experiences
an acceleration, a = F/m.

We can derive Newton’s first law from his second law on the supposition 
that no net force is acting on a body. For according to Newton’s second 
law, if the net force on a body were zero, then the acceleration of the 
body would also be zero. So Newton's first law is a noninstantial, derivative 
law because it can be derived from the instantial, ultimate second law. 
Similarly, there are ultimate, instantial laws of impact and motion which 
entail the nonvacuous, noninstantial law that, if two perfectly elastic bodies 
were to collide, kinetic energy' would be conserved. But as Ayer notes, 
even if we could always find ultimate laws that would reconcile nonin­
stantial laws with the regularity theory, that theory' would still encounter 
severe problems with what are sometimes called functional laws.

The Missing-Values Problem for Functional Laws

Functional laws assert a functional relation between two or more variables 
in the form of a mathematical equation. For example, Hooke’s law, 
F = kx, says that the force, F, exerted by a spring is directly proportional 
to x, the amount the spring is stretched. Similarly, Hubble’s law V = HD, 
says that the velocity, V, with which galaxies are moving away from each 
other is directly proportional to D, their distance apart. The ideal gas law, 
PV = iiRT, asserts that the pressure times the volume of n moles of gas is 
proportional to the absolute temperature of the gas. In all these functional 
laws, the magnitude of the variables range over an infinite number of
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values only a small finite number of which will ever be realized. For 
example, no gas will actually be heated to all possible temperatures, nor 
will every spring be stretched to all possible lengths. Nonetheless, the ideal 
gas law tells us what the pressure of the gas would be at a temperature of 
1 million degrees, and Hooke’s law says what force a spring would exert 
if it were stretched to a hundred times its normal length. Thus, the missing 
values problem leads us inexorably to using subjunctive conditionals to 
express the content of laws in counterfactual situations. Once again, the 
problem for the regularity theorist is making sense of these counterfactual 
conditionals while still regarding laws as descriptions of what actually hap­
pens in the world.

T h e  P r o b l e m  o f  A c c i d e n t a l  G e n e r a l i z a t i o n s

Closely related to the missing-values problem for functional laws is the 
more general difficulty of distinguishing between genuine laws and so- 
called accidental generalizations (what Ayer calls “generalizations of fact" 
as contrasted with “generalizations of law”). Consider one of Fred Dret- 
ske’s examples. Suppose that, as a matter of brute fact, the only dogs that 
have been or ever will be born at sea are cocker spaniels. Thus, “all dogs 
born at sea are cocker spaniels” emerges as a true, universal generalization. 
But, clearly, we would not on this basis predict that, if the dog on board 
our ship were a dachshund, then she would give birth to cocker spaniel 
puppies. Our expectations about this and other counterfactual situations 
depend, not on accidental generalizations, but on genuinely lawful ones. 
We rely 011 the biological law' that purebred dogs produce dogs of the 
same breed (at least, when mated with dogs of the same breed). But the 
simple version of the regularity theory cannot distinguish between those 
universal generalizations that are laws and those that are not. So the simple 
version of the regularity theory is inadequate.

7.2 I Ayer’s E pistem ic R egu larity  T heory

Because of the difficulty in distinguishing between law's and accidental 
generalizations, most proponents ot the regularity theory advocate a more 
sophisticated version of the theory according to which laws are true, uni­
versal generalizations with some additional features. As Ayer puts it, “the 
difference between our two types of generalization lies not so much on 
the side of the facts which make them true or false, as in the attitude of 
those who put them forward” (S22). In his paper “Laws of Nature,” Dret- 
ske summarizes the sophisticated version of the regularity theory with the 
formula
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law = universal truth + X, 

where the usual candidates for X include:

■ our willingness to use the generalization in question to make pre­
dictions, especially about counterfactual situations;

■ our acceptance of the generalization as well confirmed even though 
we have examined only a relatively small, finite number of its 
instances;

■ the role that the generalization plays in a deductively organized 
system of (scientific; statements; and

■ our recognition that the generalization (unlike a mere generaliza­
tion of fact) explains its instances.

Because all of these candidates for X involve our beliefs and epistemic 
attitudes, this sophisticated version of the regularity theory is often called 
the epistemic regularity theory. Ayer’s own proposal falls into this category. 
In Ayer’s own words:

Accordingly 1 suggest that for someone to treat a statement of the form 'if 
anything has it has T ’ as expressing a law of nature, it is sufficient (i) that 
subject to a willingness to explain away exceptions lie believes that in a non­
trivial sense everything which in fact has <1> has T  (ii) that his belief that 
something which has <I> has ¥  is not liable to be weakened by the discovery 
that the object in question also has some other property' X, provided (a)  that 
X does not logically entail not-T (h) that X is not a manifestation of not-'k 
(c) lliat the discovery that something had X would not in itself seriously 
weaken his belief that it had <f> (cf) that he does not regard the statement ‘if 
anything has <t> and not-X it has T " as a more exact statement of the gener­
alization that he was intending to express. (824)

D r e t s k e ’s C r i t i c i s m  o f  A y e r ’s T h e o r y

As Ayer himself acknowledges (in his concluding paragraph), his proposal 
completely ignores the missing-values problem for functional laws. Even 
more striking is Ayer’s candid admission that his proposal cannot be con­
strued as an attempt to define what laws are. A definition of a concept 
would give both necessary and sufficient conditions, but Ayer offers only 
sufficient conditions for lawlikeness. In other words, Ayer recognizes that 
many things could turn out to be law's, even though they fail to satisfy his 
conditions. As he says, “1 do not claim that to say that some proposition 
expresses a law of nature entails saying that someone has a certain attitude 
towards it; for clearly it makes sense to say that there are laws of nature 
which remain unknown” (824).
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Ayer’s candid admission about the limitations of his epistemic regu­
larity analysis of laws—that is, its inability to countenance the existence of 
unknown laws—is a powerful objection to the whole approach. Dretske 
thinks the objection is decisive. As long as X includes factors that refer 
essentially to human beliefs, attitudes, and practices, the epistemic regu­
larity approach entails that there are no unknown laws. As Dretske sees it, 
the epistemic regularity approach has confused an epistemological issue 
(why we believe something is a law of nature) with an ontological issue 
(what sort of thing a law of nature is). A more promising approach, in 
Dretske's view, is to address the ontological issue directly. First we should 
understand what laws of nature are and then (but only then) explain why 
we adopt towards them the attitudes that we do.

7.3 | Dretske’s Universals Theory

Dretske proposes a necessitarian analysis of laws. (Similar proposals have 
been defended by D. M. Armstrong and Michael Tooley.) Dretske thinks 
that the law that we would usually express by saying “All Fs are G” really 
has the form

F-ness —» G-ness,

where F-ness and G-ness are the properties of being F and G. The term 
F-ness refers to a universal, the property a thing must have in order to be 
F. Dretske suggests that we read the connective »” as “yields” or “brings 
with it.” (Tooley calls it “nomic necessitation,” and Armstrong usually calls 
it “necessitation.”) The Dretske-Armstrong-Tooley approach is called the 
universals theory because it regards laws of nature as being fundamentally 
about relations between universals (properties). Statements of laws ol na­
ture, on this view, are not universal generalizations about particulars but 
singular statements about universals.

Notice here one prima facie advantage the universals theory might, 
on a certain view of universals, be thought to have over the regularity 
theory. Adherents of the regularity view had difficulty explaining why laws, 
which are taken only to describe the way objects are, nevertheless support 
their counterfactuals. On the universals theory laws can support contrarv- 
to-fact possibilities because universals are taken to be properties that can 
be variously possessed, or not, by objects that do, or could, exist. Given a 
law expressing (for example) the relation between electrical charge and 
magnetic field, we might reasonably go on to speak of the magnetic prop­
erties of vertebrates if they were electrically charged; likewise, if laws do 
indeed express relations among universals, we might reasonably stale how 
a body would behave if, contrary to fact, no net force were acting on it.
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E x t e n s i o n s  a n d  I n t e n s i o n s

One of the keys to understanding the universals theory of laws is to ap­
preciate the difference between the extension and the intension of a 
predicate. A predicate is any term that, like an adjective, can be used to 
describe a thing. For example, the words cat, elastic, and copper are all 
predicates. The extension of a predicate is the set of objects (animals, 
regions of space) to which the term correctly applies. For example, the 
extension of cat is the set of all the objects that the term cat denotes, 
namely all the cats in the world.

It is more difficult to explain what the intension of a term is, and 
philosophers have differed in their accounts of it. The basic idea is that 
the intension of a predicate is its meaning (or what Mill called its con­
notation). The intension of cat is whatever the term cat means—the prop­
erty of felinicity if you like or, perhaps, the concept of catness. It is evident 
that two terms can mean different things (i.e., have different intensions) 
but apply to exactly the same set of objects (i.e., have the same extension). 
For example, all mammals (even whales and porpoises) have hair some­
where on their bodies, and mammals are the only animals that have hair. 
So the terms mammal and hairy (in the sense of having at least some hair) 
are coextensive, since they pick out the same group of objects. But clearly 
the intensions of these terms are different. Even though all and only mam­
mals have hair, the term mammal does not mean hairy.

Now, suppose that it is a law of nature, a biological law, that all 
mammals have mammary glands. (It is biologically necessary for mam­
mals, which suckle their young, to have milk-secreting glands.) If it is a 
universal truth that all mammals have mammary glands, then it must also 
be a universal truth that all Ys have mammary glands, where Y is any term 
that is coextensive with m am m al. So, in particular, it is a universal truth 
that all hairy animals have mammary glands. But, as Dretske points out, 
from the fact that “All mammals have mammary glands” is a law and hair 
is coextensive with m am m al, it does not follow that it is a law that all hairy 
animals have mammary glands. Laws, on Dretske’s account, are opaque 
in a way that normal statements about universals may not be: statements 
that we can deduce from laws by the substitution of terms will themselves 
be laws only if the terms in question have the same intension. As Dretske 
puts it, “laws imply universal truths, but universal truths do not imply 
laws” (830).

D r e t s k e ’s N e c e s s i t a r i a n  V i e w

One of the subtleties of Dretske’s universals theory, which distinguishes it 
from earlier necessitarian analyses of laws, is the contrast he draws between 
treating laws as intensional relations between extensions and treating them 
as extensional relations between intensions. Many necessitarians in the
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past have espoused the first position. That is, they have supposed that laws 
are opaque because of the special, intensional, nature of the relation con­
necting the extensions of terms in statements of laws. Thus, on this older 
necessitarian view, the reason for the lawlike character of “all copper con­
ducts electricity” is the special strong relation of (nonlogical) necessitation 
connecting things that are copper to things that conduct electricity. On 
Dretske’s alternative view, there is no need for such a special strong rela­
tion of necessitation. The items linked by the law are not physical objects 
or events but properties (universals, intensions). According to Drctskc, a 
law asserts that one property (an intension) is invariably associated with 
another property (another intension). As long as one were to substitute 
another term that picks out the same property' in a lawlike statement, the 
new statement thus generated would also be a law. When we construe 
terms intensionally (as denoting properties), they will be coextensive when­
ever they denote the same property. Thus, on Dretske’s view, the relation 
symbolized by is extensional, while the things linked by the relation 
(namely properties, universals) are intensional.

We can summarize the difference between the two brands of neces­
sitarianism by contrasting how they would represent the law that all Fs are 
G. Earlier necessitarians would write, “(x)(Fx |N1—> Gx)”—to be read as, 
“anything that is F must (in some nonlogical, physical sense of must) be 
G.” Drctskc would write, “F-ncss —» G-ness”—to be read as, “the property' 
of being an F necessitates the property of being a G.”

There are several problems with Dretske’s universals theory of laws, 
to which critics such as Bas van Fraassen and D. II. Mellor have drawn 
attention. Van Fraassen calls two of these problems the identification 
problem and the inference problem. The identification problem is the 
challenge—posed to defenders of the universals theory—of giving an ad­
equate account of the necessitation relation that allegedly holds between 
those universals comprising a law. The second (and related) inference 
problem concerns the inferential relation between laws and their in­
stances. The universals theorist insists that not only does the FG-Iaw log­
ically imply that all Fs are G, but also that the FG-law explains the 
“mustness” or necessity that we think holds between the particular things 
that are instances of the law. Presumably, then, the FG-law implies either 
that it is necessary that all Fs are G or that if some particular thing is F 
then it must also be G. As we shall see, it is difficult to make sense of 
either inference if, as the universals theory supposes, laws of nature are 
themselves not necessary but contingent.

T h e  I d e n t i f i c a t i o n  P r o b l e m

The identification problem is that of giving an account of the necessitation 
relation that, according to theories such as Dretske’s, connects the uni­
versals that make up a law. Recall from our earlier discussion that empir-
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icists such as Hume deny that we can make sense of any notion of 
objective necessity differing from logical necessity. As far as Hume was 
concerned, nornic necessity is simply subjective, a feeling; there is no 
objective, nonlogical necessity that connects objects, events, or universals. 
What if Hume were right about this? Does this rule out the possibility that 
laws involve a logically necessary connection between universals?

If the necessitation relation between the universals in a law were log­
ical, then all laws of nature would be logically necessary'. In that case, if 
“All Fs are G” is a law, it would be logically impossible for there to be 
an F that was not a G. To many empiricist philosophers, this is a sufficient 
reason to reject reading nomic necessity as logical necessity, since we 
usually assume that laws of nature are contingent, not necessary , truths. 
But a degree of caution is advisable here. As Mellor points out in his 
“Necessities and Universals in Natural Laws," some philosophers (notably 
Kripke and Putnam) have argued that, although all the laws of empirical 
science are discovered through empirical research, nonetheless many of 
those laws are not contingent but necessary'. This issue is explored later in 
this commentary, in the section “Mellor's Defense of the Regularity 
Theory.”

T h e  I n f e r e n c e  P r o b l e m

The inference problem is that of explaining the “mustness,” or necessity, 
that necessitarians believe to hold between the particular things or events 
that are instances of a law. For example, if necessitarians believe that it is 
a law that gold has an atomic number of 79 and that a particular piece 
of metal is gold, then they would infer that the piece of metal in question 
must have an atomic number of 79. As Dretske acknowledges, one of the 
main challenges for his universals theory of laws is to explain the “must­
ness” that appears in the conclusion of this kind of inference. On Dretske’s 
theory, we can write out the inference as follows:

F-ness -s> C-ness
a is F

a must be G.

Where does the must in the conclusion come from? Presumably, it derives 
from some must implicit in the first premise, which is Dretske’s way of 
representing the law that all Fs are G. In ordinary English, we could state 
the law using must in two different ways. We could say either “It must be 
the case that, if anything is F, then it is G” or “Anything that is F must 
be G.”

Clearly, the first way of stating the law will not help. From the prem­
ises “It must be the case that, if x is F, then x is G” and “a  is F,” we
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cannot validly infer the conclusion that a must be G. All that follows is 
that, as matter of contingent fact, a is G.2

So we have to read the law as Dretske intends it to be read, as saying 
“Anything that is F must be G.’’ But as far as Dretske is concerned, this 
is just another way of saying that the property of being F necessitates the 
property of being G. In other words, according to Dretske’s theory, the 
law thus stated is not a generalization about objects or events (which are 
particulars); it is a singular statement about properties (which are univer­
sa l). To repeat, on Drctske's view, the law does not say “Each individual 
thing that is F must also be G.” Rather, it says that the property of 
F-ness necessitates, or brings with it, the property' of G-ness. How, then, 
given Dretske’s understanding of what the FG-law asserts, can we use it 
to deduce the conclusion that a particular thing must be G? As Dretske 
admits, the only inference that is uncontroversially valid is the inference 
from “F-ness —* G-ness” to “All Fs are C .” But “All Fs are G” does not 
validly imply that anything that is F must also be G. (Were this inference 
valid, the distinction between accidental generalizations and laws would 
collapse.)

In response to this difficulty, Dretske offers an analogy with the offices 
and branches of a government. There is a legal code in the United States 
that lays down what powers pertain to the office of the president, the two 
houses of Congress, and the Supreme Court, and how these branches of 
government are related to one another. The code itself is contingent; the 
Constitution of the United States could have been different. But given 
that Constitution, it is now true of anyone who holds the office of president 
that that person must consult Congress and receive its approval before 
declaring war. The law is not about the particular people who hold the 
various offices; the law is about the powers and duties of the offices them­
selves and the relations between them. But because the law is what it is, 
anyone who holds a particular office m ust behave in a certain way.

An analogy is not a proof, and Dretske does not claim to have proven 
anything. Some critics (such as van Fraassen) have stressed the disanalo- 
gies between a legal code and laws of nature. With a legal code, we un­
derstand the origin of the law’s prescriptive force, namely the commitment 
of citizens to enforce it. But what is the origin of the analogously prescrip­
tive force of laws of nature? Given the mystery that seems to surround the 
notion of contingent relations between universals, other advocates of the 
universals theory have candidly admitted that necessitation is an inexpli­
cable basic concept that the theory is forced to postulate. The justification 
for accepting the concept lies in the superiority claimed for the universals 
theory as a whole in accounting for the essential features of laws.
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M e l l o r ’s C r i t i c i s m  o f  D r e t s k e :

C an L a ws  B e N o n i n s t a n t i a l ?

Recall the prima facie advantage discussed earlier that the univcrsals the­
ory might be thought to have over the regularity theory: that is, if univer- 
sals can exist without being instantiated, then noninstantial laws can be 
accommodated easily by the universals theory but not so easily by the 
regularity theory. Mellor argues that this supposed advantage is illusory 
because the universals involved in laws must, after all, have instances. He 
reaches this conclusion by adopting the account of universals championed 
by the Britisli mathematician and philosopher Frank Plumpton Ramsey 
(1903-30).

To appreciate the motivation for Ramsey’s proposal, consider the tra­
ditional view that there arc particulars—individual objects such as this 
apple and th at apple—which exist in space and time—and universals— 
properties such as redness and greenness—which are neither spatial nor 
temporal. Somehow or other, on the traditional view, these two very dif­
ferent kinds of entity—particular objects and universal properties—com­
bine to form facts, such as the lact that this apple is red. But how can this 
combination be possible given that particulars and universals are so utterly 
dissimilar? Taking his cue from Wittgenstein’s Tractatus, Ramsey proposed 
that the world consists, not of particular things and universal properties, 
but of facts.1 According to Ramsey, universals and particulars should be 
regarded, not as two fundamentally different sorts of thing each having an 
independent existence, but as mutually necessary parts of particular facts. 
On this view (which is a version of nominalism), particulars and universals 
alike are aspects of facts. For example, the particular denoted by this apple 
is what is common to all the particular facts about this apple, while the 
universal denoted by red is what is common to all the particular facts about 
red things.

Mellor agrees with Ramsey that if we make the mistake of thinking 
of universals and particulars as having some kind of independent real 
existence, then we will be led into such “dotty conundrums’’ (861) as 
worrying about how two such radically different kinds of thing can com­
bine to form a fact. On Ramsey’s view, universals are just the part that is 
common to all the facts of the relevant class. The relevant class of facts 
for the FG-law must include facts such as Fa. Therefore, F-ncss, the 
universal in the FG-law, must have instances if the law is to be gen­
uine. Genuine laws, on such an account of universals, cannot be non- 
instantial.
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7.4 I Mellor’s Defense of the Regularity Theory

In “Necessities and Universal in Natural Laws,” Mellor defends the Hu­
mean regularity theory of laws. A key element of that theory is the insis­
tence that laws of nature are contingent, not necessary, truths, and this 
insistence is one of the main differences between the regularity theory and 
traditional versions of the necessitarian theory. Until quite recently, it was 
thought that, whatever the defects of the regularity theory as an adequate 
account of laws, it was at least correct about the contingency of laws. And 
as we have seen, the conviction that laws of nature are contingent has 
proven to be a stumbling block for the newer, universals version of the 
necessitarian theory.4

The main arguments for the contingency of laws derive from Hume. 
Take any scientific law of the form “All Fs are G.” Even though the law 
is true, we can easily conceive that something could be F without that 
thing also being G. Since whatever is conceivable is possible, the FG-law 
could be false. Thus, it and all other similar laws are contingent. More­
over, laws of nature are discovered by empirical research, and this seems 
to be the only way we can find out which lawlike generalizations are true 
and which false. If laws of nature were necessary, then we should be able 
to discover them through a priori reasoning. But we cannot do this. There­
fore, the laws of nature are contingent.

It is now widely acknowledged that Hume’s arguments are unsound. 
Conceivabilitv is not an infallible guide to possibility.’ Moreover, as Saul 
Kripke has demonstrated, the fact that a proposition is a posteriori does 
not entail that it is contingent.6 The classic example is the simple identity 
claim that Hesperus is (that is, is identical with) Phosphorus. The discovery 
that the two names Hesperus and Phosphorus refer to one and the same 
physical object (sometimes seen around sunset, at other times seen around 
sunrise) was empirical. No amount of a priori reasoning about the mean­
ings of the names Hesperus and Phosphorus could have revealed this truth 
to us. Nonetheless, the fact that the object picked out by the name Hes­
perus (namely, the planet Venus) is identical with the object picked out 
by the name Phosphorus (namely, the planet Venus) is a necessary truth, 
since every object is necessarily identical with itself.

In understanding Kripke's view about the necessity' of identity claims, 
it is important to appreciate the distinction between metaphysical necessity 
and logical necessity. As with logical necessity, it is impossible for a meta­
physically necessary proposition to be false (that is, there is no possible 
world in which such a proposition is false). But unlike a logically necessary 
proposition, its necessary truth is not guaranteed solely by logic and defi­
nitions. The proposition that Hesperus is identical with Phosphorus is 
metaphysically necessary, but not logically necessary.

Kripke's case for the necessity of identity claims rests on his theory of
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reference, specifically his theory of rigid designation. Obviously, if it were 
possible for the names Hesperus and Phosphorus to refer to different plan­
ets, then the assertion that Hesperus is identical with Phosphorus would 
not be necessary. By saying that the names Hesperus and Phosphorus are 
rigid designators, Kripke is denying that this is possible. There is not time 
here to consider Kripke’s ingenious (and, to many minds, convincing) 
arguments for his thesis that simple names such as Hesperus and Phos­
phorus are rigid designators.7 Suffice it to say that part of the plausibility 
of his thesis rests on the fact that names such as Hesperus and Phosphorus 
are indeed simple names with no coimotalive meaning. So it is tempting 
to think that their reference, the things they refer to by virtue of some 
initial baptism, completely exhausts whatever meaning they have.

Of immediate concern to us is whether something like Kripke’s view 
can be extended to laws of nature. The problem is that only a few scientific 
laws make identity claims, and when they do, those claims concern classes 
of objects and properties, rather than single objects designated by simple 
names. Saul Kripke and Hilary Putnam have argued that, as with the 
identity of Hesperus and Phosphorus, a significant class of laws of nature 
are metaphysically necessary, namely, those laws attributing essential prop­
erties to natural kinds. It is these arguments that Mellor tries to refute on 
behalf of the regularity theory.

K r i p k e  and P u t n a m  o n  N a t u r a l  K inds and Essences

Natural kinds have traditionally been thought to include such things as 
chemical elements and compounds like arsenic and hydrochloric acid, 
and biological species like tigers and elm trees. The basic idea is that each 
member of such classes shares a common nature in virtue of which it 
belongs to that relevant kind. The intended contrast is with artificial kinds 
or groups, such as all animals weighing over fifty pounds or all compounds 
whose chemical name in English begins with the letter A, where there is 
nothing else that the items in these groups need have in common. Essen­
tial properties are those properties of a thing that it cannot exist without 
—or, perhaps, properties that a thing of some kind cannot lack while 
remaining ot that kind. If the essential properties of tigers are P,, P2, and 
Pj, then nothing that lacks one or more of these properties can belong to 
the natural kind tiger. Thus, the doctrine of natural kinds and the notion 
of essential properties go hand in hand: natural kinds are classes of things 
sharing a common nature or core set of essential properties.

Kripke and Putnam usually take the essential properties of things to 
be their microstructural properties. They say, for example, that being H,0 
is an essential property of water; having atomic number 79 is an essential 
property of gold; having a particular set of genes is essential for member­
ship m a biological species. Consider the example of gold. Undoubtedly, 
modern scientists believe that having atomic number 79 is a fundamental
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property of gold. According to Kripke and Putnam, gold is, by its very 
nature, something that has 79 protons in its nucleus and 79 orbiting elec­
trons. It is possible that some pieces of gold may not be hard, shiny, or 
yellow, but it is impossible that any piece of gold—any piece of that very 
element—could fail to have atomic number 79. So according to Kripke 
and Putnam, the law that gold has an atomic number of 79 is a necessary 
truth: given the essential nature of gold, it could not be otherwise.s Of 
course, the discovery of the law is empirical, but it does not follow from 
this that the law is contingent; statements can be necessary and yet a 
posteriori. Consider our earlier example that Hesperus is identical with 
Phosphorus. Given what Hesperus and Phosphorus designate (namely, the 
planet Venus), the identity could not tail to hold, since one thing could 
not be two distinct tilings; nonetheless, it was an empirical discovery that 
Hesperus and Phosphorus name one and the same planet.

Mellor rejects the Kripke-Putnam doctrine of natural kinds and es­
sences, charging that their arguments are both unsound and question beg­
ging. Since Kripke and Putnam give different arguments and hold slightly 
different versions of the essentialist theory, we will focus exclusively on 
Putnam’s account in what follows.

Putnam’s task is to explain why the extension of natural-kind terms 
such as water, gold and tiger must include all and only those things that 
have the same essential properties. Let 11s focus on the term water. The 
traditional theory of meaning, stemming from John Locke (1632-1704) 
and developed by Gottlob Frege (1848-1925), maintains that extensions 
are determined by intensions: the intension (or meaning) of water is a list 
of properties that define what we mean by water. Since people were talking 
meaningfully about water long before the advent of modern atomic theory, 
the intension of water does not include “being 11,0.” Presumably, water 
means something like “the colorless, odorless liquid that fills lakes and 
rivers, falls from the sky, and is the most common solvent.” According to 
this traditional theory of meaning, the term water need not refer to the 
same substance, with the same microstructural properties, in all possible 
worlds. The most common solvent that is odorless and colorless and fills 
the lakes and rivers of a possible world might be something other than 
water—say, XYZ. So Putnam has to give us a new theory of reference in 
which natural kind terms, such as water, gold, and tiger, do not have their 
extensions fixed by their intensions,

P u t n a m ’s N e w  T h e o r y  o f  R e f e r e n c e

Putnam’s new theory of reference comes in two parts. First, lie contends 
that a natural kind term gets its reference fixed in the actual world by 
means of archetypal specimens and not by mere description or intension. 
In this picture, we fix the reference of water in our world by pointing to 
samples of that particular liquid and (for all practical purposes) saying
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“water is this kind of stuff, the stuff in our lakes and streams, the stuff that 
falls from the sky when it rains.” The key here is that we fix the reference 
by employing the relation of same stuff or same kind—a deep relation 
among all those things sharing, not merely superficial characteristics, but 
important microstructural features. (In the present case, these important 
properties are taken to be the molecular properties of the compound H,0). 
We thus collectively refer to all and only liquids standing in that same- 
kind relation to our particular sample.

Second, Putnam claims that we can then extend the reference of 
water to other possible worlds by saying (for all practical purposes) “Some­
thing is water, in any possible world, if and only if it is the same kind of 
stuff as this sample here.” On such a view', then, nothing—in any world 
—can be water unless it stands in the same-kind relation to this liquid 
here in our glass or pitcher. That is to say, water refers to a single kind of 
stuff in every possible world: necessarily, whatever is water is H?0 . In this 
way, it emerges as a necessarily true law of nature that if x is water, then 
x contains hydrogen and oxygen.

M e l l o r ’ s C r i t i c i s m s  of  P u t n a m ’ s T he or y  of  R e f e r e n c e

Mellor rejects both parts of Putnam’s account. First, he denies that terms 
like water and gold get their reference fixed in this world by means of 
archetypes (rather than, say, by means of descriptions). One group of cases 
that Mellor thinks refutes Putnam’s view arc those in which there are no 
archetypes to point at when the term is first introduced. In an earlier paper 
(entitled “Natural Kinds”), he writes:

Consider elements high in the periodic table, that do riot occur in nature 
and have never been made. We have names for them, but there may never 
be archetypes to constrain our use of the names. Even if specimens eventually 
appear, the discovery, creation or synthesis of previously unknown fundamen­
tal particles, elements and compounds can surely be pred ic ted - The term 
‘neutrino’ applied to just the same particles when it was used to predict their 
existence as it has applied to since their discovery. Ostensive reference (say 
to a bubble chamber photograph) could not have fixed its extension then; 
why suppose exactly the same extension is fixed that way now?9

Second, Mellor thinks that Putnam’s analysis of the same-kind relation 
across possible worlds begs the question. The issue, remember, is whether 
the term water must refer to exactly the same kind of stuff, with exactly 
the same essential nature, in all possible worlds. Putnam’s procedure relies 
on “important” physical properties. But there is nothing in Putnam’s pro­
cedure per se that guarantees that these important properties will be ex­
actly the same in every possible world. Suppose, for example, that all 
samples of water share ten important properties but that water could lack
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any one of them.10 Now imagine two possible worlds, PW1 and PW2. A 
liquid in PW1 shares nine of these important properties with water in the 
actual world. Let the property' missing in PW1 be P,. A liquid in PW2 
also shares nine of these properties with water in the actual world, but in 
this case the missing property is P2. When compared with water in the 
actual world, the liquid in PW1 and the liquid in PW2 both qualify as 
water. But the two liquids would not seem to be essentially the same, 
since they differ in two important properties. So Putnam’s procedure for 
fixing the reference of water in other possible worlds does not entail es- 
sentialism; it does not guarantee that all the things referred to by the term 
water must have exactly the same essential properties in all possible wwlds.

Putnam would reject Mellor’s criticism because Putnam assumes that 
the same-kind relation across possible worlds is an equivalence relation 
and all equivalence relations arc transitive. If the same-kind relation is 
transitive, then if the liquid in PW1 is the same kind of stuff as water in 
the actual world and if water in the actual world is the same kind of stuff 
as the liquid in PW2, then the liquid in PW1 has to be the same kind of 
stuff as the liquid in PW2. Thus, Putnam’s assumption that the same-kind 
relation is an equivalence relation entails that all things that belong to the 
same kind have to share exactly the same set of important properties.

Mellor complains that this move of Putnam’s begs the question be­
cause it illicitly takes for granted the very point at issue, namely, whether 
water has a fixed essence. In Mellor’s words, “for Putnam to claim the 
same-kind relation to be transitive, which he does in taking it to be an 
equivalence relation, is for him gratuitously to assume the essentialist con­
clusion he is out to prove’’ (857).

Mellor’s criticism seems to be correct. Putnam’s new theory of refer­
ence does not, by itself, guarantee the truth of essentialism. Essentialism 
requires that the same-kind relation be an equivalence relation and hence 
transitive across possible worlds. Putnam’s theory of reference does not, by 
itself, entail that the same-kind relation is transitive because, according to 
that theory, things in other possible worlds count as water by comparing 
them with archetypes in the actual world, not by comparing them with 
each other. Insisting that the same-kind relation be an equivalence relation 
entails that all possible things that are water must have the same funda­
mental properties as archetypes in the actual world. But that is simply to 
insist on the truth of essentialism, not to give an independent argument 
for it. Mellor’s second criticism does not prove that Putnam’s theory is 
false, but it does leave Putnam the task of responding to Mellor’s first 
criticism (that archetypes do not seem necessary for fixing the reference 
of natural kind terms). And even if Putnam were to succeed in rebutting 
Mellor here, we would still be a long way from the conclusion that all 
laws of nature are necessary truths, for Putnam’s theory applies only to 
natural kinds (such as molecules, animals, and plants), and it is not ob­
vious that all laws of nature are about such kinds. (For example, consider
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the laws of thermodynamics and the laws of motion. None of these laws 
is about any specific class or category of objects having a common nature. 
They apply to all objects and systems regardless of their nature.)

7.5 I Cartwright’s Antirealism about Fundamental Laws

It is noteworthy that at the end of his article, “Laws of Nature,” Dretske 
limits himself to a conditional claim. He does not purport to have shown 
that there actually are universal and contingent relations of nomic nc- 
cessitation between them. Rather, he asserts, if  there are any laws of nature, 
then the universals account of them is correct. This raises the question 
that Cartwright addresses in “Do the Laws of Physics State the Facts?" 
Namely, are there laws of nature? Undoubtedly there are many generali­
zations in science, and many of these are called laws. But can any of these 
so-called laws play the role traditionally assigned to them, especially that 
of explanation, while at the same time being true? Do our explanatory 
laws truly describe how bodies actually behave? Cartwright thinks not

Cartwright defends the following disjunction: either laws are false but 
can be used to explain things, or laws are true but are useless for expla­
nation. There is, in her words, “a trade-off between factual content and 
explanatory power” (875). Thus, Cartwright admits that some laws—those 
referred to as phenomenological —can be fairly accurate descriptions of 
how bodies actually behave. But these phenomenological laws achieve 
their descriptive accuracy at the price of being highly qualified and thus 
highly restricted in their scope. It is the unqualified, fundamental laws of 
wide explanatory scope that are the target of Cartwright’s antirealism. (For 
an extended discussion of antirealism, see chapter 9 of this volume.)

Much of Cartwright’s case against fundamental laws rests on her il­
lustration involving the laws of gravitational attraction and electrostatic 
attraction (and repulsion). If the gravitational law' were true, then it would 
describe how bodies behave. In particular the law would predict the real, 
actual forces that act on gravitating bodies. But nearly all gravitating bodies 
are also electrically charged, and the smaller the body, the greater the role 
that charge plays in determining its behavior. Thus, taken at face value, 
the gravitational law seems false; it does not state correctly the actual net 
force acting on all gravitating bodies because the actual net force experi­
enced by most bodies depends jointly on their mass and electrical charge.

One way of trying to retain the gravitational law as a true description 
of how bodies actually behave would be to limit its scope to just those 
bodies on which only gravitation is acting—to bodies that arc not charged 
(or affected in any way by nongravitational forces). But that would dras­
tically limit the number of bodies that the law describes and would render 
the law virtually useless for most explanatory purposes. Thus, Cartwright
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concludes either the laws we use for explanation are false, or the laws are 
true but virtually useless for explanation: we cannot be realists about ex­
planatory, fundamental laws.

A Response to C artwright ’ s Antirealist Argument

One way of responding to Cartwright’s argument for antirealism about 
fundamental laws is to distinguish between the actual net force acting on 
a body and the component force due to gravity'. Indeed, this is how most 
of 11s are taught physics and mechanics. First we use individual laws to 
calculate the component forces acting on a body due to gravitation, elec­
tricity, tension in a spring, and so on. Then we use vector addition (the 
parallelogram law) to sum these forces and derive the net force acting on 
the body. If the net force is not zero, then the body will accelerate in 
accordance with Newton’s second law of motion.

Cartwright denies that this response is an adequate defense of realism 
about fundamental laws. Her main objection is that only the net force, 
the actual force that determines the acceleration of a body, is real. Nature- 
does not add component forces. Indeed, component forces ate fictitious; 
they are not real forces at all. Why not? Because if they were real, then 
they would act in addition to the net force and thus give the wrong pre­
diction about the body’s motion.

Cartwright’s double-counting objection to the reality of component 
forces seems to depend on the assumption that real forces produce actual 
accelerations and are measured by those accelerations. Thus, Cartwright 
would say that if a bod)- were pulled in opposite directions by equal com­
ponent forces and thus remained at rest, then there is no real force acting 
at all. If this is indeed her view, then it seems mistaken. After all, a ball 
on which equal and opposite forces are acting is in a different state (a 
state of tension) from a ball that is free from external forces. Component 
forces can have real effects, even it they do not produce a net accelera­
tion.11

One merit of Cartwright’s paper is that it makes clear the price one 
must pay to be a realist about many laws in physics. Individual laws de­
scribe component forces, but component forces do not determine how 
bodies move (only net forces do that). So individual laws do not describe 
how bodies actually move. At best they describe, not actual behavior, but 
tendencies to behave. They specify capacities or dispositions of bodies by 
telling us how they would move if they were free from all other forces. 
And this, clearly, is a far cry from the traditional empiricist view of Hume 
and his followers, who would limit laws to describing what actually hap­
pens in the world. Taking laws seriously and realistically seems to require 
an ontology of powers and dispositions that is inconsistent with the regu­
larity theory of laws.12
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7.6 | Summary
Most philosophers attempting to explain what laws are adopt one of two 
approaches: the regularity approach or the necessitarian approach. Inspired 
by Hume’s analysis of causation, regularity theorists (such as Ayer) insist 
that laws are simply descriptions or summaries of what actually happens 
in the world. In its simplest form, the regularity theory insists that the law 
that all Fs are G says nothing more about the world than does the gen­
eralization that, as a matter of fact, all Fs are G. This simple version of 
the regularity theory has a number of problems, such as the problem of 
accounting for those scientific laws that, like Newton’s first law, have no 
instances. But the severest objection to the simple version of the regularity 
theory is that it cannot distinguish between genuine laws and accidental 
generalizations. In response to this difficulty, many regularity theorists im­
pose further conditions on a true generalization before it can qualify as a 
law. Because these extra conditions refer to the beliefs and attitudes nf 
scientists towards the generalization in question, this more sophisticated 
version of the regularity theory is often called the epistemic regularity 
theory. Ayer advocates one version of the epistemic regularity theory . But 
as Ayer acknowledges, the epistemic regularity theory makes laws inher­
ently subjective by taking the lawlike status of a generalization to depend 
on whether scientists treat it as a law. Obviously, scientists cannot treat a 
generalization as a law if they have not yet discovered it. So the epistemic 
regularity theory entails that there are no unknown laws. This conclusion, 
that there are no unknown laws, is so counterintuitive that Dretske otfers 
it as a sufficient reason for abandoning the entire regularity approach.

Dretske advocates a version of the necessitarian approach. Unlike 
older versions of this approach (which regarded laws as asserting a special 
relation of necessity between objects or events), Dretske’s theory regards 
laws as relations between properties. Since properties are universals, Dret­
ske’s proposal is called the universals theory. One group of problems with 
the universals theory centers around the special relation that is supposed 
to hold between the universals that make up a law. Usually we think of 
the relations between universals as being logical relations. But if the ne- 
cessitation relation were logical, then laws of nature would he necessary 
truths. Dretske himself rejects this, insisting that laws of nature are con­
tingent. Against this view of the contingency of laws, some philosophers, 
notably Kripke and Putnam, have defended the claim that a wide class of 
natural laws, namely those that attribute essential properties to natural 
kinds, are metaphysically necessary. The case for the Kripke-Putnam doc­
trine rests largely on a new theory about how terms that refer to natural 
kinds get their meaning. Mellon a regularity theorist, criticizes Putnam’s 
new theory of reference on the grounds that, as a defense of essentialism,
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it is question begging. If Mellor is right, then Putnam has not given a 
compelling reason for regarding many laws of nature as metaphysically 
necessary. But this still leaves necessitarians such as Dretske with the task 
of explaining how the special nonlogical relation characteristic of laws can 
hold contingently between universals. This difficulty—the problem of 
identification—is closely related to a second difficulty—the problem of 
inference. The problem of inference is the problem of explaining how, 
according to the necessitarian, we can validly infer that a particular thing 
that is F must also be G (a conclusion about a particular object) from the 
law that F-ness necessitates G-ness (a premise about universals). Dretske 
offers an analogy between laws of nature and legal codes (such as the 
Constitution of the United States) that define the powers and relations 
between the branches of government. The laws are about offices and in­
stitutions, but they imply that the people who hold those offices or serve 
in those institutions must do certain things. Dretske admits that the anal­
ogy is imperfect and confesses that the necessitation relation is not easy to 
understand or explain. Nevertheless, he thinks that the regularity theory 
is so flawed that the universals theory must be on the right track, despite 
its difficulties.

One major difference between the regularity theory and older versions 
of the necessitarian theory is that the necessitarian thinks that the regularity 
theory is too weak. The regularity theorist regards laws merely as true 
descriptions of how objects actually behave. The necessitarian insists that 
laws do more than this: they not only describe how the world is, they also 
assert how the world must be, But both theorists agree that a generalization 
must he true in order for it to be a law. Nancy Cartwright challenges this 
assumption. Cartwright argues that many of the laws we use to explain 
things are, in fact, false because they do not describe what actually hap­
pens in the world. Laws about electrostatic, magnetic, and gravitational 
forces, for example, do not as a rule describe how bodies actually move. 
Rather, they specify how bodies would move were certain ideal conditions 
realized. But such conditions, as a matter of fact, hardly ever obtain. Al­
though Cartwright’s argument involves some controversial claims about 
the nonreality of component forces, one of her conclusions seems quite 
plausible, namely, that many laws specify the tendencies and dispositions 
of bodies rather than their actual behavior. Thus, neither the regularity 
approach nor the older necessitarian view can be deemed adequate, since 
both approaches entail that laws describe how bodies do 0 1 must behave. 
Universals theories such as Dretske’s are not inconsistent with Cartwright’s 
position but much more needs to be said by their supporters about the 
nature of the two ingredients in a law—the universals (properties) and the 
(contingent) relation of necessitation that holds between them—and about 
the relation between laws and the behavior of particular objects.
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■  | Notes

1. See David Hume, ‘‘Of the Idea of Necessary Connection,” Section 7 of An 
Enquiry Concerning Humcni Understanding (1748).
2. It is important not to be misled by language here. Rather than saying (i) “It 
must be the case that, if Jones was elected, then he received the most votes,” we 
might say, more idiomatically, (ii) “If Jones was elected, then he must have re­
ceived the most votes.” But if we add to (ii) that (iii) “Jones was indeed elected,” 
we cannot conclude from this that “Jones must have—that is, necessarily—received 
the most votes.” Since, in this example, (ii) is merely an equivalent way of saying 
(i), all that validly follows from (ii) and (iii) is that, as a matter of contingent fact, 
Jones received the most votes. So, too, in Dretske’s example. All that follows from 
“It must be the case that, if x is F, then x is G” and “a is F” is that, as a matter 
of contingent fact, a is G, not that a must be G.
3. See the opening propositions of Ludwig Wittgenstein, Tractatus Logico- 
Philosophicus, trans. D. F, Pears and B. F. McGuinness (London: Routledge and 
Kcgan Paul, 1961), p. 7.
4. For a lively attack by a fellow necessitarian on the contention (by Dretske, 
Armstrong, and others) that nomic necessitation between the universals of a law 
of nature is always contingent, see Martin Tweedale, “Universals and Laws of 
Nature,” Philosophical Topics 13 (1982): 2>-44.
5. Part of the difficulty with Hume’s conceivability test is its vagueness. For it is 
one thing to conceive that something is water without also conceiving that it 
contains oxygen. Anyone who is ignorant of chemistry could do this. But can I 
conceive that something is water and that it does not contain oxygen? The problem 
is the unclarity surrounding the notion that I could properly be said to be con­
ceiving of water—real, actual water—when I imagine a liquid that looks like water 
but does not contain oxygen.
6. See Saul A. Kripke, Naming and Necessity (Cambridge, Mass.: Harvard Uni­
versity Press, 1972).
7. For a good introduction see Kripke, Naming and Necessity, and Stephen P. 
Schwartz, ed., Naming, Necessity, and Natural Kinds (Ithaca, N.Y.: Cornell Uni­
versity Press, 1977).
8. A word of caution: Kripke and Putnam recognize that our best scientific the­
ories might be mistaken. So, strictly speaking, their claim is conditional: if modem 
science is right about the nature of gold, then the law that gold has an atomic 
number of 79 is a necessary truth.
9. D. H. Mellor, “Natural Kinds,” British Journal for the Philosophy of Science 28 
(1977): 306.
10. The example and argument are from Mellor’s “Natural Kinds.” If Mcllor’s 
example seems implausible, consider biological species. Surely, not all tigers have 
exactly the same set of genes; but, presumably, tigers share a sufficiently large 
number of genes (or very similar genes) to be members of the same species. Sim­
ilarly, we know that the stuff we usually call water is in fact a mixture of three
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compounds—hydrogen oxide, deuterium oxide, and tritium oxide- and although 
hydrogen oxide is by far the most common of the three in the actual world, it is 
logically possible that the ratio might vary. Moreover, it is at least imaginable that 
advances in elementary particle physics might reveal that not even all molecules 
of hydrogen oxide have exactly the same internal structure,
11. For more on Cartwright’s double-counting objection to the reality of com­
ponent forces, see Lewis Creary, “Causal Explanation and the Reality of Natural 
Component Forces," Pacific Philosophical Quarterly 62 (1981): 148-57; A, David 
Kline and Carl A Matheson, “How the Laws of Physics Don’t Even Fib,” in PSA 
1986, ed, A. Fine and P, Machamer (East Lansing, Mich Philosophy of Science 
Association, 1986), 1: 35-41. Cartwright replies to Creary in Nancy Cartvright, 
How the Lews of Physics Lie (Oxford: Clarendon Press, 1983), 62-67.
12. Cartwright develops such a view, which she traces back to John Stuart Mill, 
in Nancy Cartwright, Nature’s Capacities and Their Measurement (Oxford: Clar­
endon Press, 1989). There has been a debate about whether Cartwright’s realism 
about capacities (which includes such things as dispositions, powers, and tenden­
cies) is consistent with her antirealism about fundamental laws (which she contin­
ues to maintain). See Alan Chalmers, “So the Laws of Physics Needn’t Lie,” 
Australasian journal of Philosophy 71 (1993): 196-205; Steve Clarke, “The Lies 
Remain the Same: A Reply to Chalmers,” Australasian journal of Philosophy 73 
(1995): 1 52-55, and Alan Chalmers, "Cartwright on Fundamental Laws: A Re­
sponse to Clarke," Australasian journal of Philosophy 74 (1996): 150-52.
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Intertheoretic
Reduction

In t r o d u c t i o n

Reduction is a perennial theme in philosophy, where it crops up regularly in fields as diverse as epistemology, metaphysics, the philosophy of mind, and the philosophy of mathematics. But reduction has a special signifi­cance for the philosophy of science because several philosophers (notably Ernest Nagel) have claimed that reduction holds the key to understanding an important kind of progress in science.According to Nagel and others, when scientists discover a new theory that is able to reduce or absorb one or more already well-established and accepted theories, then we have a paradigm instance of objective, cumu­lative progress. This account of scientific progress is sometimes called the 
Russian d o ll m odel, for just as each doll nests inside the next larger one, so, too, do later theories include within them all the earlier theories that they have absorbed. In this way, science is supposed to display a steady increase in empirical content and explanatory power. In the nineteenth century, for example, classical thermodynamics, with its distinctive con­cepts of heat, entropy, and temperature, became integrated into—was ab­sorbed by—statistical mechanics, a new and more powerful branch of physics applying probability' theory to molecular motion. In a similar way, twentieth-century molecular biology has managed to incorporate most of classical genetics, largely through the Watson-Crick discovery of the struc­ture of DNA.In “Issues in the Logic of Reductive Explanations,” Nagel distin­guishes between two sorts of intertheoretic reduction—homogeneous and inhomogeneous—and specifies the formal conditions that each must sat­isfy. Nagel views reduction as a type of explanation and accepts Hempel’s deductive-nomological model of scientific explanation. (See chapter 6 for details of Hempel’s model.) Thus, Nagel requires that in both homoge-
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neous and inhomogeneous reduction the reduced theory be logically de­rivable from the reducing theory. In inhomogeneous reductions, there are terms in the reduced theory that are absent from tire reducing theory. Consequently, these reductions also need rules o f  correspondence or bridge 

law s to make possible the derivation that Nagel requires. Another impor­tant constraint on reduction in Nagel’s model is that the meanings of theoretical terms not change when reduction occurs.Nagel’s formal model of reduction has not gone unchallenged. Prin­cipal among its critics has been Paul Feyerabend, whose attack on Nagel is conveyed in his paper, “How to Be a Good Empiricist—A Plea for Tolerance in Matters Epistemological.” Much of Feyerabend’s case against Nagel rests on Feyerabend’s controversial holist thesis that the meaning of any theoretical term always depends on the theory in which it occurs.Many philosophers, even those who reject Feyerabend’s views about meaning, agree that Nagel’s account of reduction is flawed. But they think that the project of trying to understand the nature of intertheoretic reduc­tion is valuable and should be pursued. Typical among these philosophers is Thomas Nickles. In “Two Concepts of Intertheoretic Reduction,” Nick- les offers an analysis of two different varieties of reductive relation that are intended to avoid Feyerabend’s objections while at the same time reflect­ing what actually goes on in science.Finally, in the last piece in the chapter, “1953 and All That: A Tale of Two Sciences,” Philip Kitcher casts a critical eye on the claim, oft- repeated, that classical genetics has been reduced to molecular biology'. Kitcher argues that modern biology fails to match any of the available models of reduction. Instead, he advocates a new way of thinking about scientific theories in order to understand the relations between a theory and its successor. Echoing some of the views of Thomas Kuhn, Kitcher recommends that theories should be understood in terms of practices, problems, and patterns of reasoning. Only then, he thinks, can we do justice to the complexity of the relationship between theories in modern biology.
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Issues in the Logic 
of Reductive 
Explanations

A recurrent theme in the long history of philosophical reflection on sci­ence is the contrast—voiced in many ways by poets and scientists as well as philosophers—between the characteristics commonly attributed to things on the basis of everyday encounters with them, and the accounts of those things given by scientific theories that formulate some ostensibly pervasive executive order of nature. This was voiced as early as Democ­ritus, when he declared that while things are customarily said to be sweet or bitter, warm or cold, of one color rather than another, in truth there are only the atoms and the void. The same contrast was implicit in Ga­lileo’s distinction, widely accepted by subsequent thinkers, between the primary and secondary qualities of bodies. It was dramatically stated by Sir Arthur Eddington in terms of currently held ideas in physics, when he asked which of the two tables at which he was seated was “really there’’ — the solid, substantial table of familiar experience, or the insubstantial scientific table which is composed of speeding electric charges and is therefore mostly “emptiness.”* * 113
F rom Teleology Revisited (New York: Columbia University Press, 1974), 95-
113 .

4 See the introduction to Eddington’s Gifford Lectures, published as The Nature 
of the Physical World (New York: Macmillan, 1928). Eddington (1882-1944) was 
Plumian Professor of Astronomy at Cambridge and made important contributions 
to relativity theory and astrophysics. In his popular writings, Eddington argued for 
the idealist conclusion that “the stuff of the world is mind-stuff” partly on the 
grounds that modern physics (relativity and quantum theory-) has refuted materi­
alism. For example, Eddington claimed that modern science had shown that the 
first of his two tables—the solid, substantial table of everyday life —is a fiction and 
that what really exists is the scientific table, which is mostly empty space occupied 
by electrons and other insubstantial particles. Beginning with Lizzie Susan Steb- 
bing (1885-1943), philosophers have been critical of Eddington's attempt to derive 
idealist conclusions from the success of reductionist theories in modern physics.
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Formulations of the contrast vary and have different overtones. In 
some cases, as in the examples I have cited, the contrast is associated with 
a distinction between what is allegedly only “appearance” and what is 
“reality”; and there have been thinkers who have denied that so-called 
“common-sense” deals with ultimate reality, just as there have been 
thinkers who have denied that the statements of theoretical science do so. 
However, a wholesale distinction between appearance and reality has 
never been clearly drawn, especially since these terms have been so fre­
quently used to single out matters that happen to be regarded as important 
or valuable; nor have the historical controversies over what is to count as 
real and what as appearance thrown much light on how scientific theories 
are related to the familiar materials that are usually the points of departure 
for scientific inquiry. In any case, the contrast between the more familiar 
and manifest traits of things and those which scientific theory attributes to 
them need not be, and often is not, associated with the distinction between 
the real and the apparent; and in point of fact, most current philosophies 
of science, which in one way or another occupy themselves with this 
contrast, make little if any use of that distinction in their analyses.

But despite important differences in the ways in which the contrast 
has been formulated, I believe they share a common feature and can be 
construed as being addressed to a common problem. They express the 
recognition that certain relations of dependence between one set of dis­
tinctive traits of a given subject matter are allegedly explained by, and in 
some sense “reduced” to, assumptions concerning more inclusive relations 
of dependence between traits or processes not distinctive of (or unique to) 
that subject matter. They implicitly raise the question of what, in fact, is 
the logical structure of such reductive explanations—whether they differ 
from other sorts of scientific explanation, what is achieved by reductions, 
and under what conditions they are feasible. These questions are impor­
tant for the understanding of modem science, for its development is 
marked by strong reductive tendencies, some of whose outstanding 
achievements are often counted as examples of reduction. For example, 
as a consequence of this reductive process, the theory of heat is commonly 
said to be but a branch of Newtonian mechanics, physical optics a branch 
of electromagnetic theory, and chemical laws a branch of quantum me­
chanics. Moreover, many biological processes have been given physico­
chemical explanations, and there is a continuing debate as to the 
possibility' of giving such explanations for the entire domain of biological 
phenomena. There have been repeated though still unsuccessful attempts

See L. S. Stebbing, Philosophy and the Physicists (London: Methuen, 1937). For 
some related criticisms, see “NOA’s Ark—Fine for Realism,” (in chapter 9), where 
Alan Musgrave diagnoses Eddington’s mistake as the error of supposing that to 
explain something (such as the solidity of table) is to explain it away (that is, to 
show that it does not really exist).
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to exhibit various patterns of men’s social behavior as examples of psycho­logical laws.It is with some of the issues that have emerged in proposed analyses of reductive explanations that this paper is concerned. I will first set out in broad outlines what I believe is the general structure of such explana­tions; then examine some difficulties that have recently been raised against this account. . . .

■ I 1

Although the term “reduction” has come to be widely used in philosoph­ical discussions of science, it has no standard definition. It is therefore not surprising that the term encompasses several sorts of things which need to be distinguished. But before I do this, a brief terminological excursion is desirable. Scientists and philosophers often talk of deducing or inferring one phenomenon from another (e.g., of deducing a planet’s orbital mo­tion), of explaining events or their concatenations (e.g., of explaining the occurrence of rainbows), and of reducing certain processes, things, or their properties to others (e.g., of reducing the process of heat conduction to molecular motions). However, these locutions are elliptical, and some­times lead to misconceptions and confusions. For strictly speaking, it is not phenomena which are deduced from other phenomena, but rather 
statements about phenomena from other statements. This is obvious if we remind ourselves that a given phenomenon can be subsumed under a variety of distinct descriptions, and that phenomena make no assertions or claims. Consequently, until the traits or relations of a phenomenon which are to be discussed are indicated, and predications about them are for­mulated, it is literally impossible to make any deductions from them. The same holds true for the locutions of explaining or reducing phenomena. I will therefore avoid these elliptic modes of speech hereafter, and talk instead of deducing, explaining, or reducing statements about some sub­ject matter.Whatever else may be said about reductions in science, it is safe to say that they are commonly taken to be explanations, and I will so regard them. In consequence, I will assume that, like scientific explanations in general, every reduction can be construed as a series of statements, one of which is the conclusion (or the statement which is being reduced), while the others are the premises or reducing statements. Accordingly, reductions can be conveniently classified into two major types: homoge­neous reductions, in which all of the “descriptive” or specific subject mat­ter terms in the conclusion are either present in the premises also or can be explicitly defined using only terms that are present; and inhomoge­neous reductions, in which at least one descriptive term in the conclusion
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neither occurs in the premises nor is definable by those that do occur in them. I will now characterize in a general way what I believe to be the main components and the logical structure of these two types of reduction, but will also state and comment upon some of the issues that have been raised by this account of reduction.A frequently cited example of homogeneous reduction is the expla­nation by Newtonian mechanics and gravitational theory of various special laws concerning the motions of bodies, including Galileo’s law for freely falling bodies near the earth’s surface and the Keplerian laws of planetary motion. The explanation is homogeneous, because on the face of it at any rate, the terms occurring in these laws (e.g., distance, time, and acceler­ation) are also found in the Newtonian theory. Moreover, the explanation is commonly felt to be a reduction of those laws, in part because these laws deal with the motions of bodies in restricted regions of space which had traditionally been regarded as essentially dissimilar from motions else­where (e.g., terrestrial as contrasted with celestial motions), while New­tonian theory ignores this traditional classification of spatial regions and incorporates the laws into a unified system. In any event, the reduced statements in this and other standard examples of homogeneous reduction are commonly held to be deduced logically from the reducing premises. In consequence, if the examples can be taken as typical, the formal struc­ture of homogenous reductions is in general that of deductive explana­tions. Accordingly, if reductions of this type are indeed deductions from theories whose range of application is far more comprehensive and diver­sified than that of the conclusions derived from them, homogeneous re­ductions appear to be entirely unproblematic, and to be simply dramatic illustrations of the well understood procedure of deriving theorems from assumed axioms.However, the assumption that homogeneous reductions are deductive explanations has been recently challenged by a number of thinkers, on the ground that even in the stock illustrations of such reductions the re­duced statements do not in general follow from the explanatory premises. For example, while Galileo’s law asserts that the acceleration of a freely falling body near the earth’s surface is constant, Newtonian theory entails that the acceleration is not constant, but varies with the distance of the falling body from the earth’s center of mass. Accordingly, even though the Newtonian conclusion may be “experimentally indistinguishable’’ from Galileo’s law, the latter is in fact “inconsistent” with Newtonian theory'. Since it is this theory rather than Galileo’s law that was accepted as sound, Galileo’s law was therefore rep laced by a different law for freely falling bodies, namely the law derived from the Newtonian assumptions. A similar outcome holds for Kepler’s third planetary law. The general thesis has therefore been advanced that homogeneous reductions do not consist in the deduction or explanation of laws, hut in the total rep lacem ent of in­correct assumptions by radically new ones which are believed to be more
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correct and precise than those they replace. This thesis raises far-reaching 
issues, and I will examine some of them presently. But for the moment I 
will confine my comments on it to questions bearing directly on homo­
geneous reductions.

a) It is undoubtedly the case that the laws derivable from Newtonian 
theory do not coincide exactly with some of the previously entertained 
hypotheses about the motions of bodies, though in other cases there may 
be such coincidence. This is to be expected. For it is a widely recognized 
function of comprehensive theories (such as the Newtonian one) to specify 
the conditions under which antecedently established regularities hold, and 
to indicate, in the light of those conditions, the modifications that may 
have to be made in the initial hypotheses, especially if the range of ap­
plication of the hypotheses is enlarged. Nevertheless, the initial hypotheses 
may be reasonably close approximations to the consequences entailed by 
the comprehensive theory, as is indeed the case with Galileo’s law as well 
as with Kepler’s third law. (Incidentally, when Newtonian theory is applied 
to the motions of just two bodies, the first and second Keplerian laws agree 
fully with the Newtonian conclusions). But if this is so, it is correct to say 
that in homogeneous reductions the reduced laws are either derivable 
from the explanatory premises, or are good approximations to the laws 
derivable from the latter.

b) Moreover, it is pertinent to note that in actual scientific practice, 
the derivation of laws from theories usually involves simplifications and 
approximations of various kinds, so that even the laws which are allegedly 
entailed by a theory are in general only approximations to what is strictly 
entailed by it. For example, in deriving the law for the period of a simple 
pendulum, the following approximative assumptions are made; the weight 
of the pendulum is taken to be concentrated in the suspended bob; the 
gravitational force acting on the bob is assumed to be constant, despite 
variations in the distance of the bob from the earth’s center during the 
pendulum’s oscillation; and since the angle through which the pendulum 
may oscillate is stipulated to be small, the magnitude of the angle is 
equated to the sine of the angle. The familiar law that the period of a 
pendulum is proportional to the square root of its length divided by the 
constant of acceleration is therefore derivable from Newtonian theory only 
if these various approximations are taken for granted.

More generally, though no statistical data are available to support the 
claim, there are relatively few deductions from the mathematically for­
mulated theories of modern physics in which analogous approximations 
are not made, so that many if not all the laws commonly said by scientists 
to be deducible from some theory are not strictly entailed by it. It would 
nevertheless be an exaggeration to assert that in consequence scientists are 
fundamentally mistaken in claiming to have made such deductions. It is 
obviously important to note the assumptions, including those concerning 
approximations, under which the deduction of a law is made. But it does
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not follow that given those assumptions a purported law cannot count as 
a consequence of some theory. Nor does it follow-' that if in a proposed 
homogeneous reduction the allegedly reduced law is only an approxima­
tion to what is actually entailed by the reducing theory when no approx­
imative assumptions are added to the latter, the law has not been reduced 
but is being replaced by a radically different one.

c) Something must also be said about those cases of homogeneous 
reduction in which the law actually derivable from the reducing theory 
makes use of concepts not employed in the law to be reduced. Thus, while 
according to Kepler’s third (or harmonic) law, the squares of the periods 
of the planets are to each other as the cubes of their mean distances from 
the sun, the Newtonian conclusion is that this ratio is not constant for all 
the planets but varies with their masses. But the notion of mass was intro­
duced into mechanics by Newton, and does not appear in the Keplerian 
law; and although the masses of the planets are small in comparison with 
the mass of the sun, and the Keplerian harmonic law is therefore a close 
approximation to the Newtonian one, the two cannot be equated. Nev­
ertheless, while the two are not equivalent, neither are they radically dis­
parate in content or meaning. On the contrary, the Newtonian law 
identifies a causal factor in the motions of the planets which was unknown 
to Kepler.

■ I 2

I must now turn to the second major type of reductive explanations. In­
homogeneous reductions, perhaps more frequently than homogeneous 
ones, have occasioned vigorous controversy among scientists as well as 
philosophers concerning the cognitive status, interpretation, and function 
of scientific theories; the relations between the various theoretical entities 
postulated by these theories, and the familiar things of common experi­
ence; and the valid scope of different modes of scientific analysis. These 
issues are interconnected, and impinge in one way or another upon ques­
tions about the general structure of inhomogeneous reductions. Since 
none of the proposed answers to these issues has gained universal assent, 
the nature of such reductions is still under continuing debate.

Although there are many examples of inhomogeneous reductions in 
the history of science, they vary in the degree of completeness with which 
the reduction has been effected. In some instances, all the assumed laws 
in one branch of inquiry are apparently explained in terms of a theory 
initially developed for a different class of phenomena; in others, the re­
duction has been only partial, though the hope of completely reducing 
the totality of laws in a given area of inquiry to some allegedly “basic” 
theory may continue to inspire research. Among the most frequently cited
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illustrations of such relatively complete inhomogeneous reductions are the 
explanation of thermal laws by the kinetic theory of matter, the reduction 
of physical optics to electromagnetic theory, and the explanation (at least 
in principle) of chemical laws in terms of quantum theory, On the other 
hand, while some processes occurring in living organisms can now be 
understood in terms of physicochemical theory, the reducibilitv of all bi­
ological laws in a similar manner is still a much disputed question.

In any case, the logical structure of inhomogeneous reductive expla­
nations is far less clear and is more difficult to analyze than is the case 
with homogeneous reductions. The difficulty stems largely from the cir­
cumstance that in the former there are (by definition) terms or concepts 
in the reduced laws (e.g., the notion of heat in thermodynamics, the term 
“light wave” in optics, or the concept of valence in chemistry) which are 
absent from the reducing theories. Accordingly, if the overall structure of 
the explanation of laws is taken to be that of a deductive argument, it 
seems impossible to construe inhomogeneous reductions as involving es­
sentially little more than the logical derivation of the reduced laws (even 
when qualifications about the approximative character of the latter are 
made) from their explanatory premises. If inhomogeneous reductions are 
to be subsumed under the general pattern of scientific explanations, it is 
clear that additional assumptions must be introduced as to how the con­
cepts characteristically employed in the reduced laws, but not present in 
the reducing theory, are connected with the concepts that do occur in the 
latter.

Three broad types of proposals for the structure of inhomogeneous 
reductions can be found in the recent literature of the philosophy of sci­
ence. The first, which for convenience will be called the “instrumentalist” 
analysis, is usually advocated by thinkers who deny a cognitive status to 
scientific laws or theories, regarding them as neither true nor false but as 
rules (or “inference tickets”) for inferring so-called “observation state­
ments” (statements about particular events or occurrences capable of being 
“observed” in some not precisely defined sense) from other such state­
ments. According to this view, for example, the kinetic theory of gases is 
not construed as an account of the composition of gases. It is taken to be 
a complex set of rules for predicting, among other things, what the pres­
sure of a given volume of gas will be if its temperature is kept constant 
but its volume is diminished. However, the scope of application of a given 
law or theory may be markedly more limited than the scope of another. 
The claim that a theory T (e.g., the corpus of rules known as thermody­
namics) is reduced to another theory T 1 (e.g., the kinetic theory of gases) 
would therefore be interpreted as saying that all the observation statements 
which can be derived from given data with the help of T can also be 
derived with the help of T ', but not conversely. Accordingly, the question 
to which this account of inhomogeneous reduction is addressed is not the 
ostensibly asserted content of the theories involved in reduction, but the
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comparative ranges of observable phenomena to which two theories are 
applicable.

Although this proposed analysis calls attention to an important func­
tion of theories and provides a rationale for the reduction of theories, its 
adequacy depends on the plausibility of uniformly interpreting general 
statements in science as rules of inference. Many scientists certainly do 
not subscribe to such an interpretation, for they frequently talk of laws as 
true and as providing at least an approximately correct account of various 
relations of dependence among things. In particular, this interpretation 
precludes the explanation of macro-states of objects in terms of unobserv­
able microprocesses postulated by a theory. Moreover, the proposal is in­
complete in a number of ways: it has nothing to say about how theoretical 
terms in laws (e.g., “electron” or even “atom”) may be used in connection 
with matters of observation, or just how theories employing such notions 
operate as rules of inference; and it ignores the question of how, if at all, 
the concepts of a reduced theory are related to those of the reducing one, 
or in what way statements about a variety of observable things may fall 
within the scope of both theories. In consequence, even if the proposed 
analysis is adequate for a limited class of reductive explanations, it does 
not do justice to important features characterizing many others.

The second proposed analysis of inhomogeneous reductions (hereafter 
to be referred to—perhaps misleadingly—as the “correspondence” pro­
posal) is also based on several assumptions. One of them is that the terms 
occurring in the conclusion but not in the premises of a reduction have 
“meanings” (i.e., uses and applications) which are determined by the pro­
cedures and definitions of the discipline to which reduced laws initially 
belong, and can be understood without reference to the ideas involved in 
the theories to which the laws have been reduced. For example, the term 
“entropy” as used in thermodynamics is defined independently of the no­
tions characterizing statistical mechanics. Furthermore, the assumption is 
made that many subject matter terms common to both the reduced and 
reducing theories—in particular, the so-called observation terms employed 
by both of them to record the outcome of observation and experiment- 
are defined by procedures which can be specified independently of these 
theories and, in consequence, have “meanings” that are neutral with re­
spect to the differences between the theories. For example, the terms 
“pressure” and “volume change” which occur in both thermodynamics 
and the kinetic theory of gases are used in the two theories in essentially 
the same sense. It is important to note, however, that this assumption is 
compatible with the view that even observation terms are “theory impreg­
nated,” so that such terms are not simply labels for “bare sense-data,” but 
predicate characteristics that are not immediately manifest and are defined 
on the basis of various theoretical commitments. For example, if the ex­
pression “having a diameter of five inches” is counted as an observation 
predicate, its application to a given object implicitly involves commitment



N a g e l  ■ I s s u e s  i n  t h e  L o c i c  o f  R e d u c t i v e  E x p l a n a t i o n s  | 9 1 3

to some theory of spatial measurement as well as to some laws concerning the instrument used in making the measurement. Accordingly, the point of the assumption is not that there are subject-matter terms whose mean­ings or uses are independent of a l l theories, but rather that ever}' such term has a meaning which is fixed by som e theory but independent of others. A third assumption underlying the correspondence analysis of in­homogeneous reductions is that, like homogeneous reduction, and with similar qualifications referring to approximations, they embody the pattern of deductive explanations.In view of these assumptions, it is clear that if a law (or theory) T is to be reduced to a theory T1 not containing terms occurring in T, T1 must be supplemented by what have been called “rules of correspondence” or “bridge laws,” which establish connections between the distinctive terms of T and certain terms (or combinations of terms) in T1. For example, since the second law of thermodynamics talks of the transfer of heat, this law cannot be deduced from classical mechanics, which does not contain the term “heat,” unless the term is connected in some way with some complex of terms in mechanics. The statement of such a connection is a correspondence rule. However, because of the first of the above three assumptions, a correspondence rule cannot be construed as an explicit definition of a term distinctive of T, which would permit the elimination of the term on p u re ly  lo g ica l g roun ds in favor of the terms in T1 Thus, the notion of entropy as defined in thermodynamics can be understood and used without any reference to notions employed in theories about the microstructure of matter; and no amount of logical analysis of the concept of entropy can show the concept to be constituted out of the ideas em­ployed in, say, statistical mechanics. If this is indeed the case (as I believe it is), then the theory T is not derivable from (and hence not reducible to) the theory T1, although T may be derivable from T1 when the latter is conjoined with an appropriate set of bridge laws.What then is the status of the correspondence rides required for in­homogeneous reduction? Different articulations of the theories involved in a reduction, as well as different stages in the development of inquiry into the subject matter of the theories, may require different answers; but I will ignore these complications. In general, however, correspondence rules formulate em p irica l hypotheses— hyp oth eses which state certain re­lations of dependence between things mentioned in the reduced and re­ducing theories. The hypotheses are, for the most part, not testable by confronting them with observed instances of the relations they postulate. They are nevertheless not arbitrary' stipulations, and as with many other scientific laws their factual validity' must be assessed by comparing various consequences entailed by the system of hypotheses to which they belong with the outcome of controlled observations. However, bridge laws have various forms; and while no exhaustive classification of their structure is available, two sorts of bridge laws must be briefly described.
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a) A term in a reduced law may be a predicate which refers to some 
distinctive attribute or characteristic of things (such as the property of 
having a certain temperature or of being red) that is not denoted by any 
of the predicates of the reducing theory. In this case the bridge law may 
specify the conditions, formulated in terms of the ideas and assumptions 
of the reducing theory, under which the attribute occurs. For example, 
the kinetic theory- of gases formulates its laws in terms of such notions as 
molecule, mass, and velocity', but does not employ the thermodynamical 
notion of temperature. However, a familiar bridge law states that a gas has 
a certain temperature when the mean kinetic energy of its molecules has 
a certain magnitude. In some cases, bridge laws of the sort being consid­
ered may specify conditions for the occurrence of an attribute which are 
necessary as well as sufficient; in other cases the conditions specified may­
be sufficient without being necessary; and in still other cases, the condi­
tions stated may only be necessary. In the latter case, however, laws in­
volving the attribute will, in general, not be deducible from the proposed 
reducing theory'. (Thus, though some of the necessary conditions for ob­
jects having colors can be stated in terms of ideas belonging to physical 
optics in its current form, the physiological equipment of organisms which 
must also be present for the occurrence of colors cannot be described in 
terms of those ideas. Accordingly, if there are any laws about color rela­
tions, they are not reducible to physical optics.)

In any case, such bridge laws are empirical hypotheses concerning 
the extensions of the predicates mentioned in these correspondence rules 
—that is, concerning the classes of individual things or processes desig­
nated by those predicates. An attribute of things connoted by a predicate 
in a reduced law may indeed be quite different from the attribute con­
noted by the predicates of the reducing theory; but the class of things 
possessing the former attribute may nevertheless coincide with (or be in­
cluded in) the class of things which possess the property specified by a 
complex predicate in the reducing theory. For example, the statement that 
a liquid is viscous is not equivalent in meaning to the statement that there 
are certain frictional forces between the layers of molecules making up 
the liquid. But if the bridge law's connecting the macro-properties and the 
microstructure of liquids is correct, the extension of the predicate “vis­
cous” coincides with (or is included in) the class of individual systems 
with that microstructure.

b) Let me now say something about a second sort of correspondence 
rule. Although much scientific inquiry is directed toward discovering the 
determining conditions under which various traits of things occur, some 
of its important achievements consist in showing that things and processes 
initially assumed to be distinct are in fact the same, A familiar example 
of such an achievement is the discovery that the Morning Star and the 
Evening Star are not different celestial objects but are identical. Similarly, 
although the term “molecule” designates one class of particles and the
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term “atom” designates another class, molecules are structures of atoms, 
and in particular a water molecule is an organization of hydrogen and 
oxygen atoms denoted by the formula “H20 ”; and accordingly, the exten­
sion of the predicate “water molecule” is the same as the class of things 
designated by the formula. Correspondence rules of the second sort estab­
lish analogous identifications between classes of individuals or “entities” 
(such as spatiotemporal objects, processes, and forces) designated by dif­
ferent predicates. An oft cited example of such rules is a bridge law in­
volved in the reduction of physical optics to electromagnetic theory. Thus, 
prior to Maxwell, physicists postulated the existence of certain physical 
propagations designated as “light waves,” while electromagnetic theory was 
developed on the assumption that there are electromagnetic waves. An 
essential step in the reduction of optics to electrodynamics was the intro­
duction by Maxwell of the hypothesis (or bridge law) that these are not 
two different processes but a s ingle  one, even though electromagnetic 
waves are not always manifested as visible light. Analogous bridge laws are 
assumed when a flash of lightning is said to be a surge of electrically 
charged particles, or when the evaporation of a liquid is asserted to be the 
escape of molecules from its surface; and while the full details for for­
mulating a similar bridge law are not yet available, the hope of discovering 
them underlies the claim that a biological cell is a complex organization 
of physicochemical particles.

Correspondence rules of the second kind thus differ from rules of the 
first, in that unlike the latter (which state conditions, often in terms of the 
ideas of a micro-theory, for the occurrence of traits characterizing various 
things, often macroscopic ones), they assert that certain logically non- 
equivalent expressions describe identical entities. Although both sorts of 
rules have a common function in reduction and both are in general em­
pirical assumptions, failure to distinguish between them is perhaps one 
reason for the persistence of the mistaken belief that reductive explanations 
establish the “unreality” of those distinctive traits of things mentioned in 
reduced laws.

■ I 3

This account of inhomogeneous reduction has been challenged by a num­
ber of recent writers who have advanced an alternate theory which rejects 
the main assumptions of both the instrumentalist and the correspondence 
analyses, and which I will call the “replacement” view. Since I believe 
the correspondence account to be essentially correct, I shall examine the 
fundamental contention of the replacement thesis, as presented by Pro­
fessor Paul Feyerabend, one of its most vigorous proponents.

Feyerabend’s views on reduction rest upon the central (and on the
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face of it, sound) assumption that “the meaning of every term we use 
depends upon the theoretical context in which it occurs.”1 This claim is 
made not only for “theoretical” terms like “neutrino” or “entropy” in ex­
plicitly formulated scientific theories, but also for expressions like “red” or 
“table” used to describe matters of common observation (i.e., for obser­
vation terms). Indeed, Feyerabend uses the word “theory” in a broad sense, 
to include such things as myths and political ideas.2 He says explicitly that 
“even everyday languages, like languages of highly theoretical systems, 
have been introduced in order to give expression to some theory or point 
of view, and they therefore contain a well-developed and sometimes very 
abstract ontology.”3 “The description of every single fact,” he declares, is 
“dependent on som e  theory.”4 He further maintains that “theories are 
meaningful independent of observations; observational statements are not 
meaningful unless they have been connected with theories.”’ There is, 
therefore, no “observation core,” even in statements of perception, that is 
independent of theoretical interpretation,6 so that strictly speaking each 
theory determines its own distinctive set of observation statements. And 
while he allows that two “low level” theories which fall within the con­
ceptual framework of a comprehensive “background theory” may have a 
common interpretation for their observation statements, two “high level" 
theories concerning the nature of the basic elements of the universe “may 
not share a single observational statement.”7 It is therefore allegedly an 
error to suppose that the empirical adequacy of a theory can be tested by 
appeal to observation statements whose meanings are independent of the 
theory, and which are neutral as between that theory and some alternative 
competing theory. “The methodological unit to which we must refer 
when discussing questions of test and empirical context, is constituted by 
a who le  set o f  partly ov er lapp ing , fa ctually  adequate, bu t  mutually incon­
sistent th e o r i e s ”"

Moreover, a change in a theory is accompanied by a change in the 
meanings of all its terms, so that theories constructed on “mutually in­
consistent principles” arc in fact “incommensurable.”1) Thus, if T is clas­
sical celestial mechanics, and T' is the general theory of relativity, “the 
meanings of all descriptive terms of the two theories, primitive as well as 
defined terms, will be different,” the theories are incommensurable, and 
“not a single descriptive term of T can be incorporated into T In 
consequence, Feyerabend believes the correspondence account of in­
homogeneous reduction is basically mistaken in supposing that allegedly 
reduced laws or theories can be derived from the reducing theory' with 
the help of appropriate bridge laws:

What happens . . . when transition is made from a theory T1 to a wider theory
T (which, we shall assume, is capable of covering all the phenomena that
have been covered by T ') is something much more radical than incorporation
of the unchanged theory T' (unchanged, that is, with respect to the meanings
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of its main descriptive terms as well as to the meanings of the terms of its 
observation language) into the context of T. What docs happen is, rather, a 
complete replacement of the ontology (and perhaps even of the formalism) of 
T 1 by the ontology (and the formalism) of T and a corresponding change of 
the meanings of the descriptive elements of the formalism of T 1 (provided 
these elements and this formalism are still used). This replacement affects 
not only the theoretical terms of T 1 but also at least some of the observational 
terms which occurred in its test statements. . . .  In short: introducing a new 
theory involves changes of outlook both with respect to the observable and 
with respect to the unobservable features of the world, and corresponding 
changes in the meaning of even the most “fundamental” terms of the lan­
guage employed.“4'

Accordingly, if these various claims are warranted, there is not and cannot 
be any such thing as the reduction of laws or theories; and the examples 
often cited as instances of reduction are in fact instances of something 
else: the exclusion of previously accepted hypotheses from the corpus of 
alleged scientific knowledge, and the substitution for them of incommen- 
surably different ones.

But are these claims warranted? I do not believe they are. Feyerabend 
is patently sound in maintaining that no single statement or any of its 
constituent terms has a meaning in isolation, or independently of various 
rules or conventions governing its use. He is no less sound in noting that 
the meaning of a word may change when its range of application is altered. 
However, these familiar truisms do not support the major conclusion he 
draws from them. The presentation of his thesis suffers from a number of 
unclarities (such as what is to count as a change in a theory, or what are 
the criteria for changes in meaning), which cloud the precise import of 
some of his assertions. I shall, however, ignore these unclarities here12 and 
will comment briefly only on two difficulties in Feyerabend’s argument.

a) It is a major task of scientific inquiry to assess the adequacy of 
proposed laws to the “facts” of a subject matter as established by obser­
vation or experiment, and to ascertain whether the conclusions reached 
are consistent with one another. However, if two proposed theories for 
some given range of phenomena share no term with the same meaning 
in each of them, so that the theories have completely different meanings 
(as Feyerabend believes is commonly the case), it is not evident in what 
sense two such theories can be said to be either compatible or inconsistent 
with one another: for relations of logical opposition obtain only between 
statements whose terms have common meanings. Moreover, it is also dif­
ficult to understand how, if the content of observation statements is de­
termined by the theory which is being tested (as Feyerabend maintains), *

* Unlike Nagel, Feyerabend uses T' to denote the reduced theory and T to denote 
the reducing theory.
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those statements can serve as a basis for deciding between the theory and 
some alternative to it. For according to his analysis those observation state­
ments will automatically corroborate the theory that happens to be used 
to interpret observational data, but will be simply irrelevant in assessing 
the empirical validity of an alternative theory. Theories thus appear to be 
self-certifying, and to be beyond the reach of criticism based on consid­
erations that do not presuppose them. This outcome is reminiscent of Karl 
Mannheim’s claim that truth in social matters is “historically relative”: 
there are no universally valid analyses of social phenomena, since every 
such analysis is made within some distinctive social perspective which 
determines the meaning as well as the validity of what is said to be ob­
served, so that those who do not share the same perspective can neither 
reach common conclusions about human affairs, nor significantly criticize 
each others’ findings.*

Feyerabend attempts to escape from such skeptical relativism by in­
volving what he calls the “pragmatic theory of observation.” In this theory, 
it is still the case that the meaning of an observation statement varies with 
the theory used to interpret observations. However, it is possible to describe 
the observational and predictive statements an investigator utters as re­
sponses to the situations which “prompt” the utterances, and to compare 
the order of these responses with the order of the physical situations that 
prompt them, so as to ascertain the agreements or disagreements between 
the two orders.13 But if this account of the role of observation statements 
in testing theories is to outflank the relativism Feyerabend wants to avoid, 
the se condary  statements (they are clearly observation statements) about 
the responses (or primary observation statements) of investigators cannot 
have meanings dependent on the theory being tested, and must be invar­
iant to alternative theories. However, if secondary statements have this sort 
of neutrality, it is not evident why only such observation statements can 
have this privileged status.

b) Feyerabend has difficulties in providing a firm observational basis 
for objectively evaluating the empirical worth of proposed hypotheses. The 
difficulties stem from what I believe is his exaggerated view that the mean­
ing of every term occurring in a theory or in its observation statements is 
wholly and uniquely determined by that theory, so that its meaning is *

* See Karl Mannheim, ldeologie und utopie (Bonn: F. Cohen, 1929); Ideology and 
Utopia, trans. L. Wirth and E. Shils (New York: Harcourt Brace and Co., 1936). 
Mannheim (1893-1947) was the founding father of the sociology of knowledge, 
the discipline concerned with the social causes of beliefs as opposed to the reasons 
that people might have for them. As Nagel notes, Mannheim denied the possibility 
of objective “scientific” knowledge of social phenomena on the grounds that all 
judgments about society are relative to the historical period in which they are 
made. For criticism of a modern version of the sociology of scientific knowledge, 
see the discussion of the strong programme in Laudan’s “Demystifying Underde­
termination” in chapter 3 and in the accompanying commentary'.
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radically changed when the theory is modified. For theories are not quite 
the monolithic structures he takes them to be—their component assump­
tions are, in general, logically independent of one another, and their terms 
have varying degrees of dependence on the theories into which they enter. 
Some terms may indeed be so deeply embedded in the totality of as­
sumptions constituting a particular theory that they can be understood 
only within the framework of the theory: e.g., the meaning of “electron 
spin” appears to be inextricably intertwined with the characteristic ideas 
of quantum theory. On the other hand, there are also terms whose mean­
ings seem to be invariant in a number of different theories: e.g., the term 
“electric charge” is used in currently accepted theories of atomic structure 
in the same sense as in the earlier theories of Rutherford and Bohr. Similar 
comments apply to observation terms, however these may be specified. 
Accordingly, although both “theoretical” and “observational” terms may 
be “theory laden,” it does not follow that there can be no term in a theory 
which retains its meaning when it is transplanted into some other theory.

More generally, it is not clear how, on the replacement view of re­
duction, a theory T can be at the same time more inclusive than, and 
also have a meaning totally different from, the theory T ' it allegedly 
replaces —especially since according to Feyerabend the replacing theory 
will entail “that all the concepts of the preceding theory have extension 
zero, or . . .  it introduces rules which cannot be interpreted as attributing 
specific properties to objects within already existing classes, but which 
change the system of classes itself.”14 Admittedly, some of the laws and 
concepts of the “wider theory” often differ from their opposite numbers 
in the earlier theory. But even in this case, the contrasted items may not 
be “incommensurable.” Thus, the periodic table classifies chemical ele­
ments on the basis of certain patterns of similarity between the properties 
of the elements. The description (or theoretical explanation) of those prop­
erties has undergone important changes since the periodic table was first 
introduced by Mendeleev. Nevertheless, though the descriptions differ, the 
classification of the elements has remained fairly stable, so that fluorine, 
chlorine, bromine, and iodine, for example, continue to be included in 
the same class. The new theories used in formulating the classification 
certainly do not entail that the concepts of the preceding ones have zero 
extension. But it would be difficult to understand why this is so if, because 
of differences between the descriptions, the descriptions were totally 
disparate.

Consider, for example, the argument that thermodynamics is not re­
ducible to statistical mechanics, on the ground that (among other reasons) 
entropy is a statistical notion in the latter theory but not in the former 
one: since the meaning of the word “entropy” differs in the two theories, 
entropy laws in statistical mechanics are not derivable from entropy laws 
in thermodynamics (and in fact are said to be incompatible). Admittedly, 
the connotation of the word “entropy” in each of the two theories is not
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identical; and if the correspondence account of reduction were to claim 
that they are the same, it would be patently mistaken. But the fact remains 
that the two theories deal with many phenomena common to both their 
ranges; and the question is how is this possible? In brief, the answer seems 
to be as follows. The word “entropy” in thermodynamics is so defined that 
its legitimate application is limited to physical systems satisfying certain 
specified conditions, e.g., to systems such as gases, whose internal motions 
are not too “tumultuous” (the word is Planck’s), a condition which is not 
satisfied in the case of Brownian motions. These conditions are relaxed in 
the definition of “entropy” in statistical mechanics, so that the extension 
of the Boltzmann notion of entropy includes the extension of the Clausius 
notion. In consequence, despite differences in the connotations of the two 
definitions, the theories within which they are formulated have a domain 
of application in common, even though the class of systems for which 
thermodynamical laws are approximately valid is more restricted than is 
the class for the laws of statistical mechanics. But it is surely not the case 
that the latter theory implies that the Clausius definition of entropy has a 
zero extension or that the laws of thermodynamics are valid for no physical 
systems whatsoever.

This difficulty of the replacement view in explaining how the “wider” 
theory, which allegedly replaces a “narrower” one, may nevertheless have 
a domain of common application, does not arise in the correspondence 
account of reduction. For the bridge laws upon which the latter sets great 
store are empirical hypotheses, not logically true statements in virtue of 
the connotations of the terms contained in them. Bridge laws state what 
relations presumably obtain between the extensions of their terms, so that 
in favorable cases laws of the “narrower” theory (with suitable qualifica­
tions about their approximate character) can be deduced from the “wider” 
theory, and thereby make intelligible why the two theories may have a 
common field of application. Accordingly, although I will not pretend that 
the correspondence account of reduction is free from difficulties or that I 
have resolved all of them, on the whole it is a more adequate analysis 
than any available alternative to it. . . .
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P a u l  K . F e y e r a b e n d

H ow to Be a Good Empiricist— 
A  PleaforTolerance in 
M atters Epistemological

“Facts?" he repeated. “Take a drop more grog, Mr. Franklin, and you’ll get 
over the weakness of believing in facts! Foul play, Sir!"

— Wilkie Collins, The Moonstone

1 | Contemporary Empiricism Liable to Lead to
Establishment of a Dogmatic Metaphysics

Today empiricism is the professed philosophy of a good many intellectual enterprises. It is the core of the sciences, or so at least we are taught, for it is responsible both for the existence and for the growth of scientific knowledge. It has been adopted by influential schools in aesthetics, ethics, and theology. And within philosophy proper the empirical point of view has been elaborated in great detail and with even greater precision. This predilection for empiricism is due to the assumption that only a thor­oughly observational procedure can exclude fanciful speculation and empty metaphysics as well as to the hope that an empiristic attitude is most liable to prevent stagnation and to further the progress of knowledge. It is the purpose of the present paper to show that empiricism in the form in which it is practiced today cannot fulfill this hope.Putting it very' briefly, it seems to me that the contemporary doctrine of empiricism has encountered difficulties, and has created contradictions which are very similar to the difficulties and contradictions inherent in some versions of the doctrine of democracy. The latter are a well-known phenomenon. That is, it is well known that essentially totalitarian mea­sures are often advertised as being a necessary consequence of democratic principles. Even worse —it not so rarely happens that the totalitarian char­acter of the defended measures is not explicitly stated but covered up by calling them ‘democratic,’ the word ‘democratic’ now being used in a new,

F rom Bernard Baumrin, ed., Philosophy of Science, The Delaware Seminar, 
vol. 2 (New York: Interscience Publishers, 1963), 3-39.
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and somewhat misleading, manner. This method of (conscious or uncon­
scious) verbal camouflage works so well that it has deceived some of the 
staunchest supporters of true democracy. What is not so well known is 
that modern empiricism is in precisely the same predicament. That is, 
some of the methods of modern empiricism which are introduced in the 
spirit of anti-dogmatism and progress are bound to lead to the establish­
ment of a dogmatic metaphysics and to the construction of defense mech­
anisms which make this metaphysics safe from refutation by experimental 
inquiry. It is true that in the process of establishing such a metaphysics 
the words ‘empirical’ or ‘experience’ will frequently occur; but their sense 
will he as distorted as was the sense of ‘democratic’ when used by some 
concealed defenders of a new tyranny.1 This, then, is my charge: Far from 
eliminating dogma and metaphysics and thereby encouraging progress, 
modern empiricism has found a new way of making dogma and meta­
physics respectable, viz., the way of calling them ‘well-confirmed theories,’ 
and of developing a method of confirmation in which experimental in­
quiry plays a large though well controlled role. In this respect, modern 
empiricism is very different indeed from the empiricism of Galileo, Far­
aday, and Einstein, though it will of course try to represent these scientists 
as following its own paradigm of research, thereby further confusing the 
issue.2

From what has been said above it follows that the fight for tolerance 
in scientific matters and the fight for scientific progress must still be carried 
on. What has changed is the denomination of the enemies. They were 
priests, or ‘school-philosophers,’ a few decades ago. Today they call them­
selves 'philosophers of science,’ or ‘logical empiricists.’’ There arc also a 
good many scientists who work in the same direction. I maintain that all 
these groups work against scientific progress. But whereas the former did 
so openly and could be easily discerned, the latter proceed under the flag 
of progressivism and empiricism and thereby deceive a good many of their 
followers. Hence, although their presence is noticeable enough they may 
almost be compared to a fifth column, the aim of which must be exposed 
in order that its detrimental effect be fully appreciated. It is the purpose 
of this paper to contribute to such an exposure.

I shall also try to give a positive methodology for the empirical sci­
ences which no longer encourages dogmatic petrification in the name of 
experience. Put in a nutshell, the answer which this method gives to the 
question in the title is: You can be a good empiricist only if you are 
prepared to work with many alternative theories rather than with a single 
point of view and ‘experience.’ This plurality of theories must not be re­
garded as a preliminary stage of knowledge which will at some time in 
the future be replaced by the One True Theory. Theoretical pluralism is 
assumed to be an e s s e n t ia l fe a tu re  of all knowledge that claims to be 
objective. Nor can one rest content with a plurality which is merely ab­
stract and which is created by denying now this and now that component
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of the dominant point of view. Alternatives must rather he developed in 
such detail that problems already ‘solved’ by the accepted theory can again 
he treated in a new and perhaps also more detailed manner. Such devel­
opment will of course take time, and it will not be possible, for example, 
at once to construct alternatives to the present quantum theory which are 
comparable to its richness and sophistication. Still, it would be very unwise 
to bring the process to a standstill in the very beginning by the remark 
that some suggested new ideas arc undeveloped, general, metaphysical. It 
takes time to bu ild a g o o d  theory  (a triviality that seems to have been 
forgotten by some defenders of the Copenhagen point of view of the quan­
tum theory);'" and it also takes time to develop an alternative to a good 
theory. The fun ct ion  of such concrete alternatives is, however, this: They 
provide means of criticizing the accepted theory in a manner which goes 
beyond  the criticism provided by a comparison of that theory ‘with the 
facts’: however closely a theory seems to reflect the facts, however universal 
its use, and however necessary its existence seems to be to those speaking 
the corresponding idiom, its factual adequacy can be asserted only after it 
has been confronted with alternatives whose invention and deta iled  devel­
opm en t must therefore p r e c ed e  any final assertion o f  pract ica l success and 
fa c tua l adequacy. This, then, is the methodological justification of a plu­
rality of theories: Such a plurality allows for a much sharper criticism of 
accepted ideas than does the comparison with a domain of ‘facts’ which 
are supposed to sit there independently of theoretical considerations. The 
function of unusual metaphysica l  ideas which are built up in a nondog- 
matic fashion and which are then developed in sufficient detail to give an 
(alternative) account even of the most common experimental and obser­
vational situations is defined accordingly: They play a decisive role in the *

* Feyerabend is referring to the instrumentalist interpretation of quantum me­
chanics advocated by Niels Bohr, Werner Heisenberg, Max Born, and other pio­
neers of quantum physics in the 1920s. Named after the city in which Bohr 
worked, the Copenhagen interpretation remains the orthodox textbook account of 
quantum mechanics to this day. Its elements include Bohr’s doctrine of comple­
mentarity, the insistence that the wave function contains a complete description 
of reality', and a profound reluctance to say anything about the properties of quan­
tum systems when they are not being observed or measured. Feyerabend was a 
lifelong critic of “the Copenhagen mafia” (as he sometimes referred to them). As 
Feyerabend explains later in this reading, he rejected as unwarranted dogma Hei­
senberg’s insistence that, while limited by the uncertainty principle, classical phys­
ics must always be used to describe the result of any experiment. See Werner 
Heisenberg, P h y s ic s  a n d  P h i lo s o p h y  (New York: Harper and Row, 1958); David 
Bolim, C a u s a l i t y  a n d  C h a n c e  in  M o d e m  P h y s ic s  (New York: Harper and Row, 
1961); Dugald Murdoch, N ie ls  B o h r ’s  P h i lo s o p h y  o f  P h y s ic s  (Cambridge: Cam­
bridge University Press, 1987); and James T. Cushing, Q u a n t u m  M e c h a n ic s :  
H is t o r ic a l  C o n t in g e n c y  a n d  th e  C o p e n h a g e n  H e g e m o n y  (Chicago: University of 
Chicago Press, 1994) for good accounts of the Cophenhagen interpretation and 
alternatives to it.
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criticism and in the development of what is generally believed and ‘highly 
confirmed’; and they have therefore to be present at a n y  stage of the 
development of our knowledge.4 A science that is free from m e ta p h y s ic s  

is on the best way to become a d o g m a tic  metaphysical system. So far tire 
summary of the method I shall explain, and defend, in the present paper.

It is clear that this method still retains an essential element of e m p ir ­

icism : The decision between alternative theories is based upon c r u c ia l  

ex p erim en ts . At the same time it must restrict the range of such experi­
ments. Crucial experiments work well with theories of a low degree of 
generality whose principles do not touch the principles on which the on­
tology of the chosen observation language is based. They work well if such 
theories arc compared with respect to a much more general background 
theory which provides a stable meaning for the observation sentences. 
However, this background theory, like any other theory, is itself in need 
of criticism. Criticism must use alternatives. Alternatives will be the more 
efficient the more radically they differ from the point of view to be inves­
tigated. It is bound to happen, then, that the alternatives do not share a 
single statement with the theories they criticize. Clearly, a crucial exper­
iment is now impossible. It is impossible, not because the experimental 
device is too complex, or because the calculations leading to the experi­
mental prediction are too difficult; it is impossible because there is no 
statement capable of expressing what emerges from the observation. This 
consequence, which severely restricts the domain of empirical discussion, 
cannot be circumvented by any of the methods which arc currently in use 
and which all try to work with relatively stable observation languages. It 
indicates that the attempt to make empiricism a universal basis of all our 
factual knowledge cannot be carried out. The discussion of this situation 
is beyond the scope of the present paper.

On the whole, the paper is a concise summary of results which I have 
explained in a more detailed fashion in the following essays: “Explanation, 
Reduction, and Empiricism”; “Problems of Microphysics”; “Problems of 
Empiricism”; “Linguistic Philosophy and the Mind-Body Problem.”5 All 
the relevant acknowledgements can be found there. Let me only repeat 
here that my general outlook derives from the work of K. R. Popper (Lon­
don) and David Bohm (London) and from my discussions with both. It 
was severely tested in discussion with my colleague, T. S. Kuhn (Berkeley). 
It was the latter’s skillful defense of a scientific conservatism which trig­
gered two papers, including the present one. Criticism by A. Naess (Oslo), 
D. Rynin (Berkeley), Roy Edgley (Bristol), and J. W. N. Watkins (London) 
have been responsible for certain changes I made in the final version.
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2 I Two Conditions of Contemporary Empiricism

In this section I intend to give an outline of some assumptions of contem­
porary empiricism which have been widely accepted. It will be shown in 
the sections to follow that these apparently harmless assumptions which 
have been explicitly formulated by some logical empiricists, but which 
also seem to guide the work of a good many physicists, are bound to lead 
to exactly the results I have outlined above: dogmatic petrification and the 
establishment, on so-called ‘empirical grounds,’ of a rigid metaphysics.

One of the cornerstones of contemporary empiricism is its theory o f  
explanation. This theory is an elaboration of some simple and very plau­
sible ideas first proposed by Popper6 and it may be introduced as follows: 
Let T and T  be two different scientific theories, T  the theory to be 
explained, or the explanandum, T the explaining theory, or the explanans. 
Explanation (of T ) consists in the derivation of T  from T and initial 
conditions which specify the domain D' in which T  is applicable.* Prima 
facie, this demand of derivability seems to be a very natural one to make 
for “otherwise the explanans would not constitute adequate grounds for 
the explanation”.7 It implies two things: first, that the consequences of a 
satisfactory explanans, T, inside D' must be compatible with the expla­
nandum, T ; and secondly, that the main descriptive terms of these con­
sequences must either coincide, with respect to their meanings, with the 
main descriptive terms of T , or at least they must be related to them via 
an empirical hypothesis. The latter result can also be formulated by saying 
that the meaning of T' must be unaffected by the explanation. “It is of 
the utmost importance,” writes Professor Nagel,8 emphasizing this point, 
“that the expressions peculiar to a science will possess meanings that are 
fixed by its own procedures, and are therefore intelligible in terms of its 
own rules of usage, whether or not the science has been, or will be [ex­
plained in terms of] the other discipline.”

Now if we take it for granted that more general theories are always 
introduced with the purpose of explaining the existent successful theories, 
then every new theory will have to satisfy the two conditions just men­
tioned. Or, to state it in a more explicit manner,

1 only such theories are then admissible in a given domain which 
either con ta in  the theories already used in this domain, or which 
are at least consisten t  with them inside the domain9; and

2 meanings will have to be invariant with respect to scientific pro­
gress; that is, all future theories will have to be phrased in such a

* Throughout this paper, Feyerabend uses T to stand for the reducing (explaining) 
theory, and T for the theory that is reduced (explained). This is exactly the op­
posite of Nagel’s notation: for Nagel it is T' that reduces (explains) T.
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manner that their use in explanations does not affect what is said 
by the theories, or factual reports to be explained.

These two conditions I shall call the c o n s is te n c y  c o n d it io n  and the 
c o n d it io n  o f  m e a n in g  in v a r ia n c e , respectively.

Both conditions are restric tive conditions and therefore bound pro­
foundly to influence the growth of knowledge. I shall soon show that the 
development of actual science very often violates them and that it violates 
them in exactly those places where one would be inclined to perceive a 
tremendous progress of knowledge. I shall also show that neither condition 
can be justified from the point of view of a tolerant empiricism. However, 
before doing so I would like to mention that both conditions have occa­
sionally entered the domain of the sciences and have been used here in 
attacks against new developments and even in the process of theory con­
struction itself. Especially today, they play a very important role in the 
construction as well as in the defense of certain points of view in 
microphysics.

Taking first an earlier example, we find that in his W ä rm e le h re , Ernst 
Mach10 makes the following remark:

Considering that there is, in a purely mechanical system of absolutely elastic 
atoms no real analogue for the in c re a s e  o f  e n t r o p y , one can hardly suppress 
the idea that a violation of the second law . . . should be possible if such a 
mechanical system were the r e a l basis of thermodynamic processes.

And referring to the fact that the second law is a highly confirmed physical 
law, he insinuates (in his Zwei Aufsaetze1') that for this reason the me­
chanical hypothesis must not be taken too seriously. There were many 
similar objections against the kinetic theory of heat.12 More recently, Max 
Born has based his arguments against the possibility' of a return to deter­
minism upon the consistency condition and the assumption which we 
shall here take for granted, that wave mechanics is incompatible with 
determinism.

If any future theory should be deterministic it cannot be a modification of 
the present one, but must be entirely different. How this should be possible 
without sacrificing a whole treasure of well established results [i.e., without 
contradicting highly confirmed physical laws and thereby violating the con­
sistency condition] I leave the determinist to worry about.15

Most members of the so-called Copenhagen school of quantum theory 
would argue in a similar manner. For them the idea of complementarity 
and the formalism of quantization expressing this idea do not contain any 
hypothetical element as they are “uniquely determined by the facts.”14 
Any theory which contradicts this idea is factually inadequate and must
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be removed. Conversely, an explanation of the idea of complementarity 
is acceptable only if it either contains this idea, or is at least consistent 
with it. This is how the consistency condition is used in arguments against 
theories such as those of Bohm, de Broglie, and Vigier.15

The use of the consistency condition is not restricted to such general 
remarks, however. A decisive part of the existing quantum theory itself, 

viz., the projection postulate,16 is the result of the attempt to give an ac­
count of the definiteness of macro objects and macro events that is in 
accordance with the consistency condition. The influence of the condition 
of meaning invariance goes even further.

The Copenhagen interpretation of the quantum theory [writes Heisenberg17] 
starts from a paradox. Any experiment in physics, whether it refers to the 
phenomena of daily life or to atomic events, is to be described in the terms 
of classical physics. . . . We cannot and should not replace these concepts by 
a n y  o th e rs  [my italics]. Still the application of these concepts is limited by 
the relations of uncertainty. We must keep in mind this limited range of 
applicability of the classical concepts while using them, but we cannot and 
should not try to improve them.

This means that the meaning of the classical terms must remain invariant 
with respect to any future explanation of microphenomena. Microtheories 
have to be formulated in such a manner that this invariance is guaranteed. 
The principle of correspondence and the formalism of quantization con­
nected with it were explicitly devised for satisfying this demand. Altogether, 
the quantum theory seems to be the first theory after the downfall of the 
Aristotelian physics that has been quite explicitly constructed with an eye 
both on the consistency condition and the condition of (empirical) mean­
ing invariance. In this respect it is very different indeed from, say, relativity 
which violates both consistency and meaning invariance with respect to 
earlier theories. Most of the arguments used for the defense of its custom­
ary interpretation also depend on the validity of these two conditions and 
they will collapse with their removal. An examination of these conditions 
is therefore very topical and bound deeply to affect present controversies 
in microphysics. I shall start this investigation by showing that some of the 
most interesting developments of physical theory in the past have violated 
both conditions.

3 | These Conditions Not Invariably Accepted by Actual
Science

The case of the consistency condition can be dealt with in a few words: 
it is well known (and has also been shown in great detail by Duhem18)
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that Newton’s theory is inconsistent with Galileo’s law of the free fall and 
with Kepler's laws," that statistical thermodynamics is inconsistent with 
the second law of the phenomenological theory; that wave optics is in­
consistent with geometrical optics; and so on. Note that what is being 
asserted here is l o g i ca l  inconsistency; it may well be that the differences 
of prediction are too small to be detectable by experiment. Note also that 
what is being asserted is not the inconsistency of, say, Newton’s theory 
and Galileo’s law, but rather the inconsistency of som e con sequ en ces  of 
Newton’s theory in the domain of validity of Galileo’s law, and Galileo’s 
law. In this last case the situation is especially clear. Galileo’s law asserts 
that the acceleration of the free fall is a constant, whereas application of 
Newton’s theory to the surface of the earth gives an acceleration that is 
not a constant but decreases  (although imperceptibly) with the distance 
from the center of the earth. Conclusion: If actual scientific procedure is 
to be the measure of method, then the consistency condition is inade­
quate.

The case of meaning invariance requires a little more argument, not 
because it is intrinsically more difficult, but because it seems to be much 
more closely connected with deep-rooted prejudices. Assume that an ex­
planation is required, in terms of the special theory of relativity, of the 
classical conservation of mass in all reactions in a closed system S. If m ,  
m", m'", . . . , m', . . .  are the masses of the parts P1, P", P1", . . . , 
P‘, . .  . of S, then what we want is an explanation of

2m ' = const. ( 1 )

for all reactions inside S. We see at once that the consistency condition 
cannot be fulfilled: According to special relativity 2m ’ will vary with the 
velocities of the parts relative to the coordinate system in which the ob­
servations are carried out, and the total mass of S will also depend on the 
relative potential energies of the parts. However, if the velocities and the 
mutual forces are not too large, then the variation of 2m ' predicted by 
relativity will be so small as to be undetectable by experiment. Now let 
1 1s turn to the m eanings  of the terms in the relativistic law and in the 
corresponding classical law. The first indication of a possible change of 
meaning may be seen in the fact that in the classical case the mass of an 
aggregate of parts equals the sum of the masses of the parts:

M (2P') = 2  M(P>).

s See section 4 of the reading “Physical Theory and Experiment” in chapter 3 
and the section “Duhem’s Critique of Inductivism: The Attack on Newtonian 
Method” in the accompanying commentary.
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This is not valid in the case of relativity where the relative velocities and 
the relative potential energies contribute to the mass balance. That the 
relativistic concept and the classical concept of mass are very different 
indeed becomes clear if we also consider that the former is a relation, 
involving relative velocities, between an object and a coordinate system, 
whereas the latter is a property of the object itself and independent of its 
behavior in coordinate systems. True, there have been attempts to give a 
relational analysis even of the classical concept (Mach). None of these 
attempts, however, leads to the relativistic idea with its velocity depen­
dence on the coordinate system, which idea must therefore be added even 
to a relational account of classical mass. The attempt to identify the clas­
sical mass with the relativistic rest mass is of no avail either. For although 
both may have the same numerical value, the one is still dependent on 
the coordinate system chosen (in which it is at rest and has that specific 
value), whereas the other is not so dependent. We have to conclude, then, 
that (m)„ and (m), mean very different things and that (Xm')c = const, and 
(£m')r = const, are very different assertions, 't his being the case, the deri­
vation from relativity of either equation (1) or of a law that makes slightly 
different quantitative predictions with Sm ' used in the classical manner, 
will be possible only if a further premise is added which establishes a 
relation between the (m)c and the {m)r. Such a 'bridge law’—and this is a 
major point in Nagel’s theory of reduction—is a hypothesis

according to which the occurrence of the properties designated by some ex­
pression in the premises of the [explanans] is a sufficient, or a necessary and
sufficient condition for the occurrence of the properties designated by the
expressions of the [explanandum].19

Applied to the present case this would mean the following: Under certain 
conditions the occurrence of relativistic mass of a given magnitude is ac­
companied by the occurrence of classical mass of a corresponding mag­
nitude; this assertion is inconsistent with another part of the explanans, 
viz., the theory of relativity. After all, this theory asserts that there are no 
invariants which are directly connected with mass measurements and it 
thereby asserts that \ n i ) ’ does not express real features of physical systems. 
Thus we inevitably arrive at the conclusion that mass conservation cannot 
be explained in terms of relativity (or ‘reduced’ to relativity) without a 
violation of meaning invariance. And if one retorts, as has been done by 
some critics of the ideas expressed in the present paper,20 that meaning 
invariance is an essential part of both reduction and explanation, then the 
answer will simply be that equation (1) can neither be explained by, nor 
reduced to relativity. Whatever the words used for describing the situation, 
the fa c t  remains that actual science does not observe the requirement of 
meaning invariance.

T his argument is quite general and is independent of whether the
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terms whose meaning is under investigation are observable or not. It is 
therefore stronger than may seem at first sight. There are some empiricists 
who would admit that the meaning of theoretical terms may be changed 
in the course of scientific progress. However, not many people are pre­
pared to extend meaning variance  to observational terms also. The idea 
motivating this attitude is, roughly, that the meaning of observational terms 
is uniquely determined by the procedures of observation such as looking, 
listening, and the like. These procedures remain unaffected by theoretical 
advance.21 Hence, observational meanings, too, remain unaffected by the­
oretical advance. What is overlooked, here, is that the ‘logic’ of the ob­
servational terms is not exhausted by the procedures which are connected 
with their application ‘on the basis of observation.’ As will turn out later, 
it also depends on the more general ideas that determine the ontology’ 
(in Quine’s sense) of our discourse. These general ideas may change with­
out any change of observational procedures being implied. For example, 
we may change our ideas about the nature, or the ontological status (prop­
erty, relation, object, process, etc.) of the color of a self-luminescent object 
without changing the methods of ascertaining that color (looking, for ex­
ample). Clearly, such a change is bound profoundly to influence the 
meanings of our observational terms.

All this has a decisive bearing upon some contemporary ideas con­
cerning the interpretation of scientific theories. According to these ideas, 
theoretical terms receive their meanings via correspondence rules which 
connect them with an observational language that has been  fixed in ad ­
vance and independently of the structure of the theory to be interpreted. 
Now, our above analysis would seem to show that i f  w e interpret sc ientif ic 
theories in the m anner  a c c ep t e d  by the sc ientif ic community’, then most of 
these correspondence rules will be either false, or nonsensical. They will 
be false if they assert the existence of entities denied by the theory; they 
will be nonsen sica l  if they presuppose  this existence. Turning the argument 
around, we can also say that the attempt to interpret the calculus of some 
theory that has been voided of the meaning assigned to it by the scientific 
community with the help of the double language system, will lead to a 
very different theory. Let us again take the theory of relativity' as an ex­
ample: It can be safely assumed that the physical thing language of Car­
nap, and any similar language that has been suggested as an observation 
language, is not Lorentz-invariant. The attempt to interpret the ca lcu lus  
of relativity' on its basis therefore cannot lead to the theory’ of relativity as 
it was understood by Einstein. What we shall obtain will be at the ver}' 
most Lorentz's interpretation with its inherent asymmetries. This undesir­
able result cannot be evaded by the dem and  to use a different and more 
adequate observation language. The double language system assumes that 
theories which are not connected with some observation language do not 
possess an interpretation. The demand assumes that they do, and asks to 
choose the observation language most suited to it. It reverses the relation
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between theory and experience that is characteristic for the double lan­
guage method of interpretation, which means, it gives up this method. 
Contemporary empiricism, therefore, has not led to any satisfactory ac­
count of the meanings of scientific theories.22

What we have shown so far is that the two conditions of Section 2 
are frequently violated in the course of scientific practice and especially 
at periods of scientific revolution. This is not yet a very strong argument. 
True: There are empirically inclined philosophers who have derived some 
satisfaction from the assumption that they only make explicit what is im­
plicitly contained in scientific practice. It is therefore quite important to 
show that scientific practice is not what it is supposed to be by them. Also, 
strict adherence to meaning invariance and consistency would have made 
impossible some very decisive advances in physical theory such as the 
advance from the physics of Aristotle to the physics of Galileo and Newton. 
However, how do we know (independently of the fact that they do exist, 
have a certain structure, and are very influential—a circumstance that will 
have great weight with opportunists only23) that the sciences are a desirable 
phenomenon, that they contribute to the advancement of knowledge, and 
that their analysis will therefore lead to reasonable methodological de­
mands? And did it not emerge in the last section that meaning invariance 
and the consistency condition are adopted by some scientists? Actual sci­
entific practice, therefore, cannot be our last authority. We have to find 
out whether consistency and meaning invariance are desirable conditions 
and this quite independently of who accepts and praises them and how 
many Nobel prizes have been won with their help.24 Such an investigation 
will be carried out in the next sections.

4 | Inherent Unreasonableness of Consistency Condition

Prima facie, the case of the consistency condition can be dealt with in 
very few words. Consider for that purpose a theory T' that successfully 
describes the situation in the domain D'. From this we can infer (a) that 
T' agrees with a f inite number of observations (let their class be F); and 
(b ) that it agrees with these observations inside a margin M of error only.25 
Any alternative that contradicts T' outside F and inside M  is supported by 
exactly the same observations and therefore acceptable if T was acceptable 
(we shall assume that F are the only observations available). The consis­
tency condition is much less tolerant. It eliminates a theory not because 
it is in disagreement with the facts; it eliminates it because it is in disa­
greement with another theory, with a theory, moreover, whose confirming 
instances it shares. It thereby makes the as y e t  un tes ted part o f  that theory 
a measure o f  validity. The only difference between such a measure and a 
more recent theory is age and familiarity. Had the younger theory been
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there first, then the consistency condition would have worked in its favor. 
In this respect the effect of the consistency condition is rather similar to 
the effect of the more traditional methods of transcendental deduction, 
analysis of essences, phenomenological analysis, linguistic analysis. It con­
tributes to the preservation of the old and familiar not because of any 
inherent advantage in it—for example, not because it has a better foun­
dation in observation than has the newly suggested alternative, or because 
it is more elegant—but just because it is old and familiar. This is not the 
only instance where on closer inspection a rather surprising similarity 
emerges between modern empiricism and some of the school philosophies 
it attacks.

Now it seems to me that these brief considerations, although leading 
to an interesting tactica l  criticism of the consistency condition, do not yet 
go to the heart of the matter. They show that an alternative of the accepted 
point of view which shares its confirming instances cannot be e l im inated  
by factual reasoning. They do not show that such an alternative is a c c e p ­
table; and even less do they show that it shou ld  b e  used. It is bad enough, 
so a defender of the consistency condition might point out, that the ac­
cepted point of view does not possess full empirical support. Adding new 
theories o f  an equally  unsatisfactory character  will not improve the situa­
tion; nor is there much sense in trying to rep la ce  the accepted theories by 
some of their possible alternatives. Such replacement will be no easy mat­
ter. A new formalism may have to be learned and familiar problems may 
have to be calculated in a new way. Textbooks must be rewritten, univer­
sity curricula readjusted, experimental results reinterpreted. And what will 
be the result of all the effort? Another theory which, from an empirical 
point of view, has no advantage whatever over and above the theory it 
replaces. The only real improvement, so the defender of the consistency 
condition will continue, derives from the addition o f  new  facts. Such new 
facts will either support the current theories, or they will force us to modify 
them by indicating precisely where they go wrong. In both cases they will 
precipitate real progress and not only arbitrary change. The proper pro­
cedure must therefore consist in the confrontation of the accepted point 
of view with as many relevant facts as possible. The exclusion of alterna­
tives is then required for reasons of expediency: Their invention not only 
does not help, but it even hinders progress by absorbing time and man­
power that could be devoted to better things. And the function of the 
consistency condition lies precisely in this. It eliminates such fruitless dis­
cussion and it forces the scientist to concentrate on the facts which, after 
all, are the only acceptable judges of a theory. This is how the practicing 
scientist will defend his concentration on a single theory to the exclusion 
of all empirically possible alternatives.2r’

It is worthwhile repeating the reasonable core of this argument: The­
ories should not be changed unless there are pressing reasons for doing 
so. The only pressing reason for changing a theory is disagreement with
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facts. Discussion of incompatible facts will therefore lead to progress. Dis­
cussion of incompatible alternatives will not. Hence, it is sound procedure 
to increase the number of relevant facts. It is not sound procedure to 
increase the number of factually adequate, but incompatible alternatives. 
One might wish to add that formal improvements such as increase of 
elegance, simplicity, generality, and coherence should not be excluded. 
But once these improvements have been carried out, the collection of 
facts for the purpose of test seems indeed to be the only thing left to the 
scientist.

5 | Relative Autonomy of Facts

And this it is—provided these facts exist, and are available independently  
o f  wh eth er  or no t on e  considers alternatives to the theory to be tested. This 
assumption on which the validity of the argument in the last section de­
pends in a most decisive manner I shall call the assumption of the relative 
autonomy of facts, or the autonomy principle. It is not asserted by this 
principle that the discovery and description of facts is independent of all 
theorizing. But it is asserted that the facts which belong to the empirical 
content of some theory are available whether or not one considers alter­
natives to this theory. I am not aware that this very important assumption 
has ever been explicitly formulated as a separate postulate of the empirical 
method. However, it is clearly implied in almost all investigations which 
deal with questions of confirmation and test. All these investigations use 
a model in which a s ingle  theory is compared with a class of facts (or 
observation statements) which are assumed to be ‘given’ somehow. I sub­
mit that this is much too simple a picture of the actual situation. Facts 
and theories are much more intimately connected than is admitted by the 
autonomy principle. Not only is the description of every single fact de­
pendent on some theory (which may, of course, be very different from the 
theory to be tested). There exist also facts which cannot be unearthed 
except with the help of alternatives to the theory to be tested, and which 
become unavailable as soon as such alternatives are excluded. This sug­
gests that the methodological unit to which we must refer when discussing 
questions of test and empirical content is constituted by a whole set of 
partly overlapping, fa ctua lly  adequate, but mutually inconsistent theories. 
In the present paper only the barest outlines will be given of such a test 
model. However, before doing this I want to discuss an example which 
shows very clearly the function of alternatives in the discovery of facts.

As is well known, the Brownian particle is a perpetual motion ma­
chine of the second kind and its existence refutes the phenomenological
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second law.* It therefore belongs to the domain of relevant facts for this 
law. Now, could this relation between the law and the Brownian particle 
have been discovered in a direct manner, i.e., could it have been discov­
ered by an investigation of the observational consequences of the phenom­
enological theory that did not make use of an alternative account of heat? 
This question is readily divided into two: (1) Could the re levance  of the 
Brownian particle have been discovered in this manner? (2) Could it have 
been demonstrated that it actually refutes the second law? The answer to 
the first question is that we do not know. It is impossible to say what would 
have happened had the kinetic theory not been considered by some phys­
icists. It is my guess, however, that in this case the Brownian particle would 
have been regarded as an oddity much in the same way in which some 
of the late Professor Ehrenhaft’s astounding effects27 are regarded as an 
oddity, and that it would not have been given the decisive position it 
assumes in contemporary theory. The answer to the second question is 
simply—No. Consider what the discovery of the inconsistency between 
the Brownian particle and the second law would have required! It would 
have required (a) measurement of the exact motion  of the particle in order 
to ascertain the changes of its kinetic energy plus the energy spent on 
overcoming the resistance of the fluid; and (b) it would have required 
precise measurements of temperature and heat transfer in the surrounding 
medium in order to ascertain that any loss occurring here was indeed 
compensated by the increase of the energy of the moving particle and the 
work done against the fluid. Such measurements are beyond experimental 
possibilities.2" Neither is it possible to make precise measurements of the 
heat transfer; nor can the path of the particle be investigated with the 
desired precision. Hence a 'direct' refutation of the second law that con-

* A perpetual motion machine of the second kind—or, as it is often called, per­
petual motion of the second kind—is any machine, device, or system that can 
produce work merely by taking heat from a body (that is, by cooling the body, 
transforming the heat energy into work, and producing no other effect). The pi­
oneers of classical thermodynamics (Clausius, Kelvin) took the impossibility of 
such a machine to be the empirical foundation of the second law of thermody­
namics, just as the impossibility' of perpetual motion of the first kind—the pro­
duction of work without the transformation of energy—was regarded as the 
foundation of the first law (energy conservation). The second law asserts that en­
tropy can never decrease in a isolated system. Brownian particles violate the second 
law because their random motion is acquired at the expense of very brief spon­
taneous decreases of entropy in the fluid in which they are suspended. (Even if 
the definition of perpetual motion of the second kind were to stipulate that the 
machine must operate continuously, in a cycle, it is still possible that Brownian 
particles might satisfy that definition, though the probability that their random 
motions acquire the necessary degree of coordination, purely by chance, is extraor­
dinarily low. Because this probability is so very low, Brownian motion cannot be 
harnessed to produce usable work.)
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sidcrs only the phenomenological theory and the ‘facts’ of Brownian mo­
tion is impossible. And, as is well known, the actual refutation was brought 
about in a very different manner. It was brought about via the kinetic 
theory and Einstein’s utilization of it in the calculation of the statistical 
properties of the Brownian motion.29 In the course of this procedure the 
phenomenological theory (T1) was incorporated into the wider context of 
statistical physics (T) in su ch  a manner  that the con s is t en cy  cond it ion  was 
v io la ted ; and then  a crucial experiment was staged (investigations of Sved- 
berg and Perrin).

It seems to me that this example is typical for the relation between 
fairly general theories, or points of view, and ‘the facts.’ Both the relevance 
and the refuting character of many very decisive facts can be established 
only with the help of other theories which, although factually adequate, 
are yet not in agreement with the view to be tested. This being the case, 
the production of such refuting facts may have to be preceded by the 
invention and articulation of alternatives to that view. Empiricism de­
mands that the empirical content of whatever knowledge we possess be 
increased as much as possible. Hence the invention o f  alternatives in ad­
dition to the view  that stands in the cen t e r  o f  discussion constitutes an 
essentia l part o f  the emp ir ica l  method. Conversely, the fact that the con­
sistency condition eliminates alternatives now shows it to be in disagree­
ment with empiricism and not only with scientific practice. By excluding 
valuable tests it decreases the empirical content of the theories which are 
permitted to remain (and which, as we have indicated above, will usually 
be the theories which have been there first); and it especially decreases 
the number of those facts which could show their limitations. This last 
result of a determined application of the consistency condition is of very' 
topical interest. It may well be that the refutation of the quantum- 
mechanical uncertainties presupposes just such an incorporation of the 
present theory into a wider context which is no longer in accordance with 
the idea of complementarity and which therefore suggests new and deci­
sive experiments. And it may also be that the insistence, on the part of 
the majority of contemporary physicists, on the consistency condition will, 
if successful, forever protect these uncertainties from refutation. This is 
how modern empiricism may finally lead to a situation where a certain 
point of view petrifies into dogma by being, in the name of experience, 
completely removed from any conceivable criticism.

6 | The Self-Deception Involved in all Uniformity'

It is worthwhile to examine this apparently empirical defense of a dogmatic 
point of view in somewhat greater detail. Assume that physicists have 
adopted, either consciously or unconsciously, the idea of the uniqueness
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of complementarity and that they therefore elaborate the orthodox point 
of view and refuse to consider alternatives. In the beginning such a pro­
cedure may be quite harmless. After all, a man can do only so many things 
at a time and it is better when he pursues a theory in which he is interested 
rather than a theory he finds boring. Now assume that the pursuit of the 
theory he chose has led to successes and that the theory has explained in 
a satisfactory manner circumstances that had been unintelligible for quite 
some time. This gives empirical support to an idea which to start with 
seemed to possess only this advantage: It was interesting and intriguing. 
The concentration upon the theory will now be reinforced, the attitude 
towards alternatives will become less tolerant. Now if it is true, as has been 
argued in the last section, that many facts become available only with the 
help of such alternatives, then the refusal to consider them will result in 
the e l im ination o f  po ten tia l ly  re futing facts. More especially, it will elimi­
nate facts whose discovery would show the complete and irreparable in­
adequacy of the theory.30 Such facts having been made inaccessible, the 
theory will appear to be free from blemish and it will seem that “all evi­
dence points with merciless definiteness in the . . . direction . . . [that] 
all the processes involving . . . unknown interactions conform to the fun­
damental quantum law”.31 This will further reinforce the belief in the 
uniqueness of the current theory and in the complete futility of any ac­
count that proceeds in a different manner. Being now very firmly con­
vinced that there is only one good microphysics, the physicists will try to 
explain even adverse facts in its terms, and they will not mind when such 
explanations are sometimes a little clumsy. By now the success of the 
theory has become public news. Popular science books (and this includes 
a good many books on the philosophy of science) will spread the basic 
postulates of the theory; applications will be made in distant fields. More 
than ever the theory will appear to possess tremendous empirical support. 
The chances for the consideration of alternatives are now very slight in­
deed. The final success of the fundamental assumptions of the quantum 
theory and of the idea of complementarity will seem to be assured.

At the same time it is evident, on the basis of the considerations in 
the last section, that this appearance of success canno t  in the least be 
regarded as a sign o f  truth and  co rr espond en ce  with nature. Quite the con­
trary, the suspicion arises that the absence of major difficulties is a result 
of the decrease of empirical content brought about by the elimination of 
alternatives, and of facts that can be discovered with the help of these 
alternatives only. In other words, th e suspicion arises that this a l l e g ed  su c­
cess is du e  to the fa c t  that in the process o f  applica tion to new domains the 
theory has b e en  turned into a m etaphysica l  system. Such a system will of 
course be very ‘successful’ not, however, because it agrees so well with the 
facts, but because no facts have been specified that would constitute a test 
and because some such facts have even been removed. Its ‘success’ is 
entirely manmade.  It was decided to stick to some ideas and the result was,
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quite naturally, the survival of these ideas. If now the initial decision is 
forgotten, or made only implicitly, then the survival will seem to constitute 
independent support, it will reinforce the decision, or turn it into an ex­
plicit one, and in this way close the circle. This is how empirical ‘evidence’ 
may be cr ea ted  by a procedure which quotes as its justification the very 
same evidence it has produced in the first place.

At this point an ‘empirical’ theory of the kind described (and let us 
always remember that the basic principles of the present quantum theory 
and especially the idea of complementarity are uncomfortably close to 
forming such a theory) becomes almost indistinguishable from a myth. In 
order to realize this, we need only consider that on account of its all- 
pervasive character a myth such as the myth of witchcraft and of demonic 
possession will possess a high degree of confirmation on the basis of ob­
servation. Such a myth has been taught for a long time; its content is 
enforced by fear, prejudice, and ignorance as well as by a jealous and 
cruel priesthood. It penetrates the most common idiom, infects all modes 
of thinking and many decisions which mean a great deal in human life. 
It provides models for the explanation of any conceivable event, conceiv­
able, that is, for those who have accepted it A2 This being the case, its key 
terms will be fixed in an unambiguous manner and the idea (which may 
have led to such a procedure in the first place) that they are copies of 
unchanging entities and that change of meaning, if it should happen, is 
due to human mistake—this idea will now be very plausible. Such plau­
sibility reinforces all the maneuvres which are used for the preservation 
of the myth (elimination of opponents included). The conceptual appa­
ratus of the theory and the emotions connected with its application having 
penetrated all means of communication, all actions, and indeed the whole 
life of the community, such methods as transcendental deduction, analysis 
of usage, phenomenological analysis which are means for further solidi­
fying the myth will be extremely successful (which shows, by the way, that 
all these methods which have been the trademark of various philosophical 
schools old and new, have one thing in common: They tend to preserve 
the status quo  of the intellectual life).5’ Observational results too, will speak 
in favor of the theory as they are formulated in its terms. It will seem that 
at last the truth has been arrived at. At the same time it is evident that all 
contact with the world has been lost and that the stability achieved, the 
semblance of absolute truth, is no th ing hut the result o f  an abso lu te c on ­
formism,34 For how can we possibly test, or improve upon, the truth of a 
theory if it is built in such a manner that any conceivable event can be 
described, and explained, in terms of its principles? The on ly  way of in­
vestigating such all-embracing principles is to compare them with a dif­
ferent set of equally  a ll-embracing  principles—but this way has been 
excluded from the very beginning. The myth is therefore of no objective 
relevance, it continues to exist solely as the result of the effort of the 
community of believers and of their leaders, be these now priests or Nobel
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prize winners. Its ‘su c c e s s ’ is entirely manmade. This, I think, is the most 
decisive argument against any method that encourages uniformity, be it 
now empirical or not. Any such method is in the last resort a method of 
deception. It enforces an unenlightened conformism, and speaks of truth; 
it leads to a deterioration of intellectual capabilities, of the power of imag­
ination, and speaks of deep insight; it destroys the most precious gift of 
the young, their tremendous power of imagination, and speaks of edu­
cation.

To sum up: Unanimity o f  op in ion may b e  fitting for a church , for the 
f r igh ten ed  victims o f  som e (ancient, or m od em ) myth, or for the weak and  
willing followers o f  som e tyrant; variety o f  op in ion is a feature necessary for 
ob jec t iv e  knowledge; and a m eth od  that en cou rage s  variety is also the on ly  
m ethod  that is compa t ib le  with a humanitarian outlook. To the extent to 
which the consistency condition (and, as will emerge, the condition of 
meaning invariance) delimits variety, it contains a theological element 
(which lies, of course, in the worship of ‘facts’ so characteristic for nearly 
all empiricism).

7 | Inherent Unreasonableness of Meaning Invariance

What we have achieved so far has immediate application to the question 
whether the meaning of certain key terms should be kept unchanged in 
the course of the development and improvement of our knowledge. After 
all, the meaning of every term we use depends upon the theoretical con­
text in which it occurs. Hence, if we consider two contexts with basic 
principles which either contradict each other, or which lead to inconsis­
tent consequences in certain domains, it is to be expected that some terms 
of the first context will not occur in the second context with exactly the 
same meaning. Moreover, if our methodology demands the use of mu­
tually inconsistent, partly overlapping, and empirically adequate theories, 
then it thereby also demands the use of conceptual systems which are 
mutually irreducible (their primitives cannot be connected by bridge laws 
which are meaningful and  factually correct) and it demands that meanings 
of terms be left elastic and that no binding commitment be made to a 
certain set of concepts.

It is very important to realize that such a tolerant attitude towards 
meanings, or such a change of meaning in cases where one of the com­
peting conceptual systems has to be abandoned need not be the result of 
directly accessible observational difficulties. The law of inertia of the so- 
called impetus theory  of the later Middle Ages5’ and Newton’s own law of 
inertia are in perfect quantitative agreement: Both assert that an object 
that is not under the influence of any outer force will proceed along a 
straight line with constant speed. Yet despite this fact, the adoption of
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Newton’s theory entails a conceptual revision that forces us to abandon 
the inertial law of the impetus theory, not because it is quantitatively 
incorrect but be cau s e  it ach ieves  the correct predict ions with the he lp  o f  
inadequate concepts .  The law asserts that the impetus of an object that is 
beyond the reach of outer forces remains constant.36 The impetus is in­
terpreted as an inner fo r ce  which pushes the object along. Within the 
impetus theory such a force is quite conceivable as it is assumed here that 
forces determine veloc it ies  rather than accelerations. The concept of im­
petus is therefore formed in accordance with a law (forces determine ve­
locities) and this law is inconsistent with the laws of Newton’s theory and 
must be abandoned as soon as the latter is adopted. This is how the pro­
gress of our knowledge may lead to conceptual revisions for which no 
direct observational reasons are available. The occurrence of such changes 
quite obviously refutes the contention of some philosophers that the in­
variance of usage  in the trivial and uninteresting contexts of the private 
lives of not too intelligent and inquisitive people indicates invariance of 
meaning  and the superficiality of all scientific changes. It is also a very 
decisive objection against any crudely operationalistic account of both ob­
servable terms and theoretical terms.

What we have said applies even to singular statements of observation. 
Statements which are empirically adequate, and which are the result of 
observation (such as ‘here is a table’) may have to be reinterpreted, not 
because it has been found that they do not adequately express what is 
seen, heard, felt, but because of some changes in sometimes very remote 
parts of the conceptual scheme to which they belong. Witchcraft is again 
a very good example. Numerous eyewitnesses claim that they have actually 
seen  the devil, or experienced  demonic influence. There is no reason to 
suspect that they were lying. Nor is there any reason to assume that they 
were sloppy observers, for the phenomena leading to the belief in demonic 
influence are so obvious that a mistake is hardly possible (possession; split 
personality; loss of personality; hearing voices; etc.). These phenomena are 
well known today.37 In the conceptual scheme that was the one generally 
accepted in the 15th and 16th centuries, the only way of describing them, 
or at least the way that seemed to express them most adequately, was by 
reference to demonic influences. Large parts of this conceptual scheme 
were changed for philosophical reasons and also under the influence of 
the evidence accumulated by the sciences. Descartes’ materialism played 
a very decisive role in discrediting the belief in spatially localizable spirits. 
The language of demonic influences was no part of the new conceptual 
scheme that was created in this manner. It was for this reason that a 
reformulation was needed, and a reinterpretation of even the most com­
mon ‘observational’ statements. Combining this example with the remarks 
at the beginning of the present section, we now realize that according to 
the method of classes of alternative theories a lenient attitude must be 
taken with respect to the meanings of all the terms we use. We must not



attach too great an importance to ‘what we mean’ by a phrase, and we 
must be prepared to change whatever little we have said concerning this 
meaning as soon as the need arises. Too great concern with meanings can 
only lead to dogmatism and sterility. Flexibility, and even sloppiness in 
semantical matters is a prerequisite of scientific progress5S
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8 | Some Consequences

Three consequences of the results so far obtained deserve a more detailed 
discussion. The first consequence is an evaluation of metaphysics  which 
differs significantly from the standard empirical attitude. As is well known, 
there are empiricists who demand that science start from observable facts 
and proceed by generalization, and who refuse the admittance of meta­
physical ideas at any point of this procedure. For them, only a system of 
thought that has been built up in a purely inductive fashion can claim to 
be genuine knowledge. Theories which are partly metaphysical, or ‘hy­
pothetical,’ are suspect, and are best not used at all. This attitude has been 
formulated most clearly by Newton59 in his reply to Pardies’ second letter 
concerning the theory of colors:

if the possibility of hypotheses is to be the test of truth and reality of things, 
I see not how certainty can be obtained in any science; since numerous 
hypotheses may be devised, which shall seem to overcome new difficulties.

This radical position, which clearly depends on the demand for a theo­
retical monism, is no longer as popular as it used to be. It is now granted 
that metaphysical considerations may be of importance when the task is 
to invent a new physical theory; such invention, so it is admitted, is a more 
or less irrational act containing the most diverse components. Some of 
these components are, and perhaps must be, metaphysical ideas. However, 
it is also pointed out that as soon as the theory has been developed in a 
formally satisfactory fashion and has received sufficient confirmation to be 
regarded as empirically successful, it is pointed out that in the very same 
moment it can and  must forget its metaphysical past; metaphysical spec­
ulation must now  be replaced by empirical argument.

On the one side I would like to emphasize [writes Ernst Mach on this point90] 
that every and any idea is admissible as a means for research, provided it is 
helpful; still, it must be pointed out, on the other side, that it is very necessary' 
from time to time to free the presentation of the results of research from all 
inessential additions.
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This means that empirical considerations are still given the upper hand 
over metaphysical reasoning. Especially in the case of an inconsistency 
between metaphysics and some highly confirmed empirical theory it will 
be decided, as a matter o f  course, that the theory or the result of obser­
vation must stay, and that the metaphysical system must go. A very simple 
example is the way in which materialism is being judged by some of its 
opponents. For a materialist the world consists of material particles moving 
in space, of collections of such particles. Sensations, as introspected by 
human beings, do not look like collections of particles, and their observed 
existence is therefore assumed to refute and thereby to remove the meta­
physical doctrine of materialism. Another example which I have analyzed 
in “Problems of Microphysics” is the attempt to eliminate certain very 
general ideas concerning the nature of microentities on the basis of the 
remark that they are inconsistent “with an immense body of experience” 
and that “to object to a lesson of experience by appealing to metaphysical 
preconceptions is unscientific.”41

The methodology developed in the present paper leads to a very dif­
ferent evaluation of metaphysics. Metaphysical systems are scientific the­
ories in their most primitive stage. If th e y  contrad ict  a well-confirmed point 
of view, then this indicates their usefulness as an alternative to this point 
of view. Alternatives are needed for the purpose of criticism. Hence, meta­
physical systems which contradict observational results or well-confirmed 
theories are most w e lc om e  starting points of such criticism. Far from being 
misfired attempts at anticipating, or circumventing, empirical research 
which were deservedly exposed by a reference to experience, they are the 
only means at our disposal for examining those parts of our knowledge 
which have already become observational and which are therefore inac­
cessible to a criticism on the basis of observation.’

A second consequence is that a new attitude has to be adopted with 
respect to the problem o f  induction. This problem consists in the question 
of what justification there is for asserting the truth of a statement S given 
the truth of another statement, S', whose content is smaller than the con­
tent of S. It may he taken for granted that those who want to justify the 
truth of S also assume that after the justification the truth of S will be 
known. Knowledge to the effect that S implies the stability of S (we must 
not change, remove, criticize, what we know to be true). The method we 
are discussing at the present moment cannot allow such stability. It follows 
that the problem of induction at least in some of its formulations, is a 
problem whose solution leads to undesirable results. It may therefore be 
properly termed a pseudo problem.

The third consequence, which is more specific, is that arguments from 
synonymy  (or from coextensionality), far from being that measure of ade­
quacy as which they are usually introduced, are liable severely to impede 
the progress of knowledge. Arguments from synonymy judge a theory or 
a point of view not by its capability to mimic the world but rather by its
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capability to mimic the descriptive terms of another point of view which 
for some reason is received favorably. Thus for example, the attempt to 
give a materialistic, or else a purely physiological, account of human be­
ings is criticized on the grounds that materialism, or physiology, cannot 
provide synonyms for ‘mind,’ ‘pain,’ ‘seeing red,’ ‘thinking of Vienna,’ in 
the sense in which these terms are used either in ordinary English (pro­
vided there is a well-established usage concerning these terms, a matter 
which I doubt) or in some more esoteric mentalistic idiom. Clearly, such 
criticism silently assumes the principle of meaning invariance, that is, it 
assumes that the meanings of at least some fundamental terms must re­
main unchanged in the course of the progress of our knowledge. It cannot 
therefore be accepted as valid.42

However, we can, and must go, still further. The ideas which we have 
developed above are strong enough not only to re je c t  the demand for 
synonymy, wherever it is raised, but also to support  the demand for irre- 
ducibility (in the sense in which this notion was used at the beginning of 
Section 7). The reason is that irreducibility is a presupposition of high 
critical ability on the part of the point of view shown to be irreducible. 
An outer indication of such irreducibility which is quite striking in the 
case of an attack upon commonly accepted ideas is the feeling of absurdity. 
We deem absurd what goes counter to well-established linguistic habits. 
The absence, from a newly introduced set of ideas, of synonymy relations 
connecting it with parts of the accepted point of view; the feeling of ab­
surdity therefore indicate that the new ideas are fit for the purpose of 
criticism, i.e., that they are fit for either leading to a strong confirmation  
of the earlier theories, or else to a very revolutionary discovery: absence of 
synonymy, clash of meanings, absurdity are desirable. Presence of synon­
ymy, intuitive appeal, agreement with customary modes of speech, far from 
being the philosophical virtue, indicates that not much progress has been 
made and that the business of investigating what is commonly accepted 
has not even started.

9 I How To Be a Good Empiricist

The final reply to the question put in the title is therefore as follows. A 
good empiricist will not rest content with the theory that is in the center 
of attention and with those tests of the theory which can be carried out 
in a direct manner. Knowing that the most fundamental and the most 
general criticism is the criticism produced with the help of alternatives, 
he will try to invent such alternatives.43 It is, of course, impossible at once 
to produce a theory that is formally comparable to the main point of view 
and that leads to equally many predictions. His first step will therefore be 
the formulation of fairly general assumptions which are not yet directly
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connected with observations; this means that his first step will be the in­
vention of a new metaphysics. This metaphysics must then be elaborated 
in sufficient detail in order to be able to compete with the theory to be 
investigated as regards generality', details of prediction, precision of for­
mulation.44 We may sum up both activities by saying that a good empiricist 
must be a critical metaphysician. Elimination of all metaphysics, far from 
increasing the empirical content of the remaining theories, is liable to 
turn these theories into dogmas. The consideration of alternatives together 
with the attempt to criticize each of them in the light of experience also 
leads to an attitude where meanings do not play a very important role and 
where arguments are based upon assumptions of fact rather than analysis 
of (archaic, although perhaps very' precise) meanings. The effect of such 
an attitude upon the development of human capabilities should not be 
underestimated either. Where speculation and invention of alternatives is 
encouraged, bright ideas are liable to occur in great number and such 
ideas may then lead to a change of even the most ‘fundamental’ parts of 
our knowledge, i.e., they may lead to a change of assumptions which either 
are so close to observation that their truth seems to be dictated by ‘the 
facts,’ or which are so close to common prejudice that they seem to be 
‘obvious,’ and their negation ‘absurd.’ In such a situation it will be realized 
that neither ‘facts’ nor abstract ideas can ever be used for defending certain 
principles come what may. Wherever facts play a role in such a dogmatic 
defense, we shall have to suspect foul play (see the opening quotation) — 
the foul play of those who try to turn good science into bad, because 
unchangeable, metaphysics. In the last resort, therefore, being a good em­
piricist means being critical, and basing one’s criticism not just on an 
abstract principle of skepticism but upon con c r e t e  sugges t ions  which in­
dicate in every single case how the accepted point of view might be further 
tested and further investigated and which thereby prepare the next step in 
the development of our knowledge.45

■ | Notes

1. K. R. Popper, The Open Society and Its Enemies, Princeton University Press, 
Princeton, New Jersey, 1953.
2. It is very interesting to see how many so-called empiricists, when turning to the 
past completely fail to pay attention to some very obvious facts which are incom­
patible with their empiristic epistemology. Thus Galileo has been represented as 
a thinker who turned away from the empty speculations of the Aristotelians and 
who based his own laws upon facts which he had carefully collected beforehand. 
Nothing could be further from the truth. The Aristotelians could quote numerous 
observational results in their favor. The Copernican idea of the motion of the earth, 
on the other hand, did not possess independent observational support, at least not
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in the first 150 years of its existence. Moreover, it was inconsistent with facts and 
highly confirmed physical theories. And th is  is how modern physics started: not 
as an observational enterprise b u t  a s  a n  u n s u p p o r te d  s p e c u la t io n  t h a t  w a s  in c o n  

s is te n t w i th  h ig h ly  c o n f irm e d  la w s . For details and further references see P. K. 
Feyerabend, “Realism and Instrumentalism—Comments on the Logic of Factual 
Support,’’ in M. Bunge, Ed., T h e  C r i t i c a l  A p p r o a c h  to  S c ie n c e  a n d  P h i lo s o p h y ,  

The Free Press, New York, 1964.
3. One might be inclined to add those who base their pronouncements upon an 
analysis of what they call ‘ordinary language.’ I do not think they deserve to be 
honored by a criticism. Paraphrasing Galileo, one might say that they “deserve not 
even that name, for they do not talk plainly and simply but are content to adore 
the shadows, philosophizing not with due circumspection but merely from having 
memorized a few ill-understood principles.”
4. It is nowadays frequently assumed that “if one considers the history of a special 
branch of science, one gets the impression that non-scientific elements . . . rela­
tively frequently occur in the earlier stages of development, but that they gradually 
retrogress in later stages and even tend to disappear in such advanced stages which 
become ripe for more or less thorough formalization.” (H. J. Groenewold, S y n -  

th ese, 1957, p. 305). Our considerations in the text would seem to show that such 
a development is very undesirable and can only result in a well-formalized, pre­
cisely expressed, and completely petrified metaphysics.
5. These essays were published in Volume III of the M in n e s o t a  S tu d ie s  in  th e  

P h ilo s o p h y  o f  Sc ien ce-, in Volumes I and II of the P it ts b u rg h  S tu d ie s  in  th e  P h i lo s ­

o p h y  o f  Sc ien ce-, and in P ro b le m s  o f  P h ilo s o p h y ,  E s s a y s  in  H o n o r  o f  H e rb e rt  F e ig l ,  

respectively.
6. See K. R. Popper, L o g ic  o f  S c ie n t i f i c  D is c o v e r y , New York, 1959, Section 12. 
(This is a translation of his L o g ik  d e r  F o rs c h u n g  published in 1935.) The decisive 
feature of Popper’s theory, a feature which was not at all made clear by earlier 
writers on the subject of explanation, is the emphasis he puts on the initial con­
ditions and the implied possibility of two kinds of laws, viz., (1) laws concerning 
the temporal sequence of events; and (2) laws concerning the space of initial 
conditions. In the case of the quantum theory, the laws of the second kind provide 
very important information about the nature of the elementary particles and it is 
to th e m  and n o t  to the laws of motion that reference is made in the discussions 
concerning the interpretation of the uncertainty relations. In general relativity, the 
laws formulating the initial conditions concern the structure of the universe at 
large and only by overlooking them could it be believed that a purely relational 
account of space would be possible. For the last point, cf. F,. I.. Hill, “Quantum 
Physics and the Relativity Theory,” in H. Feigl and G. Maxwell, Eds., C u r r e n t  

Issu es in  th e  P h i lo s o p h y  o f  S c ie n c e , Holt, Rinehart and Winston, New York, 1961.
7. C. G. Hempel, “Studies in the Logic of Explanation,” reprinted in H. Feigl 
and M. Brodbeck, Eds., R e a d in g s  in  th e  P h i lo s o p h y  o f  S c ie n c e , New York, 1953, 
p. 321.
8. E. Nagel, “The Meaning of Reduction in the Natural Sciences,” reprinted in 
A. C. Danto and S. Morgeilbesser, Eds., P h ilo s o p h y  o f  S c ie n c e , New York, 1960, 
p. 301.
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9. It has been objected to this formulation that theories which are consistent with 
a given explanandum may still contradict each other. This is quite correct, but it 
does not invalidate my argument. For as soon as a single theory is regarded as 
sufficient for explaining all that is known (and represented by the other theories 
in question), it will have to be consistent with all these other theories.
10. E. Mach, W ä r m e le h r e ,  Leipzig, 1897, p. 364.
11. E. Mach, Z w e i A u fs a e tz e ,  Leipzig, 1912.
12. For a discussion of these objections, cf. ter Haar’s review article in R e v ie w s  o f  

M o d e r n  P h y s ic s , 1957.
13. M. Born, N a t u r a l  P h i lo s o p h y  o f  C a u s e  a n d  C h a n c e ,  Oxford University Press, 
New York, 1948, p. 109.
14. L. Rosenfeld, “Misunderstandings about the Foundations of the Quantum 
Theory,” in S. Körner, Ed., O b s e rv a t io n  a n d  I n t e r p r e t a t io n , London, 1957, p. 42.
15. Cf. the discussions in O b s e rv a t io n  a n d  I n t e r p r e t a t io n  (see previous note).
16. For details and further literature, ef. Section 11 of my paper “Problems of 
Microphysics,” in R. Colodny, Ed., F r o n t ie r s  o f  S c ie n c e  a n d  P h i lo s o p h y . University 
of Pittsburgh Press, Pittsburgh, 1962, pp. 189-283.
17. W. Heisenberg, P h y s ic s  a n d  P h ilo s o p h y , New York, 1958, p. 44.
18. P. Duhem, L a  T h e o r ie  P h y s iq u e : S o n  O h je t ,  S a  S t r u c t u r e , Paris, 1914, Chap­
ters IX and X. See also K. R. Popper, “The Aim of Science,” R a t io , Vol. 1 (1957) 
24-35.
19. E. Nagel, “The Meaning of Reduction in the Natural Sciences,” loc. cit., 
p. 302.
20. Cf. Section 4.7 of M. Scriven’s paper “Explanations, Predictions, and Laws,” 
in Vol. Ill of the M in n e s o t a  S tu d ie s  in  th e  P h ilo s o p h y  o f  S c ie n c e . Similar objections 
have been raised by Viktor Kraft (Vienna) and David Rynin (Berkeley).
21. For an exposition and criticism of this idea cf. my ‘Attempt at a Realistic 
Interpretation of Experience,’ P ro c e e d in g s  o f  th e  A r i s to t e l i a n  S o c ie ty , New Series, 
LVI1I, 143-170 (1958).
22. It must be admitted, however, that Einstein’s original interpretation of the 
special theory of relativity is hardly ever used by contemporary physicists. For them 
the theory of relativity consists of two elements: (1) the Lorentz transformations; 
and (2) mass-energy equivalence. The Lorentz transformations are interpreted 
purelv formally and are used to make a selection among possible equations. This 
interpretation does not allow one to distinguish between Lorentz’s original point 
of view and the entirely different point of view of Einstein. According to it Einstein 
achieved a very minor formal advance (this is the basis of Whittaker’s attempt to 
‘debunk’ Einstein). It is also very similar to what application of the double lan­
guage model would yield. Still, an undesirable philosophical procedure is not 
improved by the support it gets from an undesirable procedure in physics. (The 
above comment on the contemporary attitude towards relativity was made by 
E. L. Hill in discussions at the Minnesota Center for the Philosophy of Science.)
23. In about 1925 philosophers of science were bold enough to stick to their theses 
even in those cases where they were inconsistent with actual science. They meant
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to be reformers of science, and not imitators. (This point was explicitly made by 
Mach in his controversy with Planck. Cf. again his Zwei Aufsaetze.) In the mean­
time they have become rather tame (or beat) and are much more prepared to 
change their ideas in accordance with the latest discoveries of the historians, or 
the latest fashion of the contemporary scientific enterprise. This is very regrettable, 
indeed, for it considerably decreases the number of the rational critics of the 
scientific enterprise. And it also seems to give unwanted support to the Hegelian 
thesis (which is now implicitly held by many historians and philosophers of sci­
ence) that what exists has a logic' of its own and is for that very reason reason­
able.
24. Even the most dogmatic enterprise allows for discoveries (cf. the ‘discovery'’ 
of so-called ‘white Jews’ among German physicists during the Nazi period). Hence, 
before hailing a so-called discovery, we must make sure that the system of thought 
which forms its background is not of a dogmatic kind.
25. The indefinite character of all observations has been made very' clear by Du- 
hem, La Theorie Physique: Son Ohjet, Sa Structure, Chap. IX. For an alternative 
way of dealing with this indefiniteness, cf. S. Körner, Conceptual Thinking, New 
York, 1960.
26. More detailed evidence for the existence of this attitude and for the way in 
which it influences the development of the sciences may be found in T. S. Kuhn, 
The Structure o f  Scientific Revolutions, University of Chicago Press, Chicago, 1962. 
The attitude is extremely common in the contemporary quantum theory. ‘Let us 
enjoy the successful theories we possess and let us not waste our time with con­
templating what would happen if other theories were used’—this seems to be the 
motto of almost all contemporary physicists (cf. W. Heisenberg, Physics and Phi 
losophy, pp. 56, 144) and philosophers (cf. N. R. Hanson, “Five Cautions for the 
Copenhagen Critics," Philosophy o f  Science, XXVI, 325-337 [1959]). It may be 
traced back to Newton’s papers and letters (to Hooke, and Pardies) on the theory 
of color. See also [note] 23.
27. Having witnessed these effects under a great variety of conditions, 1 am much 
more reluctant to regard them as mere curiosities than is the scientific commun­
ity' of today. Cf. also my edition of Ehrenhaft’s lectures, Einzelne Magnetische 
Nord- und Südpole und deren Auswirkung in den Naturwissenschaften, Vienna, 
1947. |See Gerald Holton, “Subelectrons, Presuppositions, and the Millikan- 
Ehrenhaft Dispute,” in The Scientific Imagination (Cambridge: Cambridge Uni­
versity' Press, 1978), 25-83.]
28. R. Fürth, Zeitschrift für Physik, 81, 143-162 (1933).
29. For these investigations, cf. A. Einstein, Investigations on the Theory o f  the 
Brownian Movement, New York, 1956, which contains all the relevant papers 
by Einstein and an exhaustive bibliography by R. Fürth. For the experimental 
work, cf. J. Perrin, Die Atome Leipzig, 1920. For the relation between the phe­
nomenological theory and the kinetic theory, cf also M. v. Smoluchowski, 
“Experimentell nachwiesbare, der üblichen Thermodynamik widersprechende 
Molekularphänomene,” Physikalische Zeitschrift, XIII, 1069 (1912); and K. R. 
Popper, “Irreversibility, or, Entropy since 1905," British Journal for the Philosophy 
of Science, VIII, 1 5 1 (1957). Despite Einstein’s epoch-making discoveries and von
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Smoluchowski’s splendid presentation of their effect (for the latter cf. also Oeuvres 
de Marian Smoluchowski, Cracouvie, 1927, Vol. II, pp. 226 ff, 316 ff., 462 ff., 
and 530 ff), the present situation in thermodynamics is extremely unclear, espe­
cially in view of the continued presence of the ideas of reduction which we crit­
icized in the text above. To be more specific, it is frequently attempted to 
determine the entropy balance of a complex statistical process by reference to the 
(refuted) phenomenological law after which procedure fluctuations arc superim­
posed in a most artificial fashion. For details cf. Popper, loc. cit. [For further 
discussion, see Paul Feyerabend, ‘‘On the Possibility of a Perpetuum Mobile of the 
Second Kind,” Mind, Matter, and Method, ed. P. K. Feyerabend and G. Maxwell 
(Minneapolis: University of Minnesota Press, 1966), 409-12.]
30. The quantum theory can be adapted to a great many difficulties. It is an open 
theory in the sense that apparent inadequacies can be accounted for in an ad hoc 
manner, by adding suitable operators, or elements in the Hamiltonian, rather than 
by recasting the whole structure. A refutation of its basic formalism (i.e., of the 
formalism of quantization, and of noncommuting operators in a Hilbert space or 
a reasonable extension of it) would therefore demand proof to the effect that there 
is no conceivable adjustment o f  the Hamiltonian, or o f  the operators used which 
makes the theory conform to a given fact. It is clear that such a general statement 
can only be provided by an alternative theory which of course must be detailed 
enough to allow for independent, and crucial tests
31. L. Rosenfeld, “Misunderstandings about the Foundations of the Quantum 
Theory,” loc. cit., p. 44.
32. For a very detailed description of a once very influential myth, cf. C. H. Lea, 
Materials for a History o f  Witchcraft, 3 Vols., New York, 1957, as well as Malleus 
Malleficarum, translated by Montague Summers (who, by the way, counts it 
“among the most important, wisest [sic!], and weightiest books of the world”) 
London, 1928.
33. Quite clearly, analysis of usage, to take only one example, presupposes cer­
tain regularities concerning this usage. Tire more people differ iir their funda­
mental ideas, the more difficult will it be to uncover such regularities. Hence, 
analysis of usage will work best in a closed society that is firmly held together by 
a powerful myth such as was the philosophy in the Oxford of about 10 years 
ago.
34. Schizophrenics very often hold beliefs which are as rigid, all-pervasive, and 
unconnected with reality, as are the best dogmatic philosophies. Only such beliefs 
come to them naturally whereas a professor may sometimes spend his whole life 
in attempting to find arguments which create a similar state of mind.
35. For details and further references, cf. Section 6 of my “Explanation, Reduc­
tion, and Empiricism,” loc. cit.
36. We assume here that a dynamical rather than a kinematic characterization of 
motion has been adopted. For a more detailed analysis cf. again the paper referred 
to in the previous note.
37. For very vivid examples, cf. K. Jaspers, Allgemeine Psychopathologie, Berlin, 
1959, pp. 75-123.
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38. Mae West is by far preferable to the precisionists: “I ain’t afraid of pushin’ 
grammar around so long as it sounds good” (Goodness Had Nothing to Do With 
It, New York, 1959, p. 19).
39. I. B. Cohen, Ed., Isaac Newton’s Papers and Letters on Natural Philosophy, 
Harvard University Press, Cambridge, Massachusetts, 1958, p. 106.
40. ‘Der Gegensatz zwischen der mechanischen und der phaenomenologischen 
Physik,’ Wärmelehre, Leipzig, 1896, pp. 362 f.
41. L. Rosenfeld, “Misunderstandings about the Foundations of the Quantum 
Theory,” loc. cit., p. 42.
42. For details concerning the mind-body problem, cf. my “Materialism and the 
Mind-Body Problem,” Review of Metaphysics, Sept. 1963.
43. In my paper ‘Realism and Instrumentalism’ I have tried to show that this is 
precisely the method which has brought about such spectacular advances of knowl­
edge as the Copemiean Revolution, the transition to relativity and to quantum 
theory.
44. Cf. Section 13 of my “Realism and Instrumentalism,” [loc. cit].
45. For support of research the author is indebted to the National Science Foun­
dation and the Minnesota Center for the Philosophy of Science.



T h o m a s  N i c k l e s

Two Concepts o f  
Intertheoretic Reduction

In this paper I reject the widespread view that reductions of scientific theories are all of one basic type. I agree with those who hold that inter­theoretic reduction involves the relation of a theory to its special case, but wish to emphasize in how many different ways one theory may constitute a special case of another. In particular, ‘special case of T’ does not mean simply “logical consequence of T .” I shall argue that we need to recognize at least two main kinds of reduction, which differ both in nature and in scientific function or purpose. “Reduction,” (as I shall call it) is the achievement of postulational and ontological economy and is obtained chiefly by derivational reduction as described by Nagel; i.e., reduction, amounts to the ex p la n a tio n  of one theory by another. This model is most helpful for understanding what I term “domain-combining” reduc­tions. Reductions of predecessor theories by their successors (“domain­preserving” reductions), on the Other hand, normally do not achieve postulational and ontological consolidation, nor are they deductive expla­nations of the predecessor theories by their successors. They are best de­scribed by “inverting” the usual concept of reduction, so that successors are said to reduce to their predecessors (not vice versa) under limiting operations and other appropriate transformations. “Reduction,” (as I label the new concept of reduction) involves a varied collection of intertheoretic relations rather than a single, distinctive logical or mathematical relation. Accordingly, each instance of reduction2 or partial reduction presents its own technical peculiarities. The great importance of reduction, lies in its heuristic and justificatory roles in science. A comparison of the nature and problems of the two kinds of reduction here distinguished will involve us in discussion of several points made in the recent literature of reduction by such writers as Feyerabend, Schaffner, and Sklar.
From journal of Philosophy 70 (1975): 181-201.
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I I Two Concepts of Reduction

Does classical mechanics (CM) reduce to the special theory of relativity 
(STR), or, on the contrary, does STR reduce to CM? Does Bohr’s early 
quantum theory of the hydrogen atom reduce to a classical theory of the 
atom in the mathematical limit of high quantum numbers, or, on the 
contrary, should we say that the classical theory reduces to (is reduced by) 
Bohr’s theory? Surprisingly, the answer is not immediately clear.

Philosophers and scientists often speak of reducing less fundamental 
theories to more fundamental ones (e.g., physical optics to electromagnetic 
theory, phenomenological thermodynamics to statistical mechanics). But 
in the case of CM and STR it is more natural to say that the more general 
STR reduces to the less general CM in the limit of low velocities. Epit­
omizing this intertheoretic reduction is the reduction of the Einsteinian 
formula for momentum,

_ rn„v
P ~ VI -  v2/c2

(where m0 is rest mass), to the classical formula, p = m0v, in the limit as 
v —> 0. It is quite clear that the STR equation reduces to the CM equation 
in the limit and that the CM equation does not reduce to the STR equa­
tion. Other familiar representatives of a large class of examples of this type 
are the reduction in the limit of Planck’s blackbody-radiation law to the 
classical Rayleigh formula and the reduction of the van der Waals equa­
tion of state to the equation for an ideal gas. This use of ‘reduces to’ is 
not only intuitively natural; it is the way physicists and mathematicians, 
in contrast to most philosophers, usually talk.

We therefore have a striking reversal of terminology between our two 
sets of examples (reductions involving electromagnetic theory and statis­
tical mechanics on the one hand, and STR, Planck’s law, etc., on the 
other). Since all our examples are reduction paradigms1 and since we 
cannot say both that more general or fundamental theories reduce to less 
general ones and  that the less general reduce to the more general, in the 
same sense of‘reduce’, I conclude that ‘reduce to’ means two very different 
things in these contexts. Our next job is to determine what those meanings 
are. Since philosophers have preferred to say in all cases that the less 
general theory reduces to (or is reduced by) the more general, we might 
suspect that they have neglected an important concept of reduction.2

Reduction is considered by philosophers chiefly to involve an increase 
in the over-all efficiency of a conceptual scheme, either by outright elim­
ination and replacement of portions that do no work or do their work 
badly, or (preferably) by consolidation of those parts of the scheme whose
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work is discovered to overlap. ‘Reduction’ m e a n s “elimination,” “trimming 
down,” “consolidation.” This consolidation or general increase in the ef­
ficiency of the conceptual scheme may be conceptual—a reduction in the 
number of independent theoretical assumptions—or ontological, or both 
at once, as in the reduction of optics to electromagnetic theory. Let us 
label this kind of reduction “reduction,”

The reduction of theories by their historical successors constitutes a 
second great tradition of theoretical reduction, which, however, does not 
fit the above characterization very well. Reductions in the tradition of 
Newton and Einstein do not primarily involve the consolidation of con­
current theories, nor are the central issues of these reductions ontological. 
It is not as if we had both STR and CM and suddenly realized that we 
did not need CM anymore, or as if we discovered that wc do not need to 
posit both Einsteinian masses and Newtonian masses. Rather, STR came 
to be entertained specifically as a replacement for CM, and Einstein’s 
theory could not have succeeded without simultaneously making its prede­
cessor fail.

I do not wish to make the distinction between these two reduction 
traditions seem sharper than it is, but philosophers have too often at­
tempted to fit all instances of reduction into the same mold. It is reduc­
tions of the second type in which the heuristic and justificatory functions 
of reductive relationships are most pronounced. And it is in discussion of 
these reductions that the concept of reduction now to be introduced be­
comes especially useful.

The word ‘reduction’ in ordinary language has many meanings, some 
of which, like “elimination” or “consolidation,” have been exploited by 
philosophers discussing science. There is another ordinary meaning, or 
closely related constellation of meanings of‘reduction’ which philosophers 
have not exploited, but which they well might. I refer to the notion of 
being led back from one thing to another (a sense indicated by the ety­
mology of the word: re d u c e re , L.) and to the related notion of transforming 
something into a different form by performing an operation on it (with an 
implied continuity of underlying material, perhaps). Some familiar ex­
amples, technical and nontechnical are: the “reduction” of ores to their 
metals by heating with hydrogen; the reduction of wood to pulp by pound­
ing it with a heavy mallet or by grinding it up, as in a paper mill; the 
fire’s reduction of the house to ashes; the reduction of 6xy/2x to 3y by 
dividing through by 2x; and, indeed, the reduction of m0v/V 1 -  v 2/c2 to 
77z(1v by taking the limit as v goes to zero. The examples could easily be 
multiplied. I think a common root image underlies these technical and 
nontechnical uses of the word ‘reduction’.

The exploitation of this common signification in an account of the­
oretical reduction in science is straightforward. One could say, for exam­
ple, that STR reduces to CM in the limit of low velocities; i.e., the 
operation of taking the limit on STR transforms it (leads us back) to a
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basic version of CM. I shall term this second kind of reduction “reduc­
tion,” in order to distinguish it from reduction by consolidation (reduc­
tion,). The new concept is useful also in describing other types of 
intertheoretic relationships such as the syntactical transformations men­
tioned in sections III and IV below.

Let us note some further differences between reduction, and reduc­
tion. Consolidation of postulates is accomplished by showing that some 
postulates are logically superfluous, i.e., logically derivative from others. 
Reduction, is therefore essentially derivational reduction as analyzed by 
Nagel in his classic discussion of reduction. Nagel’s account will be dis­
cussed more fully in the next section. His central requirement is that 
the reduced theory be a logical consequence of the reducing theory. In 
other words, such a reduction amounts to a deductive explanation of the 
reduced theory. For obvious reasons, what I have elsewhere termed 
“domain-combining” reductions are essentially reductions,.’ The reduc­
tion of physical optics to electromagnetic theory was domain-combining 
in that two theoretically structured domains of phenomena were unified 
by the reduction. The reduction of one sc ience  to another would also have 
to be domain-combining reduction,. (Actually, domain-combining reduc­
tions frequently involve both reduction, and reduction,, as I suggest in 
section IV.)

By contrast, reduction, does not involve the theoretical explanation of 
one theory by another. Not all reduction is explanation!4 Nor are reduc- 
tions2 ontological reductions in any real sense. Rather than to effect on­
tological and conceptual consolidation, the main functions of reduction, 
are justificatory and heuristic. The development of new theoretical ideas 
is heuristically guided by the requirement that these ideas yield certain 
established results as a special case (e.g., in the limit), and they are often 
quickly justified to a degree by showing that they bear a certain relation 
to a predecessor theory. It was an important confirmation of STR to show 
that it yielded CM in the correct limit. Paradigms of reduction, are the 
"domain-preserving” reductions of successor theories to their predeces­
sors. The justification derives from the fact that the reduction shows the 
successor theory to account adequately for the structured domain of phe­
nomena inherited from its successful predecessor; i.e., it is “domain­
preserving.”5 Domain-combining reductions, do not justify' a new theory 
in quite the same manner, since, in the domain-combining case, we may 
have two concurrent theories that are already independently justified. Only 
the extension of the reducing theory' to the new domain need be justified 
by the reduction. However, reduction may also provide a crucial confir­
mation of a new theory and establish its importance, as in the Maxwell 
case.

Another point of difference between the two kinds of reduction is that 
theory T, may reduce, (or partially reduce,) to T, in several different, 
noncompeting ways (e.g., as different limits are taken), whereas, strictly
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speaking, there can be only one correct way to reduce, T, to T, (since 
ontological reduction is normally involved).6

In the case of reduction, the reduced and reducing theories obviously 
must be logically compatible. Not so for reduction,. On the contrary, the 
two theories will not be logically compatible where reduction, is con­
cerned—unless we recognize reduction, as a special case of reduction, 
(see note 6). Also, given its heuristic and justificatory purposes, reduction, 
is not nearly so sensitive to meaning change as is reduction,. Thus, re­
duction, pretty' much avoids the two major objections made to Nagel’s 
treatment of reduction. In fact, reduction, provides ways of handling the 
objections. I now turn to a fuller discussion of these issues.

II | Nagel on Reduction!

Ernest Nagel’s distinction of “homogeneous” and “heterogeneous” re­
duction somewhat resembles my distinction of domain-preserving and 
domain-combining reductions and may have suggested it.7* Nagel terms 
a reduction “homogeneous” when the descriptive vocabulary of the re­
duced theory T, is a subset of the descriptive vocabulary of the reducing 
theory T,. Then T, reduces T2 just in case T, is logically derivable from 
T,. The reduction is “heterogeneous” if T, contains descriptive terms not 
in T,. In this case straightforward logical derivation is, of course, impos­
sible. Nagel's strategy, in effect, is to turn heterogeneous reduction into 
homogeneous reduction bv conjoining to T, a special set H of connective 
definitions or correlatory laws, which link all the problematic T, terms to 
items in the vocabulary of T,. However, it is T, (not the conjunction of 
T, with H) which is said to reduce T, when T, is derivable from T, H.f 
So, given H, good reasons for believing T, are good reasons for believing 
T,. In particular, once the reduction is accomplished, we no longer need 
believe that T, mentions special entities or processes not mentioned 
by T,.

Domain-combining reductions will be heterogeneous in Nagel’s 
sense. Historically distinct domains of phenomena involve different de­
scriptive vocabularies, almost by definition. And domain-combining re­
ductions must involve the logical derivation of one theory from the other 
(plus connective principles) if it is truly domain-combining, for domain­
combining reduction absorbs one theory' into another without eliminat­
ing the former as incorrect.8 This is reduction,. On the other hand,

" In the book to which Nickles is referring—The Structure of Science—Nagel uses 
the term heterogeneous to refer to the reductions that he calls inhomogeneous in 
the reading included in this volume.
t Throughout this reading, Nickles uses a dot to stand for conjunction. Thus, 
“T, ■ H” should be read as “T, and H.”
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domain-preserving reductions, of a successor theory to a predecessor are 
homogeneous, so far as terms are concerned, but will almost never be 
derivational reductions in Nagel's sense. In short, Nagel’s analysis of re­
duction is best regarded as a treatment of domain-combining reduction 
only. The initial promise of his homogeneous/heterogeneous distinction 
is lost by Nagel’s treatment of all reduction as derivational; in the final 
analysis he too casts all reduction in essentially the same mold.

Nagel’s account is thus left open to two important objections pressed 
by Feyerabend and by Kuhn.9 The first objection is the “meaning change” 
objection: passing from one theory system to another allegedly involves a 
conceptual shift so extensive that the same theoretical words do not mean 
the same thing in the two theories. (For example, ‘mass’ does not have 
the same meaning in CM and STR, since mass has very different prop­
erties in the two theories.) Therefore the claim that one theory is derivable 
from the other involves the fallacy of equivocation. It is only an illusion 
that the two theories contain the same terms.

Why not simply treat these words as distinct terms and introduce 
bridge laws like H to link them?10 If this could be done, it would turn 
apparently homogeneous reductions into heterogeneous ones and leave 
open the possibility that, because of meaning change, no two distinct 
theories contain the same descriptive vocabulary.

Although this suggestion is useful in particular cases, I believe that as 
a general strategy it concedes too much to Nagel’s critics. Since I have 
discussed the meaning-change objection more fully elsewhere,11 I shall 
here point out only that the strategy of treating all homogeneous reduc­
tions (and homogeneous parts of reductions) as heterogeneous completely 
undermines any distinction between the two kinds of reduction which 
Nagel’s terminology may have been intended to reflect. It is to treat the 
CM-STR reduction as ontological and in essential respects like the re­
duction of optics to electromagnetic theory. We could no longer dis­
tinguish domain-preserving from domain-combining reductions.

I now turn to the second main objection to Nagel’s account. This is 
the objection, stressed by Feyerabend, that reduced and reducing theories 
are nearly always logically incompatible; therefore one cannot be a logical 
consequence of the other.12 At best, it is said, reductions are only “ap­
proximative.” Although this is true, I think it is important to distinguish 
those logical incompatibilities which are historical accidents, so to speak, 
from those based on irreconcilable conceptual or theoretical differences. 
Except where alternative formulations of essentially the same theory arc- 
being investigated, and perhaps even there, it would be good fortune in­
deed if, without any adjustment of details, one theory should be logically 
derivable from another theory arrived at by a different line of research. 
But although the vagaries of historical development moderate our expec­
tation of finding such smooth logical relationships, there is sometimes no 
conceptual reason why they should not exist. Sometimes compatibility
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may be obtained by tinkering with the old theory within the confines of 
its historical conceptual framework.n And even where such modifications 
may be too extensive, we can sometimes demonstrate that one theory 
partially reduces the other. Although physical optics is not quite logically 
compatible with electromagnetic theory, the discrepancies were few and 
minor enough to handle in one of these ways. Derivational reduction 
therefore remains a useful concept.

It seems to me that, although their criticisms are legitimate and illu­
minating up to a point, Nagel’s critics tend to forget that philosophical 
models are deliberately idealized somewhat and are not intended in them­
selves to give a completely accurate representation of intellectual history. 
Unfortunately, philosophers almost inveterately forget the limitations of 
these models and, in time, come to misuse them. We do need to be 
reminded of their limitations. But it is one thing to remind us of their 
limitations and another thing to reject them as completely unilluminating. 
I would go so far as to say that Nagel’s derivational reduction is a useful 
concept even if not one single historical example perfectly exemplifies the 
pattern he describes. And I would say the same for my distinction between 
reduction, and reduction,. It is not easy to find pure forms of either type; 
but is that so surprising? I do not think so—particularly if, as philosophers 
usually do, we consider only huge, complex theory systems such as CM 
and quantum theory and neglect theory adjustments and theoretical mod­
els on a more manageable scale. Philosophical models are tools that must 
be applied with care and with attention to the special features of the 
individual case. It is just the nature of the models themselves to be some­
what idealized.

While rejecting the criticism that all claimed reductions, and partial 
reductions, fail because of logical incompatibilities of theories, I agree that 
many of them do. Prominent among the failures are reductions best con­
strued as domain-preserving reductions of successor theories to their pred­
ecessors. It is not illuminating to attempt to “correct” CM in order to 
make it logically compatible with, or partially reducible, to STR. But, 
rather than agree with Nagel’s critics that we find no reduction here, I 
prefer to recognize certain of these important nonderivational intertheo­
retic relationships as a distinct type of reduction. Reduction2 is immune 
to the logical-incompatibility objection. (It is also relatively immune to the 
meaning-change objection, since its justificatory and heuristic functions 
do not depend on exact preservation of historical meanings.)

In a broader sense, of course, reduction2 is also “derivational.” “Math­
ematical derivation,” as the phrase is commonly used, includes not only 
logical deduction but limit processes and approximations of many kinds. 
In a discussion of Feyerabend’s objection, Nagel has recently placed more 
emphasis on derivation in the wider sense, and, anyway, he has always 
been aware of some of the theoretical incompatibilities pointed out by his 
commentators.14 Nevertheless, Nagel’s earlier discussion does treat reduc-
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tion as a species of deductive explanation; and in the standard analysis of 
explanation, to which Nagel subscribes, a deductive explanation is a de­
ductive logical argument in the strict sense.15 So it is pretty clear that 
Nagel’s original analysis makes intertheoretic reduction derivational in the 
narrow, not the broad sense.

Tire existence of reduction,, the fact that some paradigm examples of 
reduction do not fit Nagel’s conditions, establishes that Nagel’s conditions 
on reduction are not necessary for (all types of) intertheoretic reduction. 
Two additional counterexamples will establish the insufficiency of Nagel’s 
conditions.

First, one may extract from Nagel’s discussion a view of the kinetic 
theory of gases as consisting of three structural components: Newtonian 
mechanics, assumptions about the nature of matter, and a body of statis­
tical assumptions.16 Nagel is at least roughly correct in this. Notice, how­
ever, that if the kinetic theory contains the laws of CM in some form as 
a proper part, then it follows from Nagel’s account of reduction that kinetic 
theory reduces CM, CM being trivially derivable from kinetic theory! This 
result is certainly counterintuitive, since mechanics always has been re­
garded as the more basic or universal theory, partly for the very reason 
that it is basic to kinetic theory and to other theories. On Nagel’s account, 
we are not able to distinguish the reduction of a theory from its theoretical 
application to special domains.17

A second counterexample, advanced by Lawrence Sklar,ls is suggested 
by the Wiedemann-Franz law, according to which the ratio of thermal to 
electrical conductivity in a metal equals the absolute temperature T mul­
tiplied by a constant.19 But if we employ the biconditional:

The electrical conductivity of a piece of metal is a
= the thermal conductivity of the metal is crT ( x  a constant)

as a correlatory law linking the vocabulary of a theory of heat conductivity 
in metals to a theory of electrical conductivity, we could derivationally 
reduce (or partially reduce) one theory to the other. Though satisfying 
Nagel’s conditions, this would not be a genuine case of reduction.

The problem is that the correlatory statements are in one sense too 
weak and in another sense too strong. They are too weak in that mere 
correlation is not enough for reduction. Sklar therefore modifies Nagel’s 
account at least this much: “the place of correlatory laws is taken by em­
pirically established identifications of two classes of entities”20 such as light 
beams and electromagnetic radiation. I shall reserve for later comment 
this suggestion and a similar one by Kenneth Schaffner.

But in another sense, Nagel’s bridge principles may become too 
strong. In his book he finds it necessary to drop his earlier assumption that 
the correlatory principles may always be expressed in biconditional form. 
We may object that, when the correlatory statements become more than
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vocabulary translation devices or identifications of entities, it becomes mis­
leading to say that it is T, that reduces 7\ rather than the expanded theory 
TfH. Since T, H contains all the terms of T2, T, H provides a homoge­
neous reduction of T2 and therefore fails to establish the superfluousness 
of T2 concepts. One has not established that the relevant domain can be 
described and explained by means ofT, and its vocabulary alone21—unless 
the vocabulary linkages in H have a purely correlator)’ character. In that 
case, we could regard H as belonging to the metatheory and regard the 
original T, as reducing T2, the reduction being carried out in the metathe­
ory.22 Nagel probably had something like this in mind.

Although these problems in Nagel’s account are worthy of more at­
tention than I can give them here, I don’t think they show Nagel’s account 
to be fundamentally misconceived.

Ill | Identificatory Reduction

In this section T shall examine Sklar’s and Schaffner’s modifications of 
Nagel’s model of reduction. Both writers stress the importance of theoret­
ical identification in reduction and urge that Nagel’s correlatory laws for 
heterogeneous reduction are too weak to avoid counterexamples like the 
Wiedemann-Franz case. Although Sklar and Schaffner are undoubtedly 
correct that full-fledged theoretical identifications form the core of many 
scientific reductions, I want to argue, first, that introducing theoretical 
identification does not completely solve Nagel’s problem; second, that 
identification raises (interesting) new problems of its own; and, finally, 
that some strong intertheoretic relationships (reductions?) do not involve 
theoretical identification in the way suggested by these authors. (This last 
point holds whether or not all reduction requires theoretical identifica­
tions.)

First, even if we replace the correlatory biconditionals of Nagel’s 
account with identificatory statements, we may still construct pseudo­
reductions like the following:

Light beams refract toward the normal upon transmission into a me­
dium of higher optical density.

Light beams are beams of electromagnetic radiation in frequency 
range R.

Therefore: Beams of electromagnetic radiation in frequency range R 
refract toward the normal upon transmission into a medium of 
higher optical density.

The first premise is a law of geometric optics, the second an identificatory 
statement; but no one would claim that we have hereby reduced a law of
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electromagnetic theory to a law of geometric optics, or that we have par­
tially reduced electromagnetic theory to geometric optics! We have here 
a general problem for the standard account of scientific explanation.2’ 
Nagel’s problem is just a special case of the explanation problem, since 
derivational reduction is regarded as the explanation of the reduced theory 
by the reducing theory.

Second, Sklar’s identificatory requirement is not as specific as it might 
be. Does Sklar intend that all vocabulary bridge principles in heteroge­
neous reduction be theoretical identifications? This would be a very strong 
requirement and would raise problems (of which he is already aware) 
concerning the identification of properties. Or is he merely claiming that 
all genuine reductions are basically ontological?—which is false. Perhaps, 
like Schaffner, he would confine identifications to the entities in the do­
mains of individuals of the two theories in question. However, this mea­
sure in itself is insufficient to rule out even the Wiedemann-Franz 
example, for both theories concern exactly the same entities (electrons, 
etc.). Still, there is a sense in which the two theories are not about the 
same things.

In any event, it is frequently very difficult to know what entities, states, 
or processes to identify with which. This problem becomes especially 
thorny when one attempts to reduce nonstatistical theories like CM or 
phenomenological thermodynamics to statistical theories like QT or sta­
tistical mechanics. We should like to identify the thermodynamical prop­
erty of temperature with the statistical property of mean kinetic energy of 
the molecules; otherwise we would be hard pressed, after the reduction, 
to say that the two theories were really about the same thing. (In short, 
we would have no reduction!) But, as Sklar himself has pointed out, there 
usually are alternative concepts of mean kinetic energy and other key 
terms available in the statistical theory, based on different ways of aver­
aging, for example (ensemble averages, time averages, etc.). Although the 
various values of mean kinetic energy are virtually the same, practically 
speaking, the theoretical concepts are not the same. The problem then is 
which statistical concept to identify with temperature. Distinct alternatives 
offer different advantages: we want our new concepts of heat, temperature, 
entropy, etc., to act as much like the old concepts as possible, but alter­
native identifications bring out different patterns of resemblance between 
the two theories. Any way we do it, the new concepts behave like the old 
in some ways but not in others, which ways depending on the prior 
identification.

I now want to point out that, in cases like that suggested by the re­
lation of CM to quantum theory (QT), we may deliberately give up the 
most natural ontological and theoretical identifications at one point in 
order to obtain a significant correlation elsewhere. Particularly in the re­
duction of theories to their successors, ontological issues are rarely the
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main concern. Scientists are here far more interested in the various formal and conceptual linkages of the theories. (These are prior to ontological questions anyway, at least in this range of cases.)Thus, it would seem more natural to connect the classical concept of particle position with the quantum-mechanical concept of position, which, though different, is far more like the classical concept than is the QT concept of the expectation  va lu e of position, a concept involving a statis­tical average over an ensemble of identically prepared systems.24 Yet when we compare the structure of the two theories, it proves far more illumi­nating to correlate classical values with quantum expectation values. The result is expressed in the well-known Ehrenfest’s theorem, which states, roughly, that any relation that appears in CM must be valid as a relation between QT expectation values. Ehrenfest’s theorem helped to justify the new QT for physical reasons as well as formal. As Jammer points out,
Ehrenfest’s affirmation of Newton’s second law in the sense of averages taken 
over the wave packet had a great appeal to many physicists and did much to 
further the acceptance of the theory. 2 5

The point is, in these contexts in which justification and heuristics are the main concerns, we deliberately forswear attempting the ontological and conceptual identification which is so essential to other forms of re­duction (though physicists did misleadingly come to think of the wave packet as a physical surrogate for the individual particle).Now one might argue that for this very reason the QT type of case should not be considered a genuine instance of reduction; and likewise for the “reduction” of CM by STR and the other troublesome counter­examples to derivational reduction.In reply, let it be clear that I am not claiming that the CM-QT case, which I just used to make a point, is an instance of reduction,, though I think the relationship sketched might be termed “reductive” in a wider sense. Such relationships merit close philosophical study; it is conceivable that som e syntactical transformations be recognized as full-fledged reduc­tions-,. At any rate, having given up the ideal of the logical consequence relation as the reduction relation, we are better prepared to handle Fey- erabend’s objection to Nagel’s account that reduction in science is nearly always approximative. Reduction is rarely a matter of simple logical rela­tionships.

IV | Approximative Reduction

Both Sklar and Schaffner are cognizant of Feyerabend’s objection. To handle approximative reduction, and perhaps meaning change as well,
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Schaffner requires not that the historical, reduced theory T2 (the “second­
ary theory”) but a “corrected secondary theory” T,* be logically derivable 
from the reducing theory T, (the “primary theory”).26 His final three con­
ditions express the relation of T2" to T,:

(3) Tj* corrects Tz in the sense of providing more accurate experimentally 
verifiable predictions than T, in almost all cases . . . , and should also indicate 
why T, was incorrect (e g., crucial variable ignored), and why it worked as 
well as it did. (4) T, should be explicable by T, in the nonformal sense that 
T, yields a deductive consequence (when supplemented by . . . [identificator)' 
statements]) T2* which bears a close similarity to T, and produces numerical 
predictions which are “very close” to T/s. Finally (5) the relations between 
T, and T2* should be one of strong analogy (144).27

Schaffner’s proposal has the merit of making reduction much more 
than a matter of logical derivation. The relation of T, to T2 is not merely 
the logical-consequence relation but a “product” of that with the analogy 
relation. But while most suggestive, the importance of the analogy relation 
of T, and T2" in Schaffner’s analysis is in another respect unfortunate in 
that (as he himself points out) the concept of analogy has itself received 
no satisfactory philosophical analysis. Here the concept of reduction, may 
be of some help. Presumably, limit relationships and the like will some­
times be useful in spelling out the analogy of Tz and T2* in particular 
cases. That is, in cases of approximative reduction, we can regard T2” as 
a (fictitious) successor theory to the historical T2, and in many of these 
cases reduction2 techniques should be useful in spelling out the analogy. 
There is no reason to think that reductions, can in all cases take over the 
work of Schaffner’s analogy relation, but when it can we shall have T, re­
ducing, T, approximatively by reducing, T2*, which in turn reduces2 to T2.

Schaffner is sensitive to the fact that general models of reduction 
cannot have built into them a set of detailed conditions sufficient to han­
dle the application of the models to all relevant historical cases. He is right 
not to attempt a general analysis of his analogy relation. What he does not 
see is that, although most historical reductions are “approximative” in 
Feyerabend’s wide sense, they are not all approximative reductions of the 
same kind, My present criticism is that Schaffner’s interesting proposal 
still is made within the Nagel framework of one general type or model of 
reduction, with the important additional idea of varied conditions of ap­
plication, Schaffner’s model is still basically derivational.

Nagel, his commentators, and his critics alike all make the mistake 
of regarding reduction, as an imperfect attempt at derivational reduction,, 
as a failure to achieve reduction,. But this view misses completely the 
point and nature of reduction,. It is misleading to label reduction, in it­
self “approximative” at all; rather, just as we distinguish perfect from ap­
proximative reduction,, we must distinguish perfect from approximative
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reduction,. Reduction, can sometimes help us analyze approximative re­
duction,, as indicated, but it can do so only by being a separate kind of 
reduction. In sum, it is simply false that any reductive relation of logically 
incompatible theories must be approximative (in the sense of failing to fit 
any general model of reduction).

Although he has made a start, I do not believe that Schaffner has 
gone far enough in de-emphasizing the importance of logical derivation 
in many reductions. Often not even the corrected secondary theory T,* 
will be derivable from X,; rather, we get T,*1 by applying limit operations 
or other transformations to the law statements of T,. We do not get a 
corrected secondary theory analogous to the historical CM by logical der­
ivation from STR. It is only by taking the limit of certain STR equations 
as the velocity of the system goes to zero (or as the maximum signal 
velocity goes to infinity) that we get the post-Einstein version of CM .2“

Another type of case in which derivation is conspicuous by its absence 
is suggested by Ehrenfest’s theorem, mentioned in section III. In this type 
of case, one theory has equations of the form a = b, c  = d, etc., while its 
successor has equations of the form (a) = (b ), (c) = (d), etc. That is, the 
relations of the variables of the first theory are valid as relations of the 
expectation values of those variables in the second theory.29 (Compare 
the construction of QT from CM equations by replacing Poisson brackets 
by commutators.) What sort of intertheoretic relation is this?

The physicist H. A. Kramers terms the similar relation expressed by 
the “generalized Ehrenfest theorem” one of “formal analogy,” and most 
writers would surely agree.50 However, philosophers like C. G. Hempel 
and Mary B. Hesse have also used a more restricted concept of “formal 
analogy” or model. Hesse speaks of formal analogy as “the one-to-one 
correspondence between different interpretations of the same formal the­
ory”51 (as in the case of acoustics and electric circuit theory); similarly, for 
Hempel two theories are “syntactically isomorphic” only if they are based 
on id e n t ic a l syntactical calculi.32 In our case, however, we are not con­
cerned with theories having the sam e formal calculus: the relation of the 
formal calculi is part of the problem! Surely the two theories are formally 
isomorphic or formally analogous in a wider sense. We can see that one 
of our idealized theories is a transformation of the other—we pass from 
the second theory to the first by the operation of replacing expectation 
values of variables by the variables themselves.33 This more general notion 
of sameness of form would seem to be of great importance in twentieth- 
century physics, with its emphasis on invariance requirements of various 
sorts. Whether or not this important type of relationship is reductive, it fits 
a now familiar pattern—that of reduction,.
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V | Reduction, Again

The following schema suggests itself. Instead of a single reduction relation 
(the logical-consequence relation), we now recognize a set of intertheo­
retic operations O, (or corresponding relations) which are reductive under 
certain conditions. Then we might write O^O^T,)] —» T2 or simply 
0 , 0 ](T1) —> T2, signifying that by performing operations O, and O, on 
theory T, we get T2. No attempt will be made to build this notational 
scheme into a general account of reduction,. It is important to keep in 
mind that only very rarely will all the equations of T2 reduce, to equations 
of Tj under the operations. ‘T f  and ‘T f  usually will stand for theory parts.’4 
Nonetheless, partial reduction of this sort remains an indispensable con­
ceptual tool in theoretical research.

To map one theory into or onto another reductively, do we sometimes 
need to perform operations on both theories, or can we always compound 
operations on the successor theory? Compounding is possible in this way 
only if the inverse of the operation on the predecessor theory exists, and 
this generally will not be the case. What, for example, is the inverse of a 
limit operation? It is conceivable that two different relativity theories be 
isomorphic only in the limit of low velocities for both. Using the inverse 
operation obviously would lead to error. Notice, however, that cases in 
which operations must be performed also on the reduced theory T, depart 
somewhat from the image underlying reduction,. Although their relation 
is interesting and may be theoretically important, we probably would not 
say the two relativity theories reduced to each other at all. (They each 
reduce to a third theory.) Since inverses of syntactical transformations do 
exist, either of two theories so related may be reduced, to the other. So 
reduction, relations may be either symmetric or asymmetric, it would 
appear.

Given two physical theories or theory parts (A) and (B), in what sci­
entifically permissible and interesting ways can we go from one to the 
other so that the relation is reductive? Logical derivation, if possible, is 
certainly legitimate. Other devices are more problematic. Mathematical 
differentiation and integration are interesting possibilities, perhaps, and 
syntactic transformations and limits are devices previously mentioned. Fre­
quently, sums are replaced by integrals, as in the transition from quantized 
to classical results. At several points in physics discrete and continuous 
treatments of the phenomena are interestingly related. I must restrict the 
discussion here to raising some questions about simple limit relationships 
and ignore the technical realities faced by the mathematical physicist.

Let us consider a particular, fictional example, which, for simplicity, 
concerns two little theories or theory parts of one sentence each:

(A) w  =  a x  +  2 y  + g (B) z = b x  +  e y  +  d
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where w, x, y, z represent “physical variables” and a, b, d, e, g , are 
numerical constants. First assume that a -  h, e  = 2. Then the two equa­
tions differ only in the addends g  and d. Suppose (A) is or belongs to 
the old theory, with g = 0, and (B) is a surprising new theory for which 
0 d  «  1. Is it legitimate to say that (B) reduces, to (A) in the limit as 
d  —> 0? If so, why is it not equally legitimate to say that (A) reduces, to
(B) in the limit as g —> d? Note that g and d  are physical constants.

Two standard ways of reducing, STR to CM are usually cited: take 
the limit of low velocities or allow the maximum signal velocity c to ap­
proach infinity. Similarly, it is sometimes claimed that the old QT partially 
reduces to CM either in the limit of high quantum numbers or as Planck’s 
constant h —> 0. It is important to notice the difference in the two limit 
procedures in each case. The first of each pair is an ordinary case of letting 
a variable approach a limit, but the second permits a con stan t to act as a 
variable approaching a limit. If we arc going to permit constants of nature,
i.e., numerical constants, to approach new values—and physicists (includ­
ing Planck and Bohr” ) sometimes do this with Planck’s constant and the 
velocity of light—there are still more interesting possibilities. Suppose that 
e  = 0 in the new theory. Can (B) reduce, to (A) by our letting e now 
approach 2? Is this any more or less justifiable than letting y  —» 0 in the 
old theory, thus reducing, (A) to (B)? Why in this case should we say that 
(A) reduces2 to (B), and not vice versa?—Simply because the limiting 
operation was performed on (A)?

One intuitively feels that if one theory becomes another when a cer­
tain limit is taken, the former is somehow a generalization of the latter, 
and hence limit reductions, unlike syntactical transformations, are asym­
metric: the general case reduces2 to the special case. But the asymmetry 
is not preserved in our case, for we previously carried through the reduc­
tion in the opposite direction; i.e., it seems that each theory can be con­
sidered a generalization of the other on exactly the same grounds! And if 
constants can be made to approach a different value, why not the coeffi­
cient 2 in (A)? By letting 2 —̂ 0  we can also eliminate the y  term. And 
by this means every equation reduces to every other—a complete triviali- 
zation of the concept of intertheoretic reduction. Any physical-constant 
coefficient can be eliminated by taking it to 1 (take additive factors to 
zero). Any expression whatever may be introduced or eliminated from an 
equation by these means. Clearly we must say that letting numerical con­
stants change value is mathematically illegitimate.

The same trivialization obviously follows also from unrestricted use of 
syntactic transformations. Under what conditions do such transformations 
and limit taking amount to genuine reductions?

I do not believe there is a general formula for reductive relationships 
any more than there is an interesting common structure to all theories: 
these are places where we must look and see—we must examine each case 
on its individual merits. Nevertheless, there are some informal observations



N i c k l e s  ■ Two C o n c e p t s  of  I n t e r t h k o r e t i c  R e d u c t i o n  | 965

we can make. For one thing, reductively related theories must concern 
the same or significantly overlapping domains of phenomena. For another 
thing, when one whole set of equations is to he reduced to another entire 
set, complete trivializations like the above are harder to come by because 
of the presence of the expressions in several members of the sets. Indeed 
the triviality of our example was exaggerated. If g is a variable on the real 
numbers while d = 2, it is possible that (A) be a generalization of (B); but 
it is then impossible that (B) also be a generalization of (A), no matter 
how the other variables and factors are related. For even if we permitted 
constants to be assigned new values (e.g., limiting values), there is no way 
of making constant d  serve as a variable. Precisely this asymmetry obtains 
between the generalized Balmer law for spectral wave lengths X., 1 /A = 
R (1/m2 -  1/n2), and the Balmer law proper, l/\ = R (1/22 -  1/n2), where 
R is Rydberg’s constant and m, n assume integral values (with some re­
strictions). The Balmer law is clearly the special case of the generalized 
law when m = 2. But there is no sense in which the general law is a 
special case of the Balmer law. Note, incidentally, that the Balmer law is 
a special case without being a limiting case of the general law. (It would 
be misleading to say that the Balmer law emerges as m approaches 2 as a 
limit.) This suggests there may be several distinct general-special case re­
lationships worth exploring.

Another consideration that will weed out many unwanted “reduc­
tions” is that we usually entertain reduction claims concerning only the 
reduction of theories to previously established theories —to respected 
predecessors. O, (T,) — > Tz is of no importance unless T2 is of some interest. 
Successful predecessor theories impose constraints on the physical varia­
bles and their mathematical relations in potential successor theories in the 
sense that any discrepancy must be accounted for. (The predecessor’s 
usual general agreement with the facts is only one reason for this.) A gas 
theory or theory of solids that did not contain the temperature variable 
could not be taken seriously, whether or not it could be easily transformed 
into an existing theory. And energy radiated from a body had better depend 
on the fourth power of the temperature of the body.

Not that a theory must be entirely successful to be a worthy precedent: 
it may be a mere “model,” deliberately oversimplified—the minimal re­
alization of a promising theory program. A good example is just the early 
statistical-mechanical models of solids and gases and their later sophisti­
cation by the successive introduction of new degrees of freedom which 
would “freeze up” at lower temperatures and “unfreeze” at higher tem­
peratures. (See note 2.)

Not surprisingly, even a predecessor theory known to be defective 
largely determines the range of admissible new proposals. This respect for 
tradition is, of course, more than blind devotion to the past, but does 
represent an element of conservatism in scientific research. Radical new 
proposals are frequently not taken seriously, and, if eventually they are, it
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is only at the cost of regarding the predecessor theory as less successful 
than we previously believed.

Finally, it is important that the reductive operations make physical 
sense. By taking the limit as temperature T goes to infinity, we may be 
able to eliminate T or a more complex factor involving T from some 
theory. But an infinite temperature does not make physical sense. Nor 
does it make physical sense to allow T to vary normally but to eliminate 
it by introducing a special new multiplicative factor to which no physical 
interpretation can be assigned and on which the limits are taken.’’6

Indeed, it makes no physical sense to permit physical constants to vary 
(h —» 0, c —» °°). But the reason it is illuminating in such cases as these 
is that these values were in a sense tacitly assumed in the predecessor 
theory or at least were compatible with it. Thus we can think of h and c 
as variables in a noncommittal metalanguage.57 The moral here is that the 
illumination that highlighting a certain relationship brings will depend 
largely upon the internal makeup of the theories concerned, upon prob­
lems to which they happen to be applied, and sometimes upon historical 
factors. One reason that tinkering with Planck’s constant is more interest­
ing and more significant than tinkering with other physical constants (and 
similarly for the velocity of light in STR) is surely that it is so fundamental 
to quantum theories that it practically has come to characterize QT state­
ments. The presence of Planck’s constant is one common way of individ­
uating classical from QT ideas.

The requirements that there be a fruitful predecessor theory and that 
the limit operations make physical sense as well as mathematical sense do 
much to solve the problem of trivialization for reduction,. The problem 
of finding reductive relations that are weak enough to be exemplified in 
real science and yet strong enough to be interesting is nothing new after 
all. Even derivational reduction faces its own peculiar form of the problem 
of trivialization,” as Nagel points out in his section on “Nonformal Con­
ditions for Reduction.”58 59

■ | Notes

1. Lack of space forces me to rely more heavily than I would wish on standard 
“textbook” examples of reduction, which are notoriously controversial.

The problem of trivialization for derivational reduction is the problem of dis­
tinguishing trivial from important scientific achievements. Mere logical deduci­
bility from some set of premises is not sufficient to render a reduction nontrivial. 
Epistemic conditions must also be satisfied. Among these are Nagel’s requirements 
that the reducing theory be empirically well confirmed and that it integrate a wide 
range of laws that had previously been accepted on independent evidential 
grounds.
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2. With few exceptions philosophers have attempted to force all scientific reduc­
tions into the same mold, the mold varying somewhat from philosopher to phi­
losopher. This uniformity of treatment is somewhat surprising in view of the fact 
that reduction takes place at different levels, each with its special problems, and 
that reduction fulfills a variety of scientific and philosophical functions. Reduction 
sometimes concerns the relation of entire scientific disciplines, sometimes theories 
within a discipline, sometimes laws and models within a single-theory framework 
(e.g., the reduction of a model of solids by a generalized model involving addi­
tional degrees of freedom, and even the reduction of Balmer’s formula for spectral 
frequencies by the generalized Balmer formula), and sometimes terms, in a sense 
(e.g., the ontological reduction of light to electromagnetic radiation or of enzymes 
to polypeptide chain structures). An example of a problem that is serious at one 
level but not at others is what I have elsewhere termed “cross-category” problems 
of explanatory failure which threaten to obstruct the reduction of some disciplines 
to others. See my [“Theory Generalization, Problem Reduction, and the Unity of 
Science,” P S A  1 9 7 4 ,  B o s to n  S tu d ie s  in  th e  P h i lo s o p h y  o f  S c ie n c e , vol. 32, ed. A. 
Michalos and R. S. Cohen (Dordrecht, Netherlands: Reidel, 1976), 31-74,] for 
discussion. See also Ernest Nagel, T h e  S t r u c t u r e  o f  S c ie n c e  (New York: Harcourt, 
Brace, &  World, 1961), pp. 399ff.
3. The distinction between domain-combining and domain-preserving reductions 
was introduced in my “Heuristics and Justification in Scientific Research,” § 3, in 
Frederick Suppe, ed., T h e  S t r u c t u r e  o f  S c ie n t i f i c  T h e o r ie s  (Urbana: Univ. of Illinois 
Press, 1973).
4. Approximative reductions, including reduction,, might be said to explain why 
the predecessor theory worked as well as it did, as several writers have pointed out.
5. Predecessor theories are rarely completely successful, and the successor is, of 
course, required to be domain-preserving only where the predecessor was success­
ful. A good example of domain-preserving reduction is the work on statistical- 
mechanical models of solids stemming from Einstein’s simple lattice model of 
1907 and similar work on models of gases. In order to account for serious devia­
tions from the predicted specific heats at temperature extremes, the models were 
generalized by introducing new degrees of freedom, the thermodynamic effects of 
which became significant only under relatively extreme conditions. Thus the re- 
ducibility of the generalized models to the earlier, partially successful models pro­
vided an easy preliminary confirmation en bloc of the new models, on the side of 
justification. And on the side of discovery, the belief that such reducibility in the 
limit must obtain, provided an obvious but powerful heuristic and plausibility 
check for the development of new theoretical models by “rational generalization” 
of the old. (On the function of reduction as confirmation, see Lawrence Sklar, 
Intertheoretical Reduction in Natural Science, unpublished doctoral dissertation, 
Princeton, 1964.)
6. It is possible for a theory to reduce, one theory and to reduce, to another theory' 
under appropriate operations. Indeed, we should expect that the relation of a 
theory to its highly successful but defective predecessor will be importantly differ­
ent from its relation to another, concurrent theory which it absorbs. In short, a 
theory may, by virtue of its reductions, be both domain-combining and domain­
preserving. Perhaps it is just because many domain-combining theories are at least



C h . 8 I n t e r t h e o r e t i c  R e d u c t i o n

partially domain-preserving that philosophers have assimilated the two kinds of 
reduction.

The two models of reduction must be applied to historical examples with 
great care. I am not advancing the simplistic view that all or even most historical 
reductions fit neatly into one or the other of the schemata. For one thing, many 
of the reductions will be partial; for another, reduction, is rarely strictly deriva­
tional, as Nagel originally seemed to think, but usually involves limits or other 
special case restrictions on some of the variables of T, — initial and boundary con­
ditions for the reduction. This suggests that we might construe reduction, as a 
special case of reduction, in which the chief transforming operation is "take the 
logical consequences.” Still, we must distinguish those cases in which the restric­
tions apply to T, variables that do not belong also to T, (in which case the two 
theories may still be logically compatible) from those cases like STR-CM in which 
the variable restricted in 7', (velocity) also belongs to T?.
7. Nagel, op cit., ch. 11. Nagel seems ro have in mind the same two reduction 
traditions that my distinction is intended to reflect.
8. Nagel apparently overlooks the fact that the correlator)' sentences H will include 
initial and boundary conditions (restrictions on T,) as well as connective defini­
tions and laws. Cf. Nagel, op. cit., p. 34, and fn 6 above.
9. P. K. Feyerabend, “Explanation, Reduction, and Empiricism,” in H. Feigl and 
G. Maxwell, eds., Minnesota Studies in the Philosophy o f  Science, vol. Ill (Min­
neapolis: Univ. of Minnesota Press, 1962). T. S. Kuhn, The Structure o f  Scientific 
Revolutions (Chicago; University Press, 1962), pp. lOOff.
10. This interesting suggestion has been advanced by Morgenbesser.
11. [“Reduktion/Reduktionismus,” in Handbuch Wissenschafts theoretischer 
Begriffe, ed. Josef Speck et al. (Goettingen: Vendenhoeck and Ruprecht, 1980), 
548-53.]
12. Several writers have pointed out that this second objection is inconsistent with 
the first: “incommensurable” theories cannot be logically incompatible.
13. Morgenbesser and Schaffner have both made this point. Schaffner speaks of 
“the corrected secondary theory” (see sec. IV below for discussion).
14. See Nagel’s "Issues in the Logic of Reductive Explanations” in H. Kiefer and 
M. Munitz, eds., Mind, Science and History (Albany: SUNY Press, 1970). Nagel 
points out the logical incompatibility of Kepler’s and Galileo’s theories with New­
ton’s in The Structure of Science, p. 58.
15. Whether deductive explanation is itself better regarded as derivational in the 
wider sense, and whether the same is true of the view that theories are deductive 
logical systems, are tales for another time.
16. Nagel writes: “The theory of gases retains the fundamental assumptions of 
Newtonian mechanics,” “. . . supplemented by a hypothesis about the molecular 
constitution of a gas” (he adds in a related passage), plus various statistical as­
sumptions (The Structure o f  Science, pp. 345ff).
17. The easiest way out of this puzzle is probably to modify slightly this conception 
of the gross structure of kinetic theory. That Nagel’s account of derivational re­
duction is in need of adjustment was pointed out in fns 6 and 8 above. Also, the



N i c k l e s  ■ Two C o n c e p t s  of  I n t e r t h e o r e t i c  R e d u c t i o n  | 969

puzzle nicely brings out the interconnection of the problems of the structure of 
scientific theories and intertheoretic reduction.
18. “Types of Inter-Theoretic Reduction,” B r it is h  j o u r n a l  fo r  th e  P h i lo s o p h y  o f  

S c ie n c e , XVIII, 2 (August 1967): 109-124. As his title indicates, Sklar is one phi­
losopher interested in distinguishing types of reduction.
19. See, for example, Arnold Somnierfeld, Thermodynamics and Statistical Me­
chanics (New York: Academic Press, 1964 edition), p. 276.
20. Sklar, op. cit., p. 120.
21. On this point see C. G. Henrpel, “Reduction: Linguistic and Ontological 
Issues,” in S. Morgenbesser et al., eds., Philosophy, Science and Method: Essays 
in Honor o f  Ernest Nagel (New York: St. Martins, 1969), p. 189; Sklar, op. cit., 
p. 119; and Nils Rolls-Hansen, “The Reduction of Biology to Physical Science,” 
Synthese, xx, 2 (August 1969): 281.
22. The theory/metatheory distinction here is context-dependent and is not in­
tended to demarcate essentially different modes of scientific inquiry. In particular, 
H will consist of empirically supported theoretical statements.
23. See my “Covering Law Explanation,” Philosophy o f  Science, [38] (1971): 
542-561, and ["Theory Generalization, Problem Reduction, and the Unity of 
Science,”] o p . c it.

24. Similarly, I am more like a particular eighteenth-century man than like the 
statistician's “average man.”
25. Max Jammer, The Conceptual Development o f  Quantum Mechanics (New 
York: McGraw-Hill, 1966), pp. 363f.
26. Kenneth Schaffner, “Approaches to Reduction,” P h ilo s o p h y  o f  S c ie n c e , [34] 
(1967): 137-147.
27. Everyone recognizes that it is no final analysis to say that the reducing theory 
explains why the reduced theory works where it does. What we are looking for is 
the mechanism involved.
28. The most that we can strictly d e riv e  from STR is c o n d i t io n a l statements like 
" I f system velocity' is negligible relative to the velocity of light, th e n . . . .”

29. The symbolism here leaves it unclear whether the expectation values of in­
dividual variables or of some combination of variables is being employed; but for 
present purposes it doesn’t matter.
30. H. A. Kramers, Quantum M e c h a n ic s  (New York: Dover, 1964), p. 111.
31. M. B. Hesse, M o d e ls  a n d  A n a lo g ie s  i n  S c ie n c e  (London: Sheed & Ward,
1963), p. 75.
32. C. G. Heinpel, A s p e c ts  o f  S c ie n t i f i c  E x p la n a t io n  (New York: Free Press, 1965), 
p. 436.
33. I am not against saying that this sort of relationship amounts to modeling the 
successor theory on the predecessor, although it differs from other cases of mod­
eling in which the two theories have the same formalism but concern entirely 
different domains of phenomena. But the very diversity of kinds of models makes 
it relatively unilluminating to introduce model talk at this point.
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34. Alternatively, the arrow can be interpreted as mapping into T,. Actually, we 
should distinguish two senses in which a reduction, can be complete: when every 
sentence of T, is mapped to a (any) sentence of 7', and when every sentence of 
T2 has a sentence of T, mapped to it. There are two corresponding ways in which 
a reduction may be incomplete or partial.
35. For example, Jammer, o p . c i t . , p. 109, quotes Planck as saying in his V o r le ­

s u n g e n  ü b e r  d ie  T h e o r ie  d e  W ä r m e s t r a h lu n g ,  “The classical theory can simply be 
characterized by the fact that the quantum of action becomes infinitesimally 
small.”
36. Although “physical sense” is an important consideration, idealization, some­
times to the point of inconsistency (e.g., point masses, point particles), plays a 
central role in theoretical research. For a thorough discussion of this point, see 
Dudley Shapere, “Notes toward a Post-Positivistic Interpretation of Science,” in 
P. Achinstein and S. Barker, eds., T h e  L e g a c y  o f  L o g ic a l  P o s it iv is m  (Baltimore: 
Johns Hopkins Press, 1969).
37. For further discussion of limit relationships, the reader is referred to 
M. Strauss, “Intertheory Relations,” in P. Weingartner and G. Zecha, eds., I n d u c ­

t io n , P h y s ic s , a n d  E th ic s  (Dordrecht: D. Reidel, 1970), which became known to 
me after this paper was written. Strauss points out that when constants are taken 
to limits, they are being regarded as variables in the metatheory. This must be 
correct, but, of course, does not in itself explain our reluctance to treat other 
constants in the same way.
38. Nagel, T h e  S t r u c t u r e  o f  S c ie n c e , p. 358.
39. 1 wish to thank Professors C. G. llempel and Richard Grandy of Princeton 
University and my colleagues, Professors F. L. Will and Frederick Suppe, for help­
ful comments on earlier drafts.
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1953 andA U Tha  
A  Tale o f Two Sciences

“Must we geneticists become bacteriologists, physiological chemists and physi­
cists, simultaneously with being zoologists and botanists? Let us hope so."

-H . J. Muller, 1922'

1 | The Problem

Toward the end of their paper announcing the molecular structure of 
DNA, James Watson and Francis Crick remark, somewhat laconically, that 
their proposed structure might illuminate some central questions of ge­
netics.2 Thirty years have passed since Watson and Crick published their 
famous discovery. Molecular biology has indeed transformed our under­
standing of heredity. The recognition of the structure of DNA, the un­
derstanding of gene replication, transcription and translation, the cracking 
of the genetic code, the study of gene regulation, these and other break­
throughs have combined to answer many of the questions that baffled 
classical geneticists. Muller’s hope—expressed in the early days of classical 
genetics—has been amply fulfilled.

Yet the success of molecular biology and the transformation of clas­
sical genetics into molecular genetics bequeath a philosophical problem. 
There are two recent theories which have addressed the phenomena of 
heredity. One, c la ss ica l g en etics , stemming from the studies of T. H. Mor­
gan, his colleagues and students, is the successful outgrowth of the Men- 
delian theory of heredity rediscovered at the beginning of this century. 
The other, m olecu la r g en e tic s , descends from the work of Watson and 
Crick. What is the relationship between these two theories? How does the 
molecular theory illuminate the classical theory? How exactly has Muller’s 
hope been fulfilled?

There used to be a popular philosophical answer to the problem posed 
in these three connected questions: classical genetics has been reduced to 
molecular genetics. Philosophers of biology inherited the notion of reduc­
tion from general discussions in philosophy of science, discussions which 
usually center on examples from physics. Unfortunately attempts to apply

From Philosophical Review 93 (1984): 335—73.
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this notion in the case of genetics have been vulnerable to cogent criti­
cism. Even after considerable tinkering with the concept of reduction, one 
cannot claim that classical genetics has been (or is being) reduced to 
molecular genetics.3 However, the antireductionist point is typically neg­
ative.4 It denies the adequacy of a particular solution to the problem of 
characterizing the relation between classical genetics and molecular ge­
netics. It does not offer an alternative solution.

My aim in this paper is to offer a different perspective on intertheo­
retic relations. The plan is to invert the usual strategy. Instead of trying to 
force the case of genetics into a mold, which is alleged to capture impor­
tant features of examples in physics, or resting content with denying that 
the material can be forced, I shall try to arrive at a view of the theories 
involved and the relations between them that will account for the almost 
universal idea that molecular biology has done something important for 
classical genetics. In so doing, I hope to shed some light on the general 
questions of the structure of scientific theories and the relations which 
may hold between successive theories. Since my positive account presup­
poses that something is wrong with the reductionist treatment of the case 
of genetics, I shall begin with a diagnosis of the foibles of reductionism. 2

2 | What’s Wrong with Reductionism?

Ernest Nagel’s classic treatment of reduction5 can be simplified for our 
purposes. Scientific theories are regarded as sets of statements.6 To reduce 
a theory T2 to a theory T,, is to deduce the statements of T2 from the 
statements of T,. If there are nonlogical expressions which appear in the 
statements of T2, but do not appear in the statements of T,, then we are 
allowed to supplement the statements of T, with some extra premises con­
necting the vocabulary of T, with the distinctive vocabulary of T, (so- 
called bridge principles). Intertheoretic reduction is taken to be important 
because the statements which are deduced from the reducing theory are 
supposed to be explained by this deduction.

Yet, as everyone who has struggled with the paradigm cases from phys­
ics knows all too well, the reductions of Galileo’s law to Newtonian me­
chanics and of the ideal gas laws to the kinetic theory do not exactly fit 
Nagel’s model. Study of these examples suggests that, to reduce a theory 
T, to a theory T,, it suffices to deduce the laws of T2 from a suitably 
modified version of T,. possibly augmented with appropriate extra prem­
ises.7 Plainly, this sufficient condition is dangerously vague.81 shall tolerate 
its vagueness, proposing that we understand the issue of reduction in ge­
netics by using the examples from physics as paradigms of what “suitable 
modifications” and “appropriate extra premises” are like. Reductionists 
claim that the relation between classical genetics and molecular biology
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is sufficiently similar to the intertheoretical relations exemplified in the 
examples from physics to count as the same type of thing: to wit, as in 
tertheoretical reduction.

It may seem that the reductionist thesis has now become so amor­
phous that it will be immune to refutation. But this is incorrect. Even 
when we have amended the classical model of reduction so that it can 
accommodate the examples that originally motivated it, the reductionist 
claim about genetics requires us to accept three theses:

R1 Classical genetics contains general laws about the transmission of 
genes which can serve as the conclusions of reductive derivations.

R2 The distinctive vocabulary of classical genetics (predicates like ©  
is a gene’, ©  is dominant with respect to © ’) can be linked to 
the vocabulary of molecular biology by bridge principles.

R3 A derivation of general principles about the transmission of genes 
from principles of molecular biology would explain why the laws 
of gene transmission hold (to the extent that they do).

I shall argue that each of the theses is false, offering this as my diagnosis 
of the ills of reductionism.

Before offering my criticisms, it may help to explain why reductionism 
presupposes (R1)-(R3). If the relation between classical genetics and mo­
lecular biology is to be like that between the theory of ideal gases and the 
kinetic theory (say), then we are going to need to find general principles, 
identifiable as the central laws of classical genetics, which can serve as the 
conclusions of reductive derivations. (We need counterparts for the Boyle- 
Charles law.) These will be general principles about genes, and, because 
classical genetics seems to be a theory about the inheritance of character­
istics, the only likely candidates are laws describing the transmission of 
genes between generations. [So reductionism leads to (Rl).j If we are to 
derive such laws from molecular biology, then there must be bridge 
principles connecting the distinctive vocabulary figuring in the laws of 
gene transmission (presumably expressions like ©  is a gene’, and perhaps 
©  is dominant with respect to (2)’) with the vocabulary of molecular bi­
ology. [Hence (R2).[ Finally, if the derivations are to achieve the goal of 
intertheoretical reduction then they must explain the laws of gene trans­
mission. [(R3).[

Philosophers often identify theories as small sets of general laws. How­
ever, in the case of classical genetics, the identification is difficult and 
those who debate the reducibility of classical genetics to molecular biology 
often proceed differently. David Hull uses a characterization drawn from 
Dobzhansky: classical genetics is “concerned with gene differences; the 
operation employed to discover a gene is hybridization: parents differing 
in some trait are crossed and the distribution of the trait in hybrid progeny
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is observed.”9 This is not unusual in discussions of reduction in genetics. 
It is much easier to identify classical genetics by referring to the subject 
matter and to the methods of investigation, than it is to provide a few 
sentences that encapsulate the content of the theory.

Why is this? Because when we read the major papers of the great 
classical geneticists or when we read the textbooks in which their work is 
summarized, we find it hard to pick out any laws about genes. These 
documents are full of informative statements. Together, they tell us an 
enormous amount about the chromosomal arrangement of particular 
genes in particular organisms, about the effect on the phenotype of various 
mutations, about frequencies of recombination, and so forth.“1 In some 
cases, we might explain the absence of formulations of general laws about 
genes (and even of reference to such laws) by suggesting that these things 
are common knowledge. Yet that hardly accounts for the nature of the 
textbooks or of the papers that forged the tools of classical genetics.

If we look back to the pre-Morgan era, we do find two general state­
ments about genes, namely Mendel’s Laws (or “Rules”). Mendel’s second 
law states that, in a diploid organism which produces haploid gametes, 
genes at different loci will be transmitted independently; so, for example, 
if A, a and B, b are pairs of alleles at different loci, and if an organism is 
heterozygous at both loci, then the probabilities that a gamete will receive 
any of the four possible genetic combinations, AB, Ab, aB, ab, are all 
equal.11 Once it was recognized that genes are (mostly) chromosomal seg­
ments, (as biologists discovered soon after the rediscovery of Mendel’s 
laws), we understand that the law will not hold in general: alleles which 
are on the same chromosome (or, more exactly, close together on the 
same chromosome) will tend to be transmitted together because (ignoring 
recombination)12 one member of each homologous pair is distributed to 
a gamete.13

Now it might seem that this is not very important. We could surely 
find a correct substitute for Mendel’s second law by restricting the law so 
that it only talks about genes on nonhonrologous chromosomes. Unfor­
tunately, this will not quite do. There can be interference with normal 
cytological processes so that segregation of nonhomologous chromosomes 
need not be independent.14 However, my complaint about Mendel’s sec­
ond law is not that it is incorrect: many sciences use laws that are clearly 
recognized as approximations. Mendel’s second law, amended or una­
mended, simply becomes irrelevant to subsequent research in classical 
genetics.

We envisaged amending Mendel’s second law by using elementary 
principles of cytology, together with the identification of genes as chro­
mosomal segments, to correct what was faulty in the unamended law. It 
is the fact that the application is so easy and that it can be carried out far 
more generally that makes the “law” it generates irrelevant. We can un­
derstand the transmission of genes by analyzing the cases that interest us
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from a cytological perspective—by proceeding from “first principles,” as it 
were. Moreover, we can adopt this approach whether the organism is hap­
loid, diploid or polyploid, whether it reproduces sexually or asexually, 
whether the genes with which we are concerned are or are not on ho­
mologous chromosomes, whether or not there is distortion of independent 
chromosomal segregation at meiosis. Cytology not only teaches us that the 
second law is false; it also tells us how to tackle the problem at which the 
second law was directed (the problem of determining frequencies for pairs 
of genes in gametes). The amended second law is a restricted statement 
of results obtainable using a general technique. What figures largely in 
genetics after Morgan is the technique, and this is hardly surprising when 
we realize that one of the major research problems of classical genetics 
has been the problem of discovering the distribution of genes on the same 
chromosome, a problem which is beyond the scope of the amended law.

Let us now turn from (Rl) to (R2), assuming, contrary to what has 
just been argued, that we can identify the content of classical genetics 
with general principles about gene transmission. (Let us even suppose, for 
the sake of concreteness, that the principles in question are Mendel’s 
laws—amended in whatever way the reductionist prefers.) To derive these 
principles from molecular biology, we need a bridge principle. I shall 
consider first statements of the form

(*) (x) (x is a gene ■*-*■ Mx)

where ‘Mx’ is an open sentence (possibly complex) in the language of 
molecular biology. Molecular biologists do not offer any appropriate state­
ment. Nor do they seem interested in providing one. I claim that no 
appropriate bridge principle can be found.

Most genes are segments of DNA. (There are some organisms— 
viruses—whose genetic material is RNA; I shall henceforth ignore them.) 
Thanks to Watson and Crick, we know the molecular structure of DNA. 
Hence the problem of providing a statement of the above form becomes 
that of saying, in molecular terms, which segments of DNA count as genes.

Genes come in different sizes, and, for any given size, we can find 
segments of DNA of that size that are not genes. Therefore genes cannot 
be identified as segments of DNA containing a particular number of nu­
cleotide pairs. Nor will it do to give a molecular characterization of those 
codons (triplets of nucleotides) that initiate and terminate transcription, 
and take a gene to be a segment of DNA between successive initiating 
and terminating codons. In the first place, mutation might produce a sin­
gle allele containing within it codons for stopping and restarting transcrip­
tion.15 Secondly, and much more importantly, the criterion is not general 
since not ever)' gene is transcribed on mRNA.

The latter point is worth developing. Molecular geneticists recognize 
regulatory genes as well as structural genes. To cite a classic example, the
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operator region in the la c operon of E. co li serves as a site for the attach­
ment of protein molecules, thereby inhibiting transcription of mRNA and 
regulating enzyme production.16 Moreover, it is becoming increasingly 
obvious that genes are not always transcribed, but play a variety of roles 
in the economy of the cell.17

At this point, the reductionist may try to produce a bridge principle 
by brute force. Trivially, there are only a finite number of terrestrial or­
ganisms (past, present and future) and only a finite number of genes. Each 
gene is a segment of DNA with a particular structure and it would be 
possible, in principle, to provide a detailed molecular description of that 
structure. We can now give a molecular specification of the gene by enu­
merating the genes and disjoining the molecular descriptions.18 The point 
made above, that the segments which we count as genes do not share any 
structural property can now be put more precisely: any instantiation of (*) 
which replaces ‘M’ by a structural predicate from the language of molec­
ular biology will insert a predicate that is essentially disjunctive.

Wiry does this matter? Let us imagine a reductionist using the enu- 
merative strategy to deduce a general principle about gene transmission. 
After great labor, it is revealed that all actual genes satisfy the principle. I 
claim that more than this is needed to reduce a law  about gene transmis­
sion. We envisage laws as sustaining counterfactuals, as applying to ex­
amples that might have been but which did not actually arise. To reduce 
the law it is necessary to show how possible but nonactual genes would 
have satisfied it. Nor can we achieve the reductionist’s goal by adding 
further disjuncts to the envisaged bridge principle. For although there are 
only finitely many a ctu a l genes, there are indefinitely many genes which 
m igh t have arisen.

At this point, the reductionist may protest that the deck has been 
stacked. There is no need to produce a bridge principle of the form (*). 
Recall that we are trying to derive a general law about the transmission of 
genes, whose paradigm is Mendel’s second law. Now the gross logical form 
of Mendel’s second law is:

(1) M  (y) ((Gx & Gy) - »  Axy).

We might hope to obtain this from statements of the forms

(2) (x) (Gx —» Mx)

(3) (x) (y) ((Mx & My) —» Axy)

where ‘Mx’ is an open sentence in the language of molecular biology. 
Now there will certainly be true statements of the form (2): for example, 
we can take ‘Mx’ as ‘x is composed of DNA [or] x is composed of RNA’. 
The question is whether we can combine some such statement with other
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appropriate premises—for example, some instance of (3)—so as to derive, 
and thereby explain (1). No geneticist or molecular biologist has advanced 
any suitable premises, and with good reason. We discover true statements 
of the form (2) by hunting for weak necessary conditions on genes, con­
ditions which have to be met by genes but which are met by hordes of 
other biological entities as well. We can only hope to obtain weak nec­
essary conditions because of the phenomenon that occupied us previously: 
from the molecular standpoint, genes are not distinguished by any 
common structure. Trouble will now arise when we try to show that the 
weak necessary condition is jointly sufficient for the satisfaction of the 
property (independent assortment at meiosis) that we ascribe to genes. 
The difficulty is illustrated by the example given above. If we take ‘Mx’ 
to be ‘x is composed of DNA [or] x is composed of RNA’ then the chal­
lenge will be to find a general law governing the distribution of all seg­
ments of DNA and RNA!

I conclude that (R2) is false. Reductionists cannot find the bridge 
principles they need, and the tactic of abandoning the form (*) for some­
thing weaker is of no avail. I shall now consider (R3). Let us concede 
both of the points that I have denied, allowing that there are general laws 
about the transmission of genes and that bridge principles are forthcoming. 
I claim that exhibiting derivations of the transmission laws from principles 
of molecular biology and bridge principles would not explain the laws, 
and, therefore, would not fulfill the major goal of reduction.

As an illustration, I shall use the envisaged amended version of Men­
del’s second law. Why do genes on nonhomologous chromosomes assort 
independently? Cytology provides the answer. At meiosis, chromosomes 
line up with their homologues. It is then possible for homologous chro­
mosomes to exchange some genetic material, producing pairs of recom­
binant chromosomes. In the meiotic division, one member of each 
recombinant pair goes to each gamete, and the assignment of one member 
of one pair to a gamete is probabilistically independent of the assignment 
of a member of another pair to that gamete. Genes which occur close on 
the same chromosome are likely to be transmitted together (recombination 
is not likely to occur between them), but genes on nonhomologous chro­
mosomes will assort independently.

This account is a perfectly satisfactory explanation of why our envis­
aged law is true to the extent that it is. (We recognize how the law could 
fail if there were some unusual mechanism linking particular nonhomo­
logous chromosomes.) To emphasize the adequacy of the explanation is 
not to deny that it could be extended in certain ways. For example, we 
might want to know more about the mechanics of the process by which 
the chromosomes are passed on to the gametes. In fact, cytology provides 
such information. However, appeal to molecular biology would not 
deepen our understanding of the transmission law. Imagine a successful 
derivation of the law from principles of chemistry and a bridge principle
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of the form (*). In charting the details of the molecular rearrangements 
the derivation would only blur the outline of a simple cytological story, 
adding a welter of irrelevant detail. Genes on nonhoinologous chromo­
somes assort independently because nonhomologous chromosomes are 
transmitted independently at meiosis, and, so long as we recognize this, 
we do not need to know what the chromosomes are made of.

In explaining a scientific law, L, one often provides a deduction of L 
from other principles. Sometimes it is possible to explain some of the 
principles used in the deduction by deducing them, in turn, from further 
laws. Recognizing the possibility of a sequence of deductions tempts us to 
suppose that we could produce a better explanation of L by combining 
them, producing a more elaborate derivation in the language of our ulti­
mate premises. But this is incorrect. What is relevant for the purposes of 
giving one explanation may be quite different from what is relevant for 
the purposes of explaining a law used in giving that original explanation. 
This general point is illustrated by the case at hand. We begin by asking 
why genes on nonhomologous chromosomes assort independently. The 
simple cytological story' rehearsed above answers the question. That story 
generates further questions. For example, we might inquire why nonho­
mologous chromosomes are distributed independently at meiosis. To an­
swer this question we would describe the formation of the spindle and the 
migration of chromosomes to the poles of the spindle just before meiotic 
division.19 Once again, the narrative would generate yet further questions. 
Why do the chromosomes “condense” at prophase? How is the spindle 
formed? Perhaps in answering these questions we would begin to intro­
duce the chemical details of the process. Yet simply plugging a molecular 
account into the narratives offered at the previous stages would decrease 
the explanatory power of those narratives. What is relevant to answering 
our original question is the fact that nonhomologous chromosomes assort 
independently. What is relevant to the issue of why nonhomologous chro­
mosomes assort independently is the fact that the chromosomes are not 
selectively oriented toward the poles of the spindle. (We need to eliminate 
the doubt that, for example, the paternal and maternal chromosomes be­
come separated and aligned toward opposite poles of the spindle.) In nei­
ther case are the molecular details relevant. Indeed, adding those details 
would only disguise the relevant factor.

There is a natural reductionist response. The considerations of the 
last paragraphs presuppose far too subjective a view of scientific explana­
tion. After all, even if we become lost in the molecular details, beings who 
are cognitively more powerful than we could surely recognize the explan­
atory force of the envisaged molecular derivation. However, this response 
misses a crucial point. The molecular derivation forfeits something 
important.

Recall the original cytological explanation. It accounted for the trans­
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mission of genes by identifying meiosis as a process of a particular kind: 
a process in which paired entities (in this case, homologous chromosomes) 
are separated by a force so that one member of each pair is assigned to a 
descendant entity (in this case, a gamete). Let us call processes of this 
kind PS-processes. I claim first that explaining the transmission law requires 
identifying PS-processes as forming a natural kind to which processes of 
meiosis belong, and second that PS-processes cannot be identified as a 
kind from the molecular point of view.

If we adopt the familiar covering law account of explanation, then we 
shall view the cytological narrative as invoking a law to the effect that 
processes of meiosis are PS-processes and as applying elementary princi­
ples of probability to compute the distribution of genes to gametes from 
the laws that govern PS-processes. If the illumination provided by the 
narrative is to be preserved in a molecular derivation, then we shall have 
to be able to express the relevant laws as laws in the language of molecular 
biology, and this will require that we be able to characterize PS-processes 
as a natural kind from the molecular point of view. The same conclusion, 
to wit that the explanatory power of the cytological account can be pre­
served only if we can identify PS-processes as a natural kind in molecular 
terms, can be reached in analogous ways if we adopt quite different ap­
proaches to scientific explanation—for example, if we conceive of expla­
nation as specifying causally relevant properties or as fitting phenomena 
into a unified account of nature.

However, PS-processes are heterogeneous from the molecular point 
of view. There are no constraints on the molecular structures of the entities 
which are paired or on the ways in which the fundamental forces combine 
to pair them and to separate them. The bonds can be forged and broken 
in innumerable ways: all that matters is that there be bonds that initially 
pair the entities in question and that are subsequently (somehow) broken. 
In some cases, bonds may be formed directly between constituent mole­
cules of the entities in question; in others, hordes of accessory molecules 
may be involved. In some cases, the separation may occur because of the 
action of electromagnetic forces or even of nuclear forces; but it is easy 
to think of examples in which the separation is effected by the action of 
gravity. I claim, therefore, that PS-processes are realized in a motley of 
molecular ways. (I should note explicitly that this conclusion is indepen­
dent of the issue of whether the reductionist can find bridge principles for 
the concepts of classical genetics.)

We thus obtain a reply to the reductionist charge that we reject the 
explanatory power of the molecular derivation simply because we antici­
pate that our brains will prove too feeble to cope with its complexities.2" 
The molecular account objectively fails to explain because it cannot bring 
out that feature of the situation which is highlighted in the cytological 
story. It cannot show us that genes are transmitted in the ways that we
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find them to be because meiosis is a PS-process and because any PS- 
process would give rise to analogous distributions. Thus (R3)—like (Rl) 
and (R2) — is false.

3 | The Root of the Trouble

Where did we go wrong? Here is a natural suggestion. The most funda­
mental failure of reductionism is the falsity of (Rl). Lacking an account 
of theories which could readily be applied to the cases of classical genetics 
and molecular genetics, the attempt to chart the relations between these 
theories was doomed from the start. If we are to do better, we must begin 
by asking a preliminary question: what is the structure of classical genetics?

I shall follow this natural suggestion, endeavoring to present a picture 
of the structure of classical genetics which can be used to understand the 
intertheoretic relations between classical and molecular genetics.21 As we 
have seen, the main difficulty in trying to axiomatize classical genetics is 
to decide what body of statements one is attempting to axiomatize. The 
history of genetics makes it clear that Morgan, Muller, Sturtevant, Beadle, 
McClintock, and others have made important contributions to genetic 
theory. But the statements occurring in the writings of these workers seem 
to be far too specific to serve as parts of a general theory. They concern 
the genes of particular kinds of organisms—primarily paradigm organisms, 
like fruit flies, bread molds, and maize. The idea that classical genetics is 
simply a heterogeneous set of statements about dominance, recessiveness, 
position effect, nondisjunction, and so forth, in Drosophila, Zea mays, E. 
coli, Neurospora, etc. flies in the face of our intuitions. The statements 
advanced by the great classical geneticists seem more like illustrations of 
the theory than com ponents of it. (To know classical genetics it is not 
necessary to know the genetics of any particular organism, not even Dro­
sophila m elanogaster.) But the only alternative seems to be to suppose that 
there are general laws in genetics, never enunciated by geneticists but 
reconstructible by philosophers. At the very least, this supposition should 
induce the worry that the founders of the field, and those who write the 
textbooks of today, do a singularly bad job.

Our predicament provokes two main questions. First, if we focus on 
a particular time in the history of classical genetics, it appears that there 
will be a set of statements about inheritance in particular organisms, which 
constitutes the corpus which geneticists of that time accept: what is the 
relationship between this corpus and the version of classical genetic theory 
in force at the time? (In posing this question, I assume, contrary to fact, 
that the community of geneticists was always distinguished by unusual 
harmony of opinion; it is not hard to relax this simplifying assumption.) 
Second, we think of genetic theory as something that persisted through



various versions: what is the relation among the versions of classical genetic 
theory accepted at different times (the versions of 1910, 1930, and 1950, 
for example) which makes us want to count them as versions of the same 
theory?

We can answer these questions by amending a prevalent conception 
of the way in which we should characterize the state of a science at a 
time. The corpus of statements about the inheritance of characteristics 
accepted at a given time is only one component of a much more com­
plicated entity that I shall call the practice of classical genetics at that time. 
There is a common language used to talk about hereditary phenomena, 
a set of accepted statements in that language (the corpus of beliefs about 
inheritance mentioned above), a set of questions taken to be the appro­
priate questions to ask about hereditary phenomena, and a set of patterns 
of reasoning which are instantiated in answering some of the accepted 
questions; (also: sets of experimental procedures and methodological rules, 
both designed for use in evaluating proposed answers; these may be ig­
nored for present purposes). The practice of classical genetics at a time is 
completely specified by identifying each of the components just listed.22

A pattern of reasoning is a sequence of schem atic sentences, that is 
sentences in which certain items of nonlogical vocabulary have been re­
placed by dummy letters, together with a set of filling instructions which 
specify how substitutions are to be made in the schemata to produce rea­
soning which instantiates the pattern.25 This notion of pattern is intended 
to explicate the idea of the common structure that underlies a group of 
problem-solutions.*

The foregoing definitions enable us to answer the two main questions 
I posed above. Beliefs about the particular genetic features of particular 
organisms illustrate or exemplify the version of genetic theory in force at 
the time in the sense that these beliefs figure in particular problem- 
solutions generated by the current practice. Certain patterns of reasoning 
are applied to give the answers to accepted questions, and, in making the 
application, one puts forward claims about inheritance in particular or­
ganisms. Classical genetics persists as a single theory with different versions 
at different times in the sense that different practices are linked by a chain 
of practices along which there arc relatively small modifications in lan­
guage, in accepted questions, and in the patterns for answering questions. 
In addition to this condition of historical connection, versions of classical 
genetic theory are bound by a common structure: each version uses certain
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* For more on patterns of reasoning and their role in Kitcher’s view of theoretical 
explanation as unification, see Philip Kitcher, “Explanatory Unification and the 
Causal Structure of the World,” in P. Kitcher and W. C. Salmon, eds., S c ie n t i f ic  

E x p la n a t io n ,  M in n e s o t a  S tu d ie s  in  th e  P h i lo s o p h y  o f  S c ie n c e , vol. 13 (Minneapolis: 
University of Minnesota Press, 1989), 410-505, and Philip Kitcher, T h e  A d v a n c e ­
m e n t  o f  S c ie n c e  (Oxford: Oxford University Press, 1993), ch. 2.
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expressions to characterize hereditary phenomena, accepts as important 
questions of a particular form, and offers a general style of reasoning for 
answering those questions. Specifically, throughout the career of classical 
genetics, the theory is directed toward answering questions about the dis­
tribution of characteristics in successive generations of a genealogy, and it 
proposes to answer those questions by using the probabilities of chromo­
some distribution to compute the probabilities of descendant genotypes.

The approach to classical genetics embodied in these answers is sup­
ported by reflection on what beginning students learn. Neophytes are not 
taught (and never have been taught) a few fundamental theoretical laws 
from which genetic “theorems” are to be deduced. They are introduced 
to some technical terminology, which is used to advance a large amount 
of information about special organisms. Certain questions about heredity 
in these organisms are posed and answered. Those who understand the 
theory are those who know what questions are to be asked about hitherto 
unstudied examples, who know how to apply the technical language to 
the organisms involved in these examples, and who can apply the patterns 
of reasoning which are to be instantiated in constructing answers. More 
simply, successful students grasp general patterns of reasoning which they 
can use to resolve new cases.

I shall now add some detail to my sketch of the structure of classical 
genetics, and thereby prepare the way for an investigation of the relations 
between classical genetics and molecular genetics. The initial family of 
problems in classical genetics, the family from which the field began, is 
the family of ped igr ee  problems. Such problems arise when we confront 
several generations of organisms, related by specified connections of de­
scent, with a given distribution of one or more characteristics. The ques­
tion that arises may be to understand the given distribution of phenotypes, 
or to predict the distribution of phenotypes in the next generation, or to 
specify the probability that a particular phenotype will result from a par­
ticular mating. In general, classical genetic theory answers such questions 
by making hypotheses about the relevant genes, their phenotypic effects 
and their distribution among the individuals in the pedigree. Each version 
of classical genetic theory contains one or more problem-solving patterns 
exemplifying this general idea, but the detailed character of the pattern is 
refined in later versions, so that previously recalcitrant cases of the problem 
can be accommodated.

Each case of a pedigree problem can be characterized by a set of 
data, a set of constraints, and a question. In any example, the data are 
statements describing the distribution of phenotypes among the organisms 
in a particular pedigree, or a diagram conveying the same information. 
The level of detail in the data may vary widely: at one extreme we may 
be given a full description of the interrelationships among all individuals 
and the sexes of all those involved; or the data may only provide the 
numbers of individuals with specific phenotypes in each generation; or,
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with minimal detail, we may simply be told that from crosses among in­
dividuals with specified phenotypes a certain range of phenotypes is found.

The constraints on the problem consist of general cytological infor­
mation and descriptions of the chromosomal constitution of members of 
the species. The former will include the thesis that genes are (almost 
always)24 chromosomal segments and the principles that govern meiosis. 
The latter may contain a variety of statements. It may be pertinent to know 
how the species under study reproduces, how sexual dimorphism is re­
flected at the chromosomal level, the chromosome number typical of the 
species, what loci are linked, what the recombination frequencies are, and 
so forth. As in the case of the data, the level of detail (and thus of strin­
gency) in the constraints can vary widely.

Lastly, each problem contains a question that refers to the organisms 
described in the data. The question may take several fonns: “What is the 
expected distribution of phenotypes from a cross between a and b?” (where 
a, b are specified individuals belonging to the pedigree described by the 
data), “What is the probability that a cross between a and b will produce 
an individual having P?” (where a, b are specified individuals of the ped­
igree described by the data and P is a phenotypic property manifested in 
this pedigree), “Why do we find the distribution of phenotypes described 
in the data?” and others.

Pedigree problems are solved by advancing pieces of reasoning that 
instantiate a small number of related patterns. In all cases the reasoning 
begins from a g en etic hypothesis. The function of a genetic hypothesis is 
to specify the alleles that are relevant, their phenotypic expression, and 
their transmission through the pedigree. From that part of the genetic 
hypothesis that specifies the genotypes of the parents in any mating that 
occurs in the pedigree, together with the constraints on the problem, one 
computes the expected distribution of genotypes among the offspring. Fi­
nally, for any mating occurring in the pedigree, one shows that the ex­
pected distribution of genotypes among the offspring is consistent with the 
assignment of genotypes given by the genetic hypothesis.

The form of the reasoning can easily be recognized in examples— 
examples that are familiar to anyone who has ever looked at a textbook or 
a research report in genetics.25 What interests me is the style of reasoning 
itself. The reasoning begins with a genetic hypothesis that offers four kinds 
of information: (a) Specification of the number of relevant loci and the 
number of alleles at each locus; (b) Specification of the relationships be­
tween genotypes and phenotypes; (c) Specification of the relations be­
tween genes and chromosomes, of facts about the transmission of 
chromosomes to gametes (for example, resolution of the question whether 
there is disruption of normal segregation) and about the details of zygote 
formation; (d) Assignment of genotypes to individuals in the pedigree. 
After showing that the genetic hypothesis is consistent with the data and 
constraints of the problem, the principles of cytology and the laws of prob­
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ability are used to compute expected distributions of genotypes from 
crosses. The expected distributions are then compared with those assigned 
in part (d) of the genetic hypothesis.26

Throughout the career of classical genetics, pedigree problems are 
addressed and solved by carrying out reasoning of the general type just 
indicated. Each version of classical genetic theory contains a pattern for 
solving pedigree problems with a method for computing expected geno­
types which is adjusted to reflect the particular form of the genetic hy­
potheses that it sanctions. Thus one way to focus the differences among 
successive versions of classical genetic theory is to compare their concep­
tions of the possibilities for genetic hypotheses. As genetic theory develops, 
there is a changing set of conditions on admissible genetic hypotheses. 
Prior to tire discovery of polygeny and pleiotropy (for example), part (a) 
of any adequate genetic hypothesis was viewed as governed by the require­
ment that there would be a one-one correspondence between loci and 
phenotypic traits.27 After the discovery of incomplete dominance and epis- 
tasis, it was recognized that part (b) of an adequate hypothesis might take 
a form that had not previously been allowed: one is not compelled to 
assign to the heterozygote a phenotype assigned to one of the homozygotes, 
and one is also permitted to relativize the phenotypic effect of a gene to 
its genetic environment.28 Similarly, the appreciation of phenomena of 
linkage, recombination, nondisjunction, segregation distortion, meiotic 
drive, unequal crossing over, and crossover suppression, modify conditions 
previously imposed on part (c) of any genetic hypothesis. In general, we 
can take each version of classical genetic theory to be associated with a 
set of conditions (usually not formulated explicitly) which govern admis­
sible genetic hypotheses. While a general form of reasoning persists 
through the development of classical genetics, the patterns of reasoning 
used to resolve cases of the pedigree problem are constantly fine-tuned as 
geneticists modify their views about what forms of genetic hypothesis are 
allowable.

So far I have concentrated exclusively on classical genetic theory as 
a family of related patterns of reasoning for solving the pedigree problem. 
It is natural to ask if versions of the theory contain patterns of reasoning 
for addressing other questions. I believe that they do. The heart of the 
theory is the theory of g en e transmission, the family of reasoning patterns 
directed at the pedigree problem. Out of this theory grow other subtheo­
ries. The theory of g en e mapping offers a pattern of reasoning which ad­
dresses questions about the relative positions of loci on chromosomes. It 
is a direct result of Sturtevant’s insight that one can systematically inves­
tigate the set of pedigree problems associated with a particular species. In 
turn, the theory of gene mapping raises the question of how to identify 
mutations, issues which are to be tackled by the theory o f  mutation. Thus 
we can think of classical genetics as having a central theory, the theory of 
gene transmission, which develops in the ways I have described above,
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surrounded by a number of satellite theories that are directed at questions 
arising from the pursuit of the central theory. Some of these satellite the­
ories (for example, the theory of gene mapping) develop in the same con­
tinuous fashion. Others, like the theory of mutation, are subject to rather 
dramatic shifts in approach.

4 I Molecular Genetics and Classical Genetics

Armed with some understanding of the structure and evolution of classical 
genetics, we can finally return to the question with which we began. What 
is the relation between classical genetics and molecular genetics? When 
we look at textbook presentations and the pioneering research articles that 
they cite, it is not hard to discern major ways in which molecular biology 
has advanced our understanding of hereditary phenomena. We can readily 
identify particular molecular explanations which illuminate issues that 
were treated incompletely, if at all, from the classical perspective. What 
proves puzzling is the connection of these explanations to the theory of 
classical genetics. I hope that the account of the last section will enable 
us to make the connection.

I shall consider three of the most celebrated achievements of mo­
lecular genetics. Consider first the question of replication. Classical ge­
neticists believed that genes can replicate themselves. Even before the 
experimental demonstration that all genes are transmitted to all the so­
matic cells of a developing embryo, geneticists agreed that normal pro­
cesses of mitosis and meiosis must involve gene replication. Muller’s 
suggestion that the central problem of genetics is to understand how mu­
tant alleles, incapable of performing wild-type functions in producing the 
phenotype, are nonetheless able to replicate themselves, embodies this 
consensus. Yet classical genetics had no account of gene replication. A 
molecular account was an almost immediate dividend of the Watson-Crick 
model of DNA.

Watson and Crick suggested that the two strands of the double helix 
unwind and each strand serves as the template for the formation of a 
complementary strand. Because of the specificity' of the pairing of nucle­
otides, reconstruction of DNA can be unambiguously directed by a single 
strand. This suggestion has been confirmed and articulated by subsequent 
research in molecular biology.29 The details are more intricate than Wat­
son and Crick may originally have believed, but the outline of their story 
stands.

A second major illumination produced by molecular genetics con­
cerns the characterization of mutation. When we understand the gene as 
a segment of DNA we recognize the ways in which mutant alleles can be 
produced. “Copying errors” during replication can cause nucleotides to
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be added, deleted or substituted. These changes will often lead to alleles 
that code for different proteins, and which are readily recognizable as 
mutants through their production of deviant phenotypes, However, mo­
lecular biology makes it clear that there can be hidden  mutations, muta­
tions that arise through nucleotide substitutions that do not change the 
protein produced by a structural gene (the genetic code is redundant) or 
through substitutions that alter the form of the protein in trivial ways. The 
molecular perspective provides us with a general answer to the question, 
“What is a mutation?” namely that a mutation is the modification of a 
gene through insertion, deletion or substitution of nucleotides. This gen­
eral answer yields a basic method for tackling (in principle) questions of 
form, “Is a a mutant allele?” namely a demonstration that a arose through 
nucleotide changes from alleles that persist in the present population. The 
method is frequently used in studies of the genetics of bacteria and bac­
teriophage, and can sometimes be employed even in inquiries about more 
complicated organisms. So, for example, there is good biochemical evi­
dence for believing that some alleles which produce resistance to pesti­
cides in various species of insects arose through nucleotide changes in the 
alleles naturally predominating in the population.30

I have indicated two general ways in which molecular biology answers 
questions that were not adequately resolved by classical genetics. Equally 
obvious are a large number of more specific achievements. Identification 
of the molecular structures of particular genes in particular organisms has 
enabled us to understand why those genes combine to produce the phe­
notypes they do. One of the most celebrated cases is that of the normal 
allele for the synthesis of human hemoglobin and the mutant allele that 
is responsible for sickle-cell anemia.31 The hemoglobin molecule—whose 
structure is known in detail—is built up from four amino-acid chains (two 
“a-chains” and two “(3-chains”). The mutant allele results from substitu­
tion of a single nucleotide with the result that one amino acid is different 
(the sixth amino acid in the (3-chains). This slight modification causes a 
change in the interactions of hemoglobin molecules: deoxygenated mutant 
hemoglobin molecules combine to form long fibres. Cells containing the 
abnormal molecule become deformed after they have given up their oxy­
gen, and because they become rigid, they can become stuck in narrow 
capillaries, if they give up their oxygen too soon. Individuals who are 
homozygous for the mutant gene are vulnerable to experience blockages 
of blood flow. However, in heterozygous individuals, there is enough nor­
mal hemoglobin in blood cells to delay the time of formation of the dis­
torting fibres, so that the individual is physiologically normal.

This example is typical of a broad range of cases, among which are 
some of the most outstanding achievements of molecular genetics. In all 
of the cases, we replace a simple assertion about the existence of certain 
alleles which give rise to various phenotypes with a molecular character­
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ization of those alleles from which we can derive descriptions of the phe­
notypes previously attributed.

1 claim that the successes of molecular genetics which I have just 
briefly described—and which are among the accomplishments most em­
phasized in the biological literature—can be understood from the per­
spective on theories that I have developed above. The three examples 
reflect three different relations among successive theories, all of which are 
different from the classical notion of reduction (and the usual modifica­
tions of it). Let us consider them in turn.

The claim that genes can replicate does not have the status of a central 
law of classical genetic theory.’2 It is not something that figures promi­
nently in the explanations provided by the theory' (as, for example, the 
Boyle-Charles law is a prominent premise in some of the explanations 
yielded by phenomenological thermodynamics). Rather, it is a claim that 
classical geneticists took for granted, a claim presupposed by explanations, 
rather than an explicit part of them. Prior to the development of molecular 
genetics that claim had come to seem increasingly problematic. If genes 
can replicate, how do they manage to do iti’ Molecular genetics answered 
the worrying question. It provided a theoretical demonstration of the pos­
sibility of an antecedently problematic presupposition of classical genetics.

We can say that a theory presupposes a statement p if there is some 
problem-solving pattern of the theory, such that every instantiation of the 
pattern contains statements that jointly imply the truth of p. Suppose that, 
at a given stage in the development of a theory, scientists recognize an 
argument from otherwise acceptable premises which concludes that it is 
impossible that p. Then the presupposition p is problematic for those sci­
entists. What they would like would be an argument showing that it is 
possible that p  and explaining what is wrong with the line of reasoning 
which appears to threaten the possibility of p. If a new theory generates 
an argument of this sort, then we can say that the new theory gives a 
theoretical demonstration of the possibility of an antecedently problematic 
presupposition of the old theory.

A less abstract account will help us to see what is going on in the 
case of gene replication. Very frequently, scientists take for granted in their 
explanations some general property of entities that they invoke. Their as­
sumption can come to seem problematic if the entities in question are 
supposed to belong to a kind, and there arises a legitimate doubt about 
whether members of the kind can have the property attributed. A milder 
version of the problem arises if, in all cases in which the question of 
whether things of the general kind have the property can be settled by 
appealing to background theory, it turns out that the answer is negative. 
Under these circumstances, the scientists are committed to regarding their 
favored entities as unlike those things of the kind which are amenable to 
theoretical study with respect to the property under discussion. The situ­
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ation is worse if background theory provides an argument for thinking that 
no things of the kind can have the property.

Consider now the case of gene replication. For any problem-solution 
offered by any version of the theory of gene transmission (the central 
subtheory of classical genetic theory), that problem-solution will contain 
sentences implying that the alleles which it discusses are able to replicate. 
Classical genetics presupposes that a large number of identifiable genes 
can replicate. This presupposition was always weakly problematic because 
genes were taken to be complicated molecules and, in all cases in which 
appeal to biochemistry could be made to settle the issue of whether a 
molecular structure was capable of replication, the issue was decided in 
the negative. Muller exacerbated the problem by suggesting that mutant 
alleles are damaged molecules (after all, many of them were produced 
through x-ray bombardment, an extreme form of molecular torture). So 
there appeared to be a strong argument against the possibility that any 
mutant allele can replicate. After the work of Watson, Crick, Kornberg, 
and others, there was a theoretical demonstration of the allegedly prob­
lematic possibility. One can show that genes can replicate by showing that 
any segment of DNA (or RNA) can replicate. (DNA and RNA are the 
genetic materials. Establishing the power of the genetic material to repli­
cate bypasses the problem of deciding which segments are genes. Thus 
the difficulties posed by the falsity of [R2] are avoided.) The Watson-Crick 
model provides a characterization of the (principal) genetic material, and 
when this description is inserted into standard patterns of chemical rea­
soning one can generate an argument whose conclusion asserts that, under 
specified conditions, DNA replicates. Moreover, given the molecular char­
acterization of DNA and of mutation, it is possible to see that although 
mutant alleles are “damaged” molecules, the kind of damage (insertion, 
deletion or substitution of nucleotides) does not affect the ability of the 
resultant molecule to replicate.

Because theoretical demonstrations of the possibility of antecedently 
problematic presuppositions involve derivation of conclusions of one the­
ory from the premises supplied by a background theory, it is easy to assim­
ilate them to the classical notion of reduction. However, on the account 
I have offered, there are two important differences. First, there is no com­
mitment to the thesis that genetic theory can be formulated as (the de­
ductive closure of) a conjunction of laws. Second, it is not assumed that 
all general statements about genes are equally in need of molecular 
derivation. Instead, one particular thesis, a thesis that underlies all the 
explanations provided by classical genetic theory, is seen as especially prob­
lematic, and the molecular derivation is viewed as addressing a specific 
problem that classical geneticists had already perceived. Where the reduc­
tionist identifies a general benefit in deriving all the axioms of the reduced 
theory, I focus on a particular derivation of a claim that has no title as an 
axiom of classical genetics, a derivation which responds to a particular
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explanatory difficulty of which classical geneticists were acutely aware. The 
reductionist’s global relation between theories does not obtain between 
classical and molecular genetics, but something akin to it does hold be­
tween special fragments of these theories.53

The second principal achievement of molecular genetics, the account 
of mutation, involves a conceptual refinement of prior theory. Later the­
ories can be said to provide conceptual refinements of earlier theories 
when the later theory yields a specification of entities that belong to the 
extensions of predicates in the language of the earlier theory, with the 
result that the ways in which the referents of these predicates are fixed are 
altered in accordance with the new specifications. Conceptual refinement 
may occur in a number of ways. A new theory may supply a descriptive 
characterization of the extension of a predicate for which no descriptive 
characterization was previously available; or it may offer a new description 
which makes it reasonable to amend characterizations that had previously 
been accepted.54 In the case at hand, the referent of many tokens o f ‘mu­
tant allele’ was initially fixed through the description “chromosomal seg­
ment producing a heritable deviant phenotype.” After Bridges’s discovery 
of unequal crossing-over at the Bar locus in Drosophila, it was evident to 
classical geneticists that this descriptive specification covered cases in 
which the internal structure of a gene was altered and cases in which 
neighboring genes were transposed. Thus it was necessary to retreat to the 
less applicable description “chromosomal segment producing a heritable 
deviant phenotype as the result of an internal change within an allele.” 
Molecular genetics offers a precise account of the internal changes, with 
the result that the description can be made more informative: mutant 
alleles are segments of DNA that result from prior alleles through deletion, 
insertion, or substitution of nucleotides. This re-fixing of the referent of 
‘mutant allele’ makes it possible in principle to distinguish cases of mu­
tation from cases of recombination, and thus to resolve those controversies 
that frequently arose from the use of ‘mutant allele’ in the later days of 
classical genetics.35

Finally, let us consider the use of molecular genetics to illuminate 
the action of particular genes. Here we again seem to find a relationship 
that initially appears close to the reductionist’s ideal. Statements that are 
invoked as premises in particular problem-solutions—statements that as­
cribe particular phenotypes to particular genotypes—are derived from 
molecular characterizations of the alleles involved. On the account of 
classical genetics offered in Section 3, each version of classical genetic 
theory includes iri its schema for genetic hypotheses a clause which relates 
genotypes to phenotypes. . . . Generalizing from the hemoglobin example, 
we might hope to discover a pattern of reasoning within molecular ge­
netics that would generate as its conclusion the schema for assigning phe­
notypes to genotypes.

It is not hard to characterize the relation just envisioned. Let us say
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that a theory T 1 provides an explanatory’ extension of a theory T just in 
case there is some problem-solving pattern of T one of whose schematic 
premises can be generated as the conclusion of a problem-solving pattern 
of T'. When a new theory provides an explanatory extension of an old 
theory, then particular premises occurring in explanatory derivations given 
by the old theory can themselves be explained by using arguments fur­
nished by the new theory, However, it does not follow that the explana­
tions provided by the old theory can be improved by replacing the 
premises in question with the pertinent derivations. What is relevant for 
the purposes of explaining some statement S may not be relevant for the 
purposes of explaining a statement S' which figures in an explanatory 
derivation of S.

Even though reductionism fails, it may appear that we can capture 
part of the spirit of reductionism by deploying the notion of explanatory 
extension. The thesis that molecular genetics provides an explanatory ex­
tension of classical genetics embodies the idea of a global relationship 
between the two theories, while avoiding two of the three troubles that 
were found to beset reductionism. That thesis does not simply assert that 
some specific presupposition of classical genetics (for example, the claim 
that genes are able to replicate) can be derived as the conclusion of a 
molecular argument, but offers a general connection between premises of 
explanatory derivations in classical genetics and explanatory arguments 
from molecular genetics. It is formulated so as to accommodate the fail­
ure of (Rl) and to honor the picture of classical genetics developed in 
Section 3. Moreover, the failure of (R2) does not affect it. If we take the 
hemoglobin example as a paradigm, we can justifiably contend that the 
explanatory extension does not require any general characterization of 
genes in molecular terms. All that is needed is the possibility of deriving 
phenotypic descriptions from molecular characterizations of the structures 
of particular genes. Thus, having surmounted two hurdles, our modified 
reductionist thesis is apparently within sight of success.

Nevertheless, even born-again reductionism is doomed to fall short of 
salvation. Although it is true that molecular genetics belongs to a cluster 
of theories which, taken together, provide an explanatory extension of clas­
sical genetics, molecular genetics, on its own, cannot deliver the goods. 
There are some cases in which the ancillary' theories do not contribute to 
the explanation of a classical claim about gene action. In such cases, the 
classical claim can be derived and explained by instantiating a pattern 
drawn from molecular genetics. The example of human hemoglobin pro­
vides one such case. But this example is atypical.

Consider the way in which the hemoglobin example works. Specifi­
cation of the molecular structures of the normal and mutant alleles, to­
gether with a description of the genetic code, enables us to derive the 
composition of normal and mutant hemoglobin. Application of chemistry 
then yields descriptions of the interactions of the proteins. With the aid
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of some facts about human blood cells, one can then deduce that the 
sickling effect will occur in abnormal cells, and, given some facts about 
human physiology, it is possible to derive the descriptions of the pheno­
types. There is a clear analogy here with some cases from physics. The 
assumptions about blood cells and physiological needs seem to play the 
same role as the boundary conditions about shapes, relative positions and 
velocities of planets that occur in Newtonian derivations of Kepler’s laws. 
In the Newtonian explanation we can see the application of a general 
pattern of reasoning—the derivation of explicit equations of motion from 
specifications of the forces acting—which yields the general result that a 
body under the influence of a centrally directed inverse square force will 
travel in a conic section; the general result is then applied to the motions 
of the planets by incorporating pieces of astronomical information. Simi­
larly, the derivation of the classical claims about the action of the normal 
and mutant hemoglobin genes can be seen as a purely chemical derivation 
of the generation of certain molecular structures and of the interactions 
among them. The chemical conclusions are then applied to the biological 
system under consideration by introducing three “boundary conditions”: 
first, the claim that the altered molecular structures only affect develop­
ment to the extent of substituting a different molecule in the erythrocytes 
(the blood cells that transport hemoglobin); second, a description of the 
chemical conditions in the capillaries; and third, a description of the ef­
fects upon the organism of capillary blockage.

The example is able to lend comfort to reduction ism precisely be­
cause of an atypical feature. In effect, one concentrates on the differences  
among the phenotypes, takes for granted the fact that in all cases devel­
opment will proceed normally to the extent of manufacturing erythro­
cytes—which are, to all intents and purposes, simply sacks for containing 
hemoglobin molecules—and compares the difference in chemical effect 
of the cases in which the erythrocytes contain different molecules. The 
details o f  the process o f  d eve lopm en t can  b e  ignored. However, it is rare for 
the effect of a mutation to be so simple. Most structural genes code for 
molecules whose presence or absence make subtle differences. Thus, typ­
ically, a mutation will affect the distribution of chemicals in the cells of 
a developing embryo. A likely result is a change in the timing of intra­
cellular reactions, a change that may, in turn, alter the shape of the cell. 
Because of the change of shape, the geometry of the embryonic cells may 
be modified. Cells that usually come into contact may fail to touch. Be­
cause of this, some cells may not receive the molecules necessary to switch 
on certain batteries of genes. Hence the chemical composition of these 
cells will be altered. And so it goes.’6

Quite evidently, in examples like this, (which include most of the 
cases in which molecular considerations can be introduced into embry­
ology) the reasoning that leads us to a description of the phenotype asso­
ciated with a genotype will be much more complicated than that found
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in the hemoglobin case. It will not simply consist in a chemical deriva­
tion adapted with the help of a few boundary conditions furnished by 
biology. Instead, we shall encounter a sequence of subarguments: molec­
ular descriptions lead to specifications of cellular properties, from these 
specifications we draw conclusions about cellular interactions, and from 
these conclusions we arrive at further molecular descriptions. There is 
clearly a pattern of reasoning here which involves molecular biology 
and which extends the explanations furnished by classical genetics by 
showing how phenotypes depend upon genotypes—but I think it would 
be folly to suggest that the extension is provided by molecular genetics 
alone.

In Section 2, we discovered that the traditional answer to the philo­
sophical question of understanding the relation that holds between mo­
lecular genetics and classical genetics, the reductionist’s answer, will not 
do. Section 3 attempted to build on the diagnosis of the ills of reduction- 
ism, offering an account of the structure and evolution of classical genetics 
that would improve on the picture offered by those who favor traditional 
approaches to the nature of scientific theories. In the present section, I 
have tried to use the framework of Section 3 to understand the relations 
between molecular genetics and classical genetics. Molecular genetics has 
done something important for classical genetics, and its achievements can 
be recognized by seeing them as instances of the intertheoretic relations 
that I have characterized. Thus I claim that the problem from which we 
began is solved.

So what? Do we have here simply a study of a particular case—a case 
which has, to be sure, proved puzzling for the usual accounts of scientific 
theories and scientific change? I hope not. Although the traditional ap­
proaches may have proved helpful in understanding some of the well-worn 
examples that have been the stock-in-trade of twentieth century philosophy 
of science, I believe that the notion of scientific practice sketched in Sec­
tion 3 and the intertheoretic relations briefly characterized here will both 
prove helpful in analyzing the structure of science and the growth of 
scientific knowledge even in those areas o f  sc ien ce where traditional views 
have seem ed most su cce s s fu l? 7 Hence the tale of two sciences which I have 
been telling is not merely intended as a piece of local history that fills a 
small but troublesome gap in the orthodox chronicles. I hope that it in­
troduces concepts of general significance in the project of understanding 
the growth of science.

5 | Anti-Reductionism and the Organization of Nature

One loose thread remains. The history of biology is marked by continuing 
opposition between reductionists and anti-reductionists. Reductionism
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thrives on exploiting the charge that it provides the only alternative to the 
mushy incomprehensibility of vitalism. Anti-reductionists reply that their 
opponents have ignored the organismic complexity of nature. Given the 
picture painted above, where does this traditional dispute now stand?

I suggest that the account of genetics which I have offered will enable 
reductionists to provide a more exact account of what they claim, and will 
thereby enable anti-reductionists to be more specific about what they are 
denying. Reductionists and anti-reductionists agree in a certain minimal 
physicalism. To my knowledge, there are no major figures in contempo­
rary biology who dispute the claim that each biological event, state or 
process is a complex physical event, state, or process. The most intricate 
part of ontogeny or phylogeny involves countless changes of physical state. 
What antireductionists emphasize is the organization of nature and the 
“interactions among phenomena at different levels.” The appeal to organ­
ization takes two different forms. When the subject of controversy is the 
proper form of evolutionary theory, then anti-reductionists contend that it 
is impossible to regard all selection as operating at the level of the gene.38 
What concerns me here is not this area of conflict between reductionists 
and their adversaries, but the attempt to block claims for the hegemony 
of molecular studies in understanding the physiology, genetics, and de­
velopment of organisms.39

A sophisticated reductionist ought to allow that, in the current practice 
of biology, nature is divided into levels which form the proper provinces 
of areas of biological study: molecular biology, cytology, histology, physi­
ology, and so forth. Each of these sciences can be thought of as using 
certain language to formulate the questions it deems important and as 
supplying patterns of reasoning for resolving those questions. Reductionists 
can now set forth one of two main claims. The stronger thesis is that the 
explanations provided by any biological theories can be reformulated in 
the language of molecular biology and be recast so as to instantiate the 
patterns of reasoning supplied by molecular biology. The weaker thesis is 
that molecular biology provides an explanatory extension of the other bi­
ological sciences.

Strong reductionism falls victim to the considerations that were ad­
vanced against (R3). The distribution of genes to gametes is to be ex­
plained, not by rehearsing the gory details of the reshuffling of the 
molecules, but through the observation that chromosomes are aligned in 
pairs just prior to the meiotic division, and that one chromosome from 
each matched pair is transmitted to each gamete. We may formulate this 
point in the biologists’ preferred idiom by saying that the assortment of 
alleles is to be understood at the cytological level. What is meant by this 
description is that there is a pattern of reasoning which is applied to derive 
the description of the assortment of alleles and which involves predicates 
that characterize cells and their large-scale internal structures. That pattern 
of reasoning is to be objectively preferred to the molecular pattern which
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would be instantiated by the derivation that charts that complicated re­
arrangements of individual molecules because it can be applied across a 
range of cases which would look heterogeneous from a molecular per­
spective. Intuitively, the cytological pattern makes connections which are 
lost at the molecular level, and it is thus to be preferred.

So far, anti-reductionism emerges as the thesis that there are au ton ­
omous levels o f  b io log ica l  explanation. Anti-reductionism construes the cur­
rent division of biology not simply as a temporary feature of our science 
stemming from our cognitive imperfections but as the reflection of levels 
of organization in nature. Explanatory patterns that deploy the concepts 
of cytology will endure in our science because we would foreswear sig­
nificant unification (or fail to employ the relevant laws, or fail to identify 
the causally relevant properties) by attempting to derive the conclusions 
to which they are applied using the vocabulary and reasoning patterns of 
molecular biology. But the autonomy thesis is only the beginning of anti- 
reductionism. A stronger doctrine can be generated by opposing the 
weaker version of sophisticated reductionism.

In Section 4, I raised the possibility that molecular genetics may be 
viewed as providing an explanatory extension of classical genetics through 
deriving the schematic sentence that assigns phenotypes to genotypes from 
a molecular pattern of reasoning. This apparent possibility fails in an in­
structive way. Anti-reductionists are not only able to contend that there 
are autonomous levels of biological explanation. They can also resist the 
weaker reductionist view that explanation always flows from the molecular 
level up. Even if reductionists retreat to the modest claim that, while there 
are autonomous levels of explanation, descriptions of cells and their con­
stituents are always explained in terms of descriptions about genes, de­
scriptions of tissue geometry are always explained in terms of descriptions 
of cells, and so forth, anti-reductionists can resist the picture of a unidi­
rectional flow of explanation. Understanding the phenotypic manifestation 
of a gene, they will maintain, requires constant shifting back and forth 
across levels. Because developmental processes are complex and because 
changes in the timing of embryological events may produce a cascade of 
effects at several different levels, one sometimes uses descriptions at higher 
levels to explain what goes on at a more fundamental level.

For example, to understand the phenotype associated with a mutant 
limb-bud allele, one may begin by tracing the tissue geometry to an un­
derlying molecular structure. The molecular constitution of the mutant 
allele gives rise to a nonfunctional protein, causing some abnormality in 
the internal structures of cells. The abnormality is reflected in peculiarities 
of cell shape, which, in turn, affects the spatial relations among the cells 
of the embryo. So far we have the unidirectional flow of explanation which 
the reductionist envisages. However, the subsequent course of the expla­
nation is different. Because of the abnormal tissue geometry, cells that are 
normally in contact fail to touch; because they do not touch, certain im-
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portant molecules, which activate some batteries of genes, do not reach 
crucial cells; because the genes in question are not “switched on” a 
needed morphogen is not produced; the result is an abnormal morphology 
in the limb.

Reductionists may point out, quite correctly, that there is some very 
complex molecular description of the entire situation. The tissue geometry 
is, after all, a configuration of molecules. But this point is no more relevant 
than the comparable claim about the process of meiotic division in which 
alleles are distributed to gametes. Certain genes are not expressed because 
of the geometrical structure of the cells in the tissue: the pertinent cells 
are too far apart. However this is realized at the molecular level, our 
explanation must bring out the salient fact that it is the presence of a gap 
between cells that are normally adjacent that explains the nonexpression 
of the genes. As in the example of allele transmission at meiosis, we lose 
sight of the important connections by attempting to treat the situation from 
a molecular point of view. As before, the point can be sharpened by con­
sidering situations in which radically different molecular configurations 
realize the crucial feature of the tissue geometry: situations in which het­
erogeneous molecular structures realize the breakdown of communication 
between the cells.

Hence, embryology provides support for the stronger anti-reductionist 
claim. Not only is there a case for the thesis of autonomous levels of 
explanation, but we find examples in which claims at a more fundamental 
level (specifically, claims about gene expression) are to be explained in 
terms of claims at a less fundamental level (specifically, descriptions of the 
relative positions of pertinent cells). Two anti-reductionist biologists put 
the point succinctly:

. . .  a developmental program is not to be viewed as a linearly organized 
causal chain from genome to phenotype. Rather, morphology emerges as a 
consequence of an increasingly complex dialogue between cell populations, 
characterized by their geometric continuities, and the cells’ genomes, char­
acterized by their states of gene activity.40

A corollary is that the explanations provided by the “less fundamental” 
biological sciences are not extended by molecular biology alone.

It would be premature to claim that I have shown how to reformulate 
the anti-reductionist appeals to the organization of nature in a completely 
precise way. My conclusion is that, to the extent that we can make sense 
of the present explanatory structure within biology—that division of the 
field into subfields corresponding to levels of organization in nature—we 
can also understand the anti-reductionist doctrine. In its minimal form, it 
is the claim that the commitment to several explanatory levels does not 
simply reflect our cognitive limitations; in its stronger form, it is the thesis 
that some explanations oppose the direction of preferred reductionistic
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explanation. Reductionists should not dismiss these doctrines as incom­
prehensible mush unless they are prepared to reject as unintelligible the 
biological strategy of dividing the field (a strategy which seems to me well 
understood, even if unanalyzed).

The examples I have given seem to support both anti-reductionist 
doctrines. To clinch the case, further analysis is needed. The notion of 
explanatory levels obviously cries out for explication, and it would be il­
luminating to replace the informal argument that the unification of our 
beliefs is best achieved by preserving multiple explanatory levels with an 
argument based on a more exact criterion for unification. Nevertheless, I 
hope that 1 have said enough to make plausible the view that, despite the 
immense value of the molecular biology that Watson and Crick launched 
in 1953, molecular studies cannot cannibalize the rest of biology. Even if 
geneticists must become “physiological chemists” they should not give up 
being embryologists, physiologists, and cytologists.41
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netics to Molecular Biology,” Philosophy of Science 46 (1979), pp. 389-406 and 
in Ernst Mayr, The Growth of Biological Thought (Cambridge, Mass.: Harvard 
University Press, 1982), pp. 59-63.
4. Typically, though not invariably. In a suggestive essay, “Reductive Explanation: 
A Functional Account,” (R. S. Cohen et al. op. cit. pp. 671-710), William Wim-
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satt offers a number of interesting ideas about intertheoretic relations and the case 
of genetics. Also provocative are Nancy Maull’s “Unifying Science Without Re­
duction,” S t u d ie s  in  th e  H is to ry  a n d  P h i lo s o p h y  o f  S c ie n c e  8 (1977), pp. 143-171; 
and Lindley Darden and Nancy Maull, “Interficld Theories,” P h ilo s o p h y  o f  

S c ie n c e  44 (1977), pp. 43-64. My chief complaint about the works 1 have cited 
is that unexplained technical notions—“mechanisms,” “levels,” “domain,” “field,” 
“theory”—are invoked (sometimes in apparently inconsistent ways), so that no pre­
cise answer to the philosophical problem posed in the text is ever given. Never­
theless, I hope that the discussion of the later sections of this paper will help to 
articulate more fully some of the genuine insights of these authors, especially lliose 
contained in Wimsatt’s rich essay.
5. E. Nagel, T h e  S t r u c t u r e  o f  S c ie n c e  (New York: Hareourt Brace, 1961), Chapter
11. A simplified presentation can be found in Chapter 8 of C. G. Hempel, P h i ­

lo s o p h y  o f  N a t u r a l  S c ie n c e  (Englewood Cliffs, N.J.: Prentice-Hall, 1966).
6. Quite evidently, this is a weak version of what was once the “received view” of 
scientific theories, articulated in the works of Nagel and Hempel cited in the 
previous note. A sustained presentation and critique of the view is given in the 
Introduction to F. Suppe, ed., T h e  S t r u c t u r e  o f  S c ie n t i f i c  T h e o r ie s  (Urbana: Uni­
versity of Illinois Press, 1973). The fact that the standard model of reduction pre­
supposes the thesis that theories are reasonably regarded as sets of statements has 
been noted by Clark Glymour, “On Some Patterns of Reduction,” P h ilo s o p h y  o f  

S c ie n c e  36 (1969), pp. 340-353, 342; and by Jerry Fodor (T h e  L a n g u a g e  o f  

T h o u g h t , New York: Crowell, 1975, p. 11, footnote 10). Glymour endorses the 
thesis; Fodor is skeptical about it
7. Philosophers often suggest that, in reduction, one derives c o rre c te d  laws of the 
reduced theory from an u n m o d if ie d  reducing theory. But this is not the way things 
go in the paradigm cases: one doesn’t correct Galileo’s law by using New tonian 
mechanics; instead, one neglects “insignificant terms” in the Newtonian equation 
of motion for a body falling under the influence of gravity; similarly, in deriving 
the Boyle-Charles law from kinetic theory (or statistical mechanics), it is standard 
to make idealizing assumptions about molecules, and so obtain the exact version 
of the Boyle-Charles law; subsequently, corrected versions are generated by “sub­
tracting” the idealizing procedures. Although he usually views reduction as deriv­
ing a corrected version of the reduced theory, Sehaffner notes that reduction might 
sometimes proceed by modifying the reducing theory (“Approaches to Reduction,” 
p. 138; “The Watson-Crick Model and Reductionism” p. 322). In fact, the point 
was already made by Nagel, op. cit.
8. In part, because modification might produce an inconsistent theory that would 
permit the derivation of anything. In part, because of the traditionally vexing prob­
lem of the proper form for bridge principles in heterogeneous reductions in phys­
ics. The former problem is discussed in Glymour, op. cit., p. 352 and in Dudley 
Shapere, “Notes towards a Post-Positivistic Interpretation of Science” (P. Achin- 
stein and S. Barker, eds. T h e  L e g a c y  o f  L o g ic a l  P o s it iv is m , Baltimore: Johns Hop­
kins University Press, 1971). For discussion of the latter issue, see Larry Sklar, 
“Types of Inter-Theoretic Reduction,” B r it is h  J o u r n a l  f o r  th e  P h i lo s o p h y  o f  S c ie n c e  

18 (1967), pp. 109-124; Robert Causey, “Attribute Identities in Microreductions,”
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journal o f  Philosophy 69 (1972), pp. 407-422; and Berent Eng, “Identity State­
ments and Micro-Reductions,” Journal o f  Philosophy 73 (1976), pp. 285-306. The 
concerns that I shall raise are orthogonal to these familiar areas of dispute.
9. Hull, Philosophy o f  Biological Science, p. 23, adapted from Theodosius Dob- 
zhansky, Genetics o f  the Evolutionary Process (New York: Columbia University 
Press, 1970), p. 167. Similarly molecular genetics is said to have the task of 
“discovering how molecularly characterized genes produce proteins which 
in turn combine to form gross phenotypic traits” (Hull ibid.-, see also James D. 
Watson, Molecular Biology o f  the Gene, Menlo Park, Ca., W. A. Benjamin, 1976, 
p. 54).
10. The phenotype/genotype distinction was introduced to differentiate the ob­
servable characteristics of an organism from the underlying genetic factors. In 
subsequent discussions the notion of phenotype has been extended to include 
properties which are not readily observable (for example, the capacity of an or­
ganism to metabolize a particular amino acid). The expansion of the concept of 
phenotype is discussed in my paper “Genes,” British Journal for the Philosophy o f  
Science 33 (1982), pp. 337-359.
11. A locus is the place on a chromosome occupied by a gene. Different genes 
which can occur at the same locus are said to be alleles. In diploid organisms, 
chromosomes line up in pairs just before the meiotic division that gives rise to 
gametes. The matched pairs are pairs of homologous chromosomes. If different 
alleles occur at corresponding loci on a pair of homologous chromosomes, the 
organism is said to be heterozygous at these loci.
12. Recombination is the process (which occurs before meiotic division) in which 
a chromosome exchanges material with the chromosome homologous with it. Al­
leles which occur on one chromosome may thus be transferred to the other chro­
mosome, so that new genetic combinations can arise.
13. Other central Mendelian claims also turn out to be false. The Mendelian 
principle that if an organism is heterozygous at a locus then the probabilities of 
either allele being transmitted to a gamete are equal falls afoul of cases of meiotic 
drive. (A notorious example is the t-allele in the house mouse, which is transmitted 
to 95% of the sperm of males who are heterozygous for it and the wild-type allele; 
see R. C. Lewontin and L. C. Dunn, “The Evolutionary Dynamics of a Poly­
morphism in the House Mouse,” Genetics 45 (1960), pp. 705-722.) Even the idea 
that genes are transmitted across the generations, unaffected by their presence in 
intermediate organisms, must be given up once we recognize that intra-allelic 
recombination can occur.
14. To the best of my knowledge, the mechanisms of this interference are not 
well understood. For a brief discussion, see J. Sybenga, General Cytogenetics 
(North-Holland, 1972), pp. 313-314. In this paper, I shall use “segregation dis­
tortion” to refer to cases in which there is a propensity for nonhomologous 
chromosomes to assort together. “Meiotic drive” will refer to examples in which 
one member of a pair of homologous chromosomes has a greater probability of 
being transmitted to a gamete. The literature in genetics exhibits some variation 
in the use of these terms. Let me note explicitly that, on these construals, both 
segregation distortion and meiotic drive will be different from nondisjunction, the
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process in which a chromosome together with the whole (or a part) of the ho­
mologous chromosome is transmitted to a gamete.
15. This point raises some interesting issues. It is common practice in genetics to 
count a segment of DNA as a single gene if it was produced by mutation from a 
gene. Thus many mutant alleles are viewed as DNA segments in which modifi­
cation of the sequence of bases has halted transcription too soon, with the result 
that the gene product is truncated and nonfunctional. My envisaged ease simply 
assumes that a second mutation occurs further down the segment so that transcrip­
tion starts and stops in two places, generating two useless gene products. The 
historical connection with the original allele serves to identify the segment as one 
gene.

Conversely, where there is no historical connection to any organism, one may 
have qualms about counting a DNA segment as a gene. Suppose that, in some 
region of space, a quirk of nature brings together the constituent atoms for the 
white eye mutant in Drosophila melanogaster, and that the atoms become arranged 
in the right way. Do we have here a Drosophila gene? If the right answer is “No" 
then it would seem that a molecular structure only counts as a gene given an 
appropriate history. I hasten to add that “appropriate histories" need not simply 
involve the usual biological ways in which organisms transmit, replicate and mod­
ify genes: one can reasonably hope to synthesize genes in the laboratory The case 
seems analogous to questions that arise about personal identity. If a person’s psy­
chological features are replicated by a process that sets up the “right sort of causal 
connection" between person and product, then we are tempted to count the prod­
uct as the surviving person. Similarly, if a molecular structure is generated in a 
way that sets up “the right sort of causal connection” between the structure and 
some prior gene then it counts as a gene. In both cases, causal connections of 
“the right sort" may be set up in everyday biological ways and by means of delib­
erate attempts to replicate a prior structure.
16. So called structural genes direct the formation of proteins by coding for RNA 
molecules. They are “transcribed” to produce messenger RNA (mRNA) which 
serves as a more immediate “blueprint” for the construction of the protein. Tran­
scription is started and stopped through the action of regulatory genes. In the 
simplest regulator)' system (that of the lac operon) an area adjacent to the structural 
gene serves as a “dumping ground" for a molecule. When concentration of the 
protein product becomes too high, the molecule attaches to this site and tran­
scription halts; when more protein is required, the cell produces a molecule 
that removes the inhibiting molecule from the neighborhood of the structural 
gene, and transcription begins again. (For much more detail, see Watson, op. cit., 
Chapter 14, and M. W. Strickberger, Genetics (New York: Macmillan, 1976), 
Chapter 29.)
17. The situation is complicated by the existence of “introns”—segments within 
genes whose products under transcription are later excised—and by the enormous 
amount of repetitive DNA that most organisms seem to contain. Moreover, the 
regulatory systems in eukaryotes appear to be much more complicated than the 
prokaryote systems (of which the lac operon is one paradigm). For a review of 
the situation, as of a few years ago, see Eric H. Davidson, Gene Expression in Early 
Development (New York: Academic Press, 1976).
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18. The account will be even more complicated if we honor the suggestion of 
footnote 15, and suppose that, for a molecular structure to count as a gene, it 
must be produced in the right way.
19. Early in the process preceding meiotic division the chromosomes become 
more compact. As meiosis proceeds, the nucleus comes to contain a system of 
threads that resembles a spindle. Homologous chromosomes line up together near 
the center of the spindle, and they are oriented so that one member of each pair 
is slightly closer to one pole of the spindle, while the other is slightly closer to the 
opposite pole.
20. The point I have been making is related to an observation of Hilary Putnam’s. 
Discussing a similar example, Putnam writes: “The same explanation will go in 
any world (whatever the microstructure) in which those higher level structural 
features are present”; he goes on to claim that "explanation is superior not just 
subjectively but methodologically, . . .  if it brings out relevant laws.” (Putnam, 
“Philosophy and our Mental Life,” in Mind, Language, and Reality, (Cambridge, 
Cambridge University Press, 1975), pp. 291-303, p. 296). The point is articulated 
by Alan Garhnkel (Forms of Explanation, New Haven: Yale University Press, 
1981), and William Wimsatt has also raised analogous considerations about expla­
nation in genetics.

It is tempting to think that the independence of the “higher level structural
features” in Putnam’s example and in my own can be easily established: one need 
only note that there are worlds in which the same feature is present without an)' 
molecular realization. So, in the case discussed in the text, PS-processes might go 
on in worlds where all objects were perfect continua. But although this shows that 
PS-processes form a kind which could be realized without molecular reshufflings, 
w'e know that all a c t u a l  PS-processes do involve such reshufflings. The reductionist 
can plausibly argue that i f  the set of PS-processes with molecular realizations is 
itself a natural kind, then the explanatory power of the cytological account can be 
preserved by identifying meiosis as a process of this narrower kind. Thus the crucial 
issue is not whether PS-processes form a kind with nonmolecular realizations, but 
whether those PS-processes which have molecular realizations form a kind that 
can be characterized from the molecular point of view. Hence, the easy strategy' 
of responding to the reductionist must give way to the approach adopted in the 
text. (T am grateful to the editors of The P h i lo s o p h i c a l  R e v ie w  for helping me to 
see this point.)
21. It would be impossible m the scope of this paper to do justice to the various 
conceptions of scientific theory that have emerged from the demise of the “re­
ceived view.” Detailed comparison of the perspective I favor with more traditional 
approaches (both those that remain faithful to core ideas of the “received view” 
and those that adopt the “semantic view” of theories) must await another occasion.
22. My notion of a practice owes much to some neglected ideas of Sylvain Brom- 
berger and Thomas Kuhn. See, in particular, Bromberger, “A Theory about the 
Theory of Theory and about the Theory of Theories,” (W. L. Reese ed., P h ilo s o p h y  

o f  S c ie n c e ,  T h e  D e la w a r e  S e m i n a r ,  New' York, 1963); and “Questions,” (J o u r n a l  o f  

P h ilo s o p h y  63 (1966), pp. 597-606); and Kuhn, T h e  S t r u c t u r e  o f  S c ie n t i f i c  Revo- 
lu t io n s  (Chicago: University' of Chicago Press, 1962) Chapters II-V. The relation
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between the notion of a practice and Kuhn’s conception of a paradigm is discussed 
in Chapter 7 of my book The Nature of Mathematical Knowledge (New York: 
Oxford University Press, 1983).
2 3 . More exactly, a general argument pattern is a triple consisting of a sequence 
of schematic sentences (a schematic argument), a set of filling instructions (direc­
tions as to how dummy letters are to be replaced), and a set of sentences describing 
the inferential characteristics of the schematic argument (a classification for the 
schematic argument). A sequence of sentences instantiates the general argument 
pattern just in case it meets the following conditions: (i) the sequence has the 
same number of members as the schematic argument of the general argument 
pattern; (ii) each sentence in the sequence is obtained from the corresponding 
schematic sentence in accordance with the appropriate filling instructions; (iii) it 
is possible to construct a chain of reasoning which assigns to each sentence the 
status accorded to the corresponding schematic sentence by the classification. For 
some efforts at explanation and motivation, see my “Explanatory Unification,” 
Philosophy o f Science 48 (1981), pp. 507-531.
24. Sometimes particles in the cytoplasm account for hereditary traits. See Strick- 
berger, op. cit., pp. 257-265.
25. For examples, see Strickberger op. cit. Chapters 6-12, 14-17, especially 
Chapter 11; Peters, op. cit.; and H. L. K. Whitehouse, Towards an Understanding 
of the Mechanism o f Heredity (London: Arnold, 1965).
26. The comparison will make use of standard statistical techniques, such as the 
chi-squared test.
27. Polygeny occurs when many genes affect one characteristic; pleiotropy occurs 
when one gene affects more than one characteristic.
28. Incomplete dominance occurs when the phenotype of the heterozygote is in­
termediate between that of the homozygotes; epistasis occurs when the effect of a 
particular combination of alleles at one locus depends on what alleles are present 
at another locus.
29. See Watson, op. cit., Chapter 9; and Arthur Kornberg DNA Synthesis (San 
Fransisco: W. H. Freeman, 1974).
30. See G. P. Georghiou, “The Evolution of Resistance to Pesticides,” Annual 
Review o f Ecology and Systematics 3 (1972), pp. 133-168.
31. See Watson, op. cit., pp. 189-193; and T. H. Maugh II, “A New Understand­
ing of Sickle Cell Emerges,” Science 211 (1981), pp. 265-267.
32. However, one might claim that “Genes can replicate” is a law of genetics, in 
that it is general, lawlike, and true. This does not vitiate my claim that the structure 
of classical genetics is not to be sought by looking for a set of general laws, for 
the law in question is so weak that there is little prospect of finding supplementary 
principles which can be conjoined with it to yield a representation of genetic 
theory. I suggest that “Genes can replicate” is analogous to the thermodynamic 
“law,” “Gases can expand,” or to the Newtonian “law,” "Forces can be combined.” 
If the only laws that we could find in thermodynamics and mechanics were weak
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statements of this kind we would hardly be tempted to conceive of these sciences 
as sets of laws. I think that the same point goes for genetics.
83. A similar point is made by Kenneth Schaffner in [D is c o v e ry  a n d  E x p la n a t io n  

in  B io lo g y  a n d  M e d ic in e  (Chicago: University of Chicago Press, 1993)]. Schaffner’s 
terminology is different from my own, and he continues to be interested in the 
prospects of global reduction, but there is considerable convergence between the 
conclusions that he reaches and those that 1 argue for in the present section.
34. There are numerous examples of such modifications from the history of chem­
istry. I try to do justice to this type of case in “Theories, Theorists, and Theoretical 
Change,” T h e  P h i lo s o p h ic a l  R e v ie w  87 (1978), pp. 519-547 and in “Genes.”
35. Molecular biology also provided significant refinement of the terms ‘gene’ and 
‘allele’. See “Genes.”
36. For examples, see N. K. Wessels, T issu e  I n te ra c t io n s  a n d  D e v e lo p m e n t  (Menlo 
Park, Ca.: W. A. Benjamin, 1977), especially Chapters 6, 7, 13-15; and Donald 
Ede, An I n t r o d u c t io n  to  D e v e lo p m e n ta l  B io lo g y  (London: Blackie, 1978) especially 
Chapter 13.
37. I attempt to show how the same perspective can be fruitfully applied to other 
examples in “Explanatory Unification,” Sections 3 and 4; A b u s in g  S c ie n c e  (Cam­
bridge: MIT Press, 1982) Chapter 2; and “Darwin’s Achievement,” [in Nicholas 
Reseller, ed., R e a s o n  a n d  R a t io n a l i t y  in  S c ie n c e  (Washington, D.C.: University
Press of America, 1985) 123-85.]
38. The extreme version of reductionism is defended by Richard Dawkins in T h e  

S e lf i s h  G e n e  (New York: Oxford University Press, 1976) and T h e  E x te n d e d  P h e ­

n o ty p e  (San Francisco: W. H. Freeman, 1982). For an excellent critique, see 
Elliott Sober and Richard C. Lewontin, “Artifact, Cause, and Genic Selection,” 
P h ilo s o p h y  o f  S c ie n c e  49 (1982), pp. 157-180. More ambitious forms of anti- 
reductionism with respect to evolutionary theory are advanced in S. J. Gould, 
“Is a new and general theory of evolution emerging?” P a le o b io lo g y , 6 (1980), 
pp. 1)9-130; N. Eldredge and J. Cracraft, P h y lo g e n e t ic  P a t te r n s  a n d  th e  E v o lu ­

t io n a r y  P ro c e ss  (New York: Columbia University Press, 1980); and Steven M. Stan­
ley, M a c r o e v o lu t io n  (San Francisco: W. H. Freeman, 1979). A classic early source 
of some (but not all) later anti-reductionist themes is Ernst Mavr’s A n i m a l  S p e c ie s  

a n d  E v o lu t io n  (Cambridge, Harvard University' Press, 1963) especially Chapter 10.
39. Gould’s O n to g e n y  a n d  P h y lo g e n y  (Harvard, 1977) provides historical illumi­
nation of both areas of debate about reductionism. Contemporary anti-reductionist 
arguments about embryology are expressed by Wessels (op. cit.) and Ede (op. cit.). 
See also G. Oster and P. Alberch, "Evolution and Bifurcation of Developmental 
Programs,” E v o lu t io n  36 (1982), pp. 444-459.
40. Oster and Alberch, op. cit., p. 454. The diagram on p. 452 pros ides an equally 
straightforward account of their anti-reductionist position.
41. Earlier versions of this paper were read at Johns Hopkins University and at 
the University of Minnesota, and I am very grateful to a number of people for 
comments and suggestions. In particular, I would like to thank Peter Achinstein, 
John Beatty, Barbara Horan, Patricia Kitcher, Richard Lewontin, Kenneth Schaff­
ner, William Wimsatt, an anonymous reader and the editors of T h e  P h i lo s o p h ic a l



Ki t c h e r  ■ 195 3 and All  T hat : A T ale of T wo S ci ences  | 1003

Review, all of whom have had an important influence on the final version. Need­
less to say, these people should not be held responsible for residual errors. I am 
also grateful to the American Council of Learned Societies and the Museum of 
Comparative Zoology at Harvard University for support and hospitality while 1 was 
engaged in research on the topics of this paper.
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8 C ommentary

8.1 | Nagel on the Logic of Reduction

As Ernest Nagel points out in the opening paragraphs of “Issues in the 
Logic of Reductive Explanations,” science has been and continues to 
be marked by strong reductive tendencies. Many of the classic cases of 
scientific reduction have brought about remarkable advances in our un­
derstanding of the world. For example, the reduction of classical ther­
modynamics to statistical mechanics brought with it new insights into the 
nature of heat and entropy; likewise, the reduction of optics to electro­
magnetic theory deepened our understanding of light and the behavior of 
light rays. The reductive explanation of chemical bonding by quantum 
mechanics revolutionized organic chemistry and biochemistry by revealing 
the nature of the covalent bond and the forces that determine the shape 
of molecules. Some people think that genetics and psychology are in the 
process of being reduced to biochemistry, and they expect great things as 
a consequence. Nagel wants to understand these and other classic cases 
of scientific reduction by articulating the structure of what he calls reduc 
tive explanations.

Before exploring Nagel’s analysis of reduction, two preliminary points 
are worth highlighting. First, however much the contrast between com- 
monsense and scientific descriptions of the natural world might recom­
mend it, we should avoid approaching the issue of reduction in terms of 
a distinction between appearance and reality'. Although used by philoso­
phers in the past, the appearance-reality distinction is too imprecise to 
bear the weight of an analysis of reduction. And in any case, tire distinction 
is not of the sort we need. For the relation of chemistry to quantum 
mechanics, or thermodynamics to kinetic theory and statistical mechanics, 
is not one of appearance to reality. Even if some of our prescientifie views 
of the natural world turn out to be false, even if they prove to be less 
about reality' and more about mere appearance, nevertheless many of our 
commonsense judgments are true. Thus “steam is hotter than ice” does 
not report the full facts about steam and ice by virtue of which that sen­
tence is true, but for all that, it can scarcely be reckoned a judgment of 
mere appearance.

Second, whatever its details, reduction properly so-called is typically 
construed as a relation (or family of relations) between some reducing 
theory T' and a reduced theory T. While it would take us too far afield 
here to discuss their exact nature, theories are commonly regarded as a 
set of statements—axioms, laws, empirical hypotheses—about the world. 
However natural it may be, then, to speak of certain phenomena, prop­

1005



10o 6  I C h . 8  I N T E R T H E O R E T I C  R E D U C T I O N

erties, or objects as reducing to the various phenomena, properties, or 
objects described by a reducing theory, it is strictly speaking the theories 
themselves, or particular expressions or concepts figuring in them, that 
stand in the reduction relation. Thus, when we find ourselves saying, for 
example, that heat reduces to the random motion of molecules, this is 
best regarded as an elliptical, shorthand expression of the view that c la ims 
about heat reduce to c la ims about molecular motion.

The second point just noted leads us to the core elements of reduc­
tion. Nagel has these elements in mind when he refers to the logic (or 
elsewhere, the formal conditions) of reduction.1 As Nagel’s talk of reductive 
explanation suggests, reducibility is commonly viewed as a kind of explan­
atory relation, whereby the reduced, secondary science may be accounted 
for as a special case or branch of some more general or inclusive primary 
science. Thus, unless the fundamental axioms, laws, and hypotheses of a 
science have been explicitly formulated as statements and their constituent 
terms given determinate meanings, it will be impossible to say whether 
some scientific theory does in fact reduce to another. This is particularly 
so given the deductive-nomological model of explanation that Nagel, 
Hernpel, and many others accept. For according to that model, explana­
tions are arguments (see chapter 6 above). Accordingly, the reduced and 
reducing theories must be expressed in meaningful statements from which 
the premises and conclusion of an explanatory reduction may be drawn. 
On Nagel’s account, a reduction is made when the fundamental claims 
of a secondary science or theory T are shown to be logical consequences 
of the fundamental claims of the primary, reducing theory T'. The con­
clusions of such arguments are said to be reduced statements, while the 
premises are called reducing statements. This, then, is the core idea in 
Nagel’s treatment of intertheoretic reduction—that the reduced claims of 
the secondary' theory T be logically derivable from premises made up 
wholly of claims from the reducing, primary theory T'.

The central feature of Nagel’s account of reduction—logical deriv- 
ability—has two important consequences. First, the claims of T and T 
must be logically consistent: since nothing incompatible with the funda­
mental claims of a theory can be logically derived from them, the claims 
of a reduced theory T must be consistent with those of the reducing theory 
T 1. Second, any term shared by the reduced and reducing theory must 
have a common meaning if it appears in both the premises and the con­
clusion of a reductive explanation. For example, suppose that two sets of 
laws, one set from thermodynamics and the other from mechanics, both 
contain the terms vo lume  and pressure. We could reduce thermodynamics 
to molecular mechanics using those law's only if vo lume  and pressure have 
the same sense in both theories. If they do not, the supposed derivation 
would be invalid.2
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H o m o g e n e o u s  a n d  I n h o m o g e n e o u s  R e d u c t i o n

The requirement of logical derivability raises an interesting question. Typ­
ically, reduction is associated with scientific progress or change—with 
cases in which an existing theory established in one domain of inquiry 
can be explained by a theory developed for some other, broader domain. 
The subject matter of the secondary, reduced theory would, in such cases, 
appear to be qualitatively distinct from that of the primary, reducing the­
ory. Indeed, many of the concepts figuring in classical thermodynamics 
(e.g., heat and temperature) make no appearance as such in statistical 
mechanics; much of the descriptive vocabulary in chemistry is absent from 
quantum mechanics; and so on. But given that a secondary, reduced the­
ory T employs in its fundamental laws predicates unique to that science, 
predicates that appear nowhere in the basic terminology of the primary, 
reducing theory T', it is unclear how we can understand reduction as an 
explanatory derivation of the former theory from the latter. Irrelevant ex­
ceptions aside, no term can appear in the conclusion of a valid argument 
unless it is contained somewhere in the premises.5

Following Nagel, it has become common to distinguish “easy” cases 
of reduction from the “hard” cases. In the easy cases, the descriptive or 
subject-matter terms of the reduced theory are either present in or can be 
explicitly defined by terms in the reducing theory. In the hard cases, some 
term or terms in the reduced theory are neither present in nor definable 
by other terms in the reducing theory. The former cases are called homo­
geneous reductions, the latter—inhomogeneous reductions (or, as some au­
thors prefer, heterogeneous reductions). A brief review of Nagel’s account 
of homogeneous reduction will suffice, before we turn our attention to 
the more difficult and interesting case of inhomogeneous reduction.

A reduction is homogeneous if the descriptive vocabulary of the re­
duced theory T is a proper subset of the vocabulary of the reducing theory 
T'. Now all else being equal, were T simply a fragment of T1, straightfor­
wardly deducible from T as a mere part of it, it would be implausible to 
regard the relationship between the two as reductive. Typical examples of 
homogeneous reduction are, rather, cases in which an earlier theory T, 
developed as an independent account of some domain of natural phenom­
ena, comes to be explained as a consequence of a later, newer theory T' 
of some broader domain of phenomena. Thus, Galileo’s law of falling 
bodies and Kepler’s laws of planetary motion may be said to reduce to 
Newtonian mechanics and gravitational theory: not only do the funda­
mental concepts of those earlier-formulated laws (distance, velocity, ac­
celeration, etc.) appear in Newton’s own account, but the restricted and 
apparently dissimilar kinds of motion to which Galileo’s and Kepler’s laws 
apply (terrestrial, celestial) are also given a fundamentally unified treat­
ment by Newton’s general account of motion. Therefore, if the laws of
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terrestrial free fall and celestial motion can be derived from Newton’s 
theory, then Nagel’s formal conditions for a homogeneous reduction are 
met and those laws are said to be reducible to Newton’s theory. (We shall 
take up some difficulties with this account presently.)

Inhomogeneous reduction occurs when the descriptive vocabulary of 
the reduced theory T is not a proper subset of the vocabulary of the re­
ducing theory T'. We already encountered a standard example of inhomo­
geneous reduction—the explanatory reduction of thermodynamics, with 
its distinctive concepts of heat and temperature, to statistical mechanics. 
And we noted, too, the main respect in which an analysis of such a re­
duction is less straightforward than that of homogeneous cases: inhomo­
geneous reductions look unfit for the deductive explanation model, since 
it is unclear how the reduced laws in the conclusion of such an explan­
atory argument could contain terms or concepts absent from the reducing 
premises. If reduction is to be construed on the deductive model, and if 
inhomogeneous cases are a species of reduction, then it would seem that 
the premises of such reductive arguments must be supplemented with 
assumptions expressing how terms or concepts otherwise absent from 
the reducing theory T are connected with those unique to the reduced 
theory T.

The requirement of supplying assumptions to connect the terms in T 
and T' presumes that scientific theories and their fundamental laws possess 
truth values. One broad approach to the nature of reduction, discussed by 
Nagel, denies this presumption. According to the instrumentalist account, 
theories and their laws are themselves neither true nor false; rather, they 
serve as rules or instruments through which one can infer certain experi­
mental or observational claims from other such claims. On an instrumen­
talist reading, for example, the kinetic theory of gases is not a genuine 
description (of gases as systems of rapidly moving molecules), nor is it a 
true generalization of relations that hold among such objects; instead, it 
is a rule prescribing how one is to represent various observable states of 
affairs and how, given certain empirical data, one can infer other obser­
vational claims. As such, theories and their laws are not truths from which 
conclusions can be validly derived but functional devices or “inference 
tickets” in accordance with which claims may be drawn from other claims. 
Thus, the relevant issue for inhomogeneous reduction, on this account, 
is neither the cognitive content of the premises in a deductive explana­
tion nor the logical or semantic relation of those premises to the conclu­
sion. Rather, it is the relation between the sets of observational inferences 
licensed by the reduced and reducing theories. On the instrumentalist 
analysis of inhomogeneous reduction, T reduces to T' when all the ob­
servational claims that T licenses one to infer from some set of data are 
also licensed by T1, but not conversely.
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N a g e l ’ s C o r r e s p o n d e n c e  A n a l y s i s  o f  
I n h o m o g e n e o u s  R e d u c t i o n

While Nagel acknowledges that the instrumentalist analysis captures an 
important relation between the observational inferences licensed by the­
ories when one reduces another, he denies that it gives an acceptable 
account of inhomogeneous reduction. Quite aside from the fact that sci­
entists do in fact speak as if theories and laws are true or approximately 
true, the instrumentalist account fails to provide any unified story of how 
the theoretical concepts of one theory are related to those of another in a 
way that explains why various observational statements do (or do not) fall 
within the scope of reduced and reducing theories. Instead, Nagel pro­
poses what he calls the correspondence analysis o f  inhom ogeneous reduc­
tion. Like the instrumentalist proposal, it rests on certain crucial 
assumptions.

First, the correspondence analysis presumes that expressions belong­
ing to some theory or domain of science have determinate meanings fixed 
by its own methods of explication. Of course, the meaning of certain terms 
in a theory or science may sometimes be specified with the aid of terms 
in some other theory or science, but it does not follow from this that the 
meaning of every term in a theory can be given by terms in some distinct 
theory. In particular, then, if the terms that are unique to the fundamental 
laws of a reduced theory T appear in the conclusion of a reductive expla­
nation but not in the reducing theory T1 itself, then those terms from T 
must have determinate meanings that are independent of T'. For example, 
heat, temperature, and entropy must have determinate senses specifiable 
by their role in thermodynamics, and these meanings must be explicable 
independently of statistical mechanics.

Second, the correspondence analysis presumes that observational 
terms shared by the fundamental laws of a reduced theory T and reducing 
theory T' possess meanings capable of being specified apart from T and 
T'—that is, they have meanings that are neutral with respect to whatever 
it is that distinguishes T and T'.4 Recall, for example, that thermodynamics 
and mechanics alike use the terms volum e and pressure. The second as­
sumption is that these terms possess a univocal sense that can be explicated 
independently of either T or T'.

Third, and finally, Nagel’s correspondence analysis of inhomogeneous 
reduction presumes that reductions are a kind of deductive explanation.

B r i d g e  L a w s

The logical-derivability condition of the correspondence analysis implies 
that, if a reduced theory T contains terms not appearing in the reducing 
theory T', then T (or one or another fundamental law of T) can be the
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conclusion of an explanatory deduction only if the reducing premises of 
T' are supplemented by some statement or statements expressing a con­
nection between the vocabulary of T1 and the terms unique to T. These 
statements, called bridge laws, are crucial to the success of inhomogeneous 
reduction in Nagel’s explanatory-derivation model.5 If the ideal gas law 
(relating the temperature of a gas to its pressure and volume) is to be 
derived from the kinetic theory of gases (in which the concept of temper­
ature makes no explicit appearance), then clearly some bridge law con­
necting the temperature of a system to an appropriate property of its 
constituent molecules must be added to the premises of the derivation.

But while the need for bridge laws in inhomogeneous reductions 
seems relatively clear, their status remains obscure. What kind of state­
ments are bridge laws, and how should they be understood? One proposal 
is that they express logical or semantic connections between the meanings 
of the relevant reduced and reducing taxonomies. On this account, the 
bridge laws of inhomogeneous reductions are explicit definitions of the 
distinctive terms of a reduced theory T. But Nagel’s first assumption—that 
terms unique to a reduced theory T have determinate meanings inde­
pendent of the reducing theory T1—rules against this construal. Presum­
ably, terms such as heat and temperature were meaningful before the 
advent of the kinetic theory, being fixed by the rules and habits of usage 
in thermodynamics; and, presumably, such terms can remain explicable 
by these procedures and retain their meanings, even if the laws in which 
they figure come to be reductively explained by molecular mechanics. 
These plausible assumptions would seem to be jeopardized if bridge laws 
were understood to express analytic connections, whereby the meanings 
of terms in the reduced theory T are logically tied to the meanings of 
terms in the reducing theory T'.

Nagel’s own view about the status of bridge laws is that they express 
not logical but material (i.e., factual) connections between the states of 
affairs signified by the relevant terms in question. On this account, bridge 
laws are empirical hypotheses about the world. Nagel describes two forms 
that such connecting hypotheses may take: either they express relations 
between predicates and their extensions, or they express identities between 
objects or processes.

To understand Nagel’s first alternative, it is helpful to employ the 
distinction between the extension of a predicate—the set of objects or 
processes to which the term applies—and the intension of a predicate— 
the universal property that the term connotes. (See “Extensions and In­
tensions” in the commentary on chapter 7.) Suppose that the reduced 
theory T contains a predicate, the term blue, connoting a property (blue­
ness) that is not connoted by any of the predicates of the reducing theory 
T', Nonetheless, T1 might give conditions under which instances of blue­
ness will arise. For example, T' might predict that light of a certain range 
of wavelengths is selectively transmitted by fluctuations in the density of
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air in the earth’s atmosphere, thus explaining why the sky is blue. In this 
example, the reducing theory T' does not contain the word blue  but it 
provides a condition that is sufficient (though, in this case, not necessary) 
for the property of blueness to be manifested. The bridge law explicitly 
connects the predicate from T' (se le c t ive  transmission o f  l ight o f  a certain  
range o f  wave lengths) with the predicate from T (blue) by saying that the 
former is sufficient for the latter. Nagel claims that bridge laws of this kind 
(involving either sufficient conditions, as in the present example, or nec­
essary and sufficient conditions, as in other examples) are empirical hy­
potheses.6 He interprets these bridge laws as asserting that the extension 
of the reduced predicate is included in (or, in the case of necessary and 
sufficient conditions, coincides with) the extension of the reducing pred­
icate. Thus, in our simple example, Nagel regards the bridge law as mak­
ing the empirical claim that things that transmit light of a certain range 
of wavelengths are a subset of blue things.

Nagel’s second alternative is that some bridge laws show that appar­
ently distinct objects or processes are in fact identical. This type of bridge 
law would also be empirical. Just as it is an empirical discovery that the 
morning star is (i.e., is identical with) the evening star, so it is an empirical 
hypothesis that, say, light waves are (i.e., are identical with) electromag­
netic waves of a certain range of frequencies, thus enabling the reduction 
of optics to electrodynamics. Bridge laws of this second kind do not simply 
specify conditions for the manifestation of properties connoted by predi­
cates from the reduced theory; rather, they express an identity between 
entities initially reckoned as distinct.

8.2 | Feyerabend’s Criticisms of Nagel’s Model of
Reduction

In “How to Be a Good Empiricist—A Plea for Tolerance in Matters Epis­
temological,” Paul Feyerabend criticizes Nagel’s model of intcrtheoretic 
reduction by arguing that it is inconsistent with an enlightened empiricist 
view of scientific change.7 Feyerabend’s objections are part of a larger 
attack on the logical empiricist movement in twentieth-century philosophy 
of science.8 Although he is sympathetic with much of the empiricist tra­
dition in philosophy, especially the empiricists’ use of observation and 
experience to combat dogmatic metaphysics, Feyerabend thinks that mod­
ern philosophy of science has taken a wrong turn and has itself become 
dogmatic and a barrier to progress. He advocates a different brand of em­
piricism, a “good” empiricism that, unlike the “bad” empiricism of the 
logical empiricists, will discourage dogmatism and promote scientific prog­
ress. According to Feyerabend, a nondogmatic empiricism must welcome 
a plurality of theories, not for the purpose of advancing toward a final,
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true theory that corresponds with “the facts,” but because a tolerance of 
alternative theories offers the best means of criticizing and evaluating the 
theories we currently accept. Thus, Feyerabend has two goals: to under­
mine Nagel’s reduction-based approach to scientific change and to defend 
a more liberal, theoretically pluralistic empiricist methodology.

We are already familiar with what Feyerabend calls a “cornerstone” 
of contemporary empiricism: a reductive explanation of T consists in the 
derivation of T from T1. We have also encountered hvo implications of 
this general account: first, that T' and any of its consequences within the 
domain of the reduced theory T must be consistent—i.e., logically 
compatible—with T, and, second, that either the descriptive terms of the 
reducing theory T' must be shared with those of the reduced theory T, or 
they must be explicitly connected to them via empirical bridge laws. These 
two implications may be stated as conditions that a new, more general 
theory must satisfy if it is to be accepted as explaining an existing theory 
in a given domain. According to the consistency condition, only those 
theories are admissible in a given domain that either contain the theories 
already used in that domain or are consistent with the theories in that 
domain. According to the condition of meaning invariance, meanings 
must not change with scientific progress; future theories must be expressed 
in such a way that they leave unaltered the claims made by the theories 
they explain.

In connection with his second goal—defending a more liberal meth­
odology—Feyerabend is prepared to grant that many scientists and phi­
losophers of science accept the consistency and meaning-invariance 
conditions as constraints on scientific progress. Postponing the question of 
their truth or falsity as descriptions of actual scientific change, Feyerabend 
wants to ask, Should they be accepted? Do they represent a reasonable 
empiricist methodology of science? Are they necessary conditions for sci­
entific progress?

T h e  A p p a r e n t  U n r e a s o n a b l e n e s s  o f  C o n s i s t e n c y  
a n d  M e a n i n g  I n v a r i a n c e

According to Feyerabend, the consistency condition is unreasonably strong 
because it restricts the acceptance of new, alternative theories quite 
arbitrarily—on the basis of their relation to whatever theory happens to be 
accepted at the time. Suppose that a theory T is accepted as correctly 
accounting for the phenomena of some domain D, on the basis of a set 
F of confirming instances; and suppose a new theory' T* shares those 
confirming instances but contradicts T outside of F. On Feyerabend’s read­
ing, the consistency condition recommends against accepting T* simply 
on the basis of age and familiarity, not on the basis of any disagreement 
with the facts: had T* rather than T been there first, the consistency con­
dition would have worked against T rather than in its favor.
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Feyerabend believes that considerations of this sort show that the con­
sistency condition is not only unreasonable but also counterproductive. 
For suppose that an alternative (T*) that shares the confirming instances 
of an accepted theory (T) cannot be eliminated by appeal to those factual 
instances. Defenders of the consistency condition insist that neither do 
those considerations recommend accepting T#—in light of the empirical 
evidence, the alternative T* is no better or worse than T. A genuine ad­
vance beyond T will arise, not from the invention of alternatives to T, but 
only from the emergence of fresh empirical facts, which by either sup­
porting or requiring a modification of T, will bring about scientific prog­
ress. Feyerabend concedes that theories should not be changed unless 
some disagreement with the facts demands it. But why, asks Feyerabend, 
should we think that such facts exist and are available in the absence of 
alternatives to T? According to Feyerabend, not only is the description of 
every fact dependent upon some theory or other, but many facts relevant 
to testing an existing theory are simply unavailable for discovery without 
considering alternatives to the existing theory.

To illustrate his claim that the discovery of new facts often depends 
on taking alternative theories seriously, Feyerabend gives the example of 
Brownian motion. Brownian motion is named after the English botanist 
Robert Brown (1773-1858) who first observed it in 1827. Using a micro­
scope, Brown noticed that pollen grains suspended in water move about 
chaotically, rotating and darting from place to place in a random manner. 
Some scientists attributed Brownian motion to external vibrations disturb­
ing the fluid, while others thought that it was caused by the action of light. 
This phenomenon is now taken to be a convincing proof of the kinetic 
theory of heat and a demonstration that the second law of thermodynamics 
is false. But for seventy years or more after Brown’s discovery, its signifi­
cance as a refutation of the second law was not appreciated because no 
one was able to give a convincing explanation of the phenomenon using 
the kinetic theory.9 When predictions based on the kinetic theory were 
tested, they failed to confirm the theory.10 Finally, Einstein in 1905, and 
the Polish physicist, Marian Sinoluchowski (1872-1917) in 1906, were 
able to give a mathematical treatment of the phenomenon that made a 
number of testable, quantitative predictions. These predictions were con­
firmed by the French physical chemist Jean Perrin (1870-1942) and 
others.

Feyerabend interprets the history of Brownian motion in the following 
way:11 Taken simply as an observed phenomenon, Brownian motion could 
not undermine the universal truth of the second law of thermodynamics.12 
Only when viewed from the perspective of the kinetic theory and statistical 
mechanics, and given an adequate mathematical analysis by Einstein and 
Smoluchowski, could the relevant facts of Brownian motion show that the 
second law is not universal but statistical.15 Since unearthing facts and 
recognizing their relevance to an accepted theory T is dependent upon
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the existence of alternative theories as well confirmed as T but in disa­
greement with it, Feyerabend believes that the invention of alternatives is 
crucial to a properly empiricist methodology of science. Because the con­
sistency condition proscribes theories in disagreement with T, it can only 
contribute to intolerance and dogma.

Feyerabend argues that the consistency condition also gives rise to a 
kind of self-deception about the success of current theories. By rejecting 
competitors to T, potentially refuting facts are suppressed. Consequently, 
judgments about the success of T are heightened, reinforcing even further 
the belief that investigating alternatives to T would be time ill spent. The 
alleged “success” of T is, thus, altogether fabricated, not a sign of its cor­
respondence with nature, but simply of its staying power in the absence 
of empirical counterevidence. The accepted theory comes thereby to take 
on the character of myth, which by its very nature serves to perpetuate 
itself and infect how we think, talk, and explain. 'Fire result is conform­
ism—a uniformity and unanimity of scientific belief born of self-deceit. 
Only by tolerating and encouraging variety of opinion can science avoid 
both the dogma and the self-deception common in many religious and 
political institutions.

Feyerabend extends his criticism of the consistency condition to an 
attack on meaning invariance. Tolerance of alternative theories brings with 
it a tolerance of alternative meanings, for changes in conceptual and the­
oretical systems produce changes in the interpretation of scientific terms. 
If our methodology permits mutually inconsistent, empirically adequate 
theories, then it must also permit mutually irreducible theories whose 
terms are unconnected by anything like factually correct bridge laws. This 
elasticity of meaning need not be occasioned by observational difficulties 
with an existing theory. For example, Feyerabend points out that the im­
petus theory of late scholastic and early modern science did not make any 
false predictions. But adopting Newton’s theory of inertia produced better 
explanations of a wider range of phenomena. Such progress does not re­
quire that theoretical terms (such as fo rce  in the impetus and inertial 
theories) remain invariant in meaning when theories change. Since the 
reinterpretation of terms often accompanies theoretical change, the con­
dition of meaning invariance is an unreasonable constraint on scientific 
methodology that would stifle progress.

In light of his rejection of the consistency and meaning-invariance 
conditions, Feyerabend notes three consequences of the methodology he 
defends. (See section 8 of his paper.) The first consequence is that we 
may relax our judgments about the propriety of metaphysical claims in 
formulating scientific theories. In the past, many empiricists have supposed 
that science must begin only with observable facts and proceed by gen­
eralizing from them, refusing to admit any intrusion of metaphysics. Con­
temporary empiricism allows metaphysical claims a role in new theories 
but with the proviso that confirmation of the theory will eventually enable
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those claims to be purged. Feyerabend recommends an even more per­
missive attitude. On his view, metaphysical claims make up very primitive 
scientific theories. To this extent, even if they are inconsistent with ac­
cepted, well-confirmed, full-blown theories of nature, they serve precisely 
the critical and evaluative role that alternative theories should be encour­
aged to perform.

The second consequence of Feyerabend’s methodology concerns the 
long-standing problem of how to justify inductive reasoning. We reason 
inductively when we make inferences from a sample to an entire popu­
lation or from our past observations of some objects to a generalization 
about all objects of that type. Assume that a belief constitutes knowledge 
when it is true and justified. Since we must not change or give up what 
we know to be true, knowledge implies stability-. Feyerabend claims that, 
since the methodology he endorses cannot allow such stability, the prob­
lem of justifying inductively formed beliefs is in fact a pseudoproblem: 
there is no such stability, hence no such knowledge, hence no such jus­
tification to be had.

Finally, the third consequence of Feyerabend’s position is that so- 
called arguments from synonymy are likely to impede theoretical progress. 
Arguments from synonymy would evaluate a theory, not on the extent of 
its correspondence with the world, but on the extent to which its terms 
have the same meaning as (are synonymous with) the terms in some other 
theory that we already accept. Feyerabend gives the example of a neuro­
physiological theory that attempts to explain the mental life of persons 
solely in material terms. Proponents of synonymy will say that such a 
theory must fail, because it cannot provide synonyms for “pain,” “thinking 
of Syracuse” or “feeling sad” in purely physical, neurochemical terms. 
Being in a certain kind of brain state, for example, does not mean the 
same thing as “thinking of Syracuse;” it is not what I mean when 1 say 
that I am thinking of Syracuse. Feyerabend asserts that "clearly, such crit­
icism silently assumes the principle of meaning invariance” (943). Since 
Feyerabend rejects meaning invariance, he also rejects this kind of criti­
cism as an unreasonable constraint on new theories: the terms they use 
should not have to mean exactly the same thing as terms already in use.14

In discussing this last consequence, Feyerabend endorses an even 
stronger result. He not only rejects synonymy; he also advocates irreduci- 
bility. By irreducibility Feyerabend means the absence of anything like 
Nagel’s correspondence relation among theories. Now, it is one thing to 
claim that the conditions of consistency and meaning invariance are too 
restrictive; it is quite another to argue that in fact scientific change fails 
to meet the conditions of consistency and meaning invariance, that, in 
other words, Nagel’s correspondence account of reduction is simply mis­
taken, and no theory is reducible to any other. We thus return to the first 
part of Feycrabend’s paper, where he defends this latter, stronger claim of 
irreducibility.
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T h e  A p p a r e n t  V i o l a t i o n  o f  t h e  C o n s i s t e n c y  C o n d i t i o n

In our discussion of homogeneous reduction, we encountered the example 
of Galileo’s law of falling bodies and Kepler’s laws of planetary motion 
being said to reduce to Newtonian mechanics and gravitational theory. 
The reduction is homogeneous, since the fundamental concepts of those 
earlier-formulated laws (distance, velocity, acceleration, etc.) also appear 
in Newton’s theory; moreover, the distinct and restricted domains to which 
Galileo’s and Kepler’s laws apply (terrestrial, celestial) are given a unified 
treatment by Newton’s theory, from which Galileo’s and Kepler’s laws are 
said to be derivable. Feyerabend draws our attention to a point first made 
by Pierre Duhem (and repeated often by Karl Popper), namely, that the 
consistency condition required for such a derivation is apparently not met. 
(See section 4 of Pierre Duhem, “Physical Theory and Experiment” in 
chapter 3.) More precisely, the relevant consequences of New ton’s theory 
are logically inconsistent with Galileo’s law. Galileo’s law asserts that the 
acceleration of a body in free fall near the earth’s surface is a constant, 
yet an application of Newtonian theory to terrestrial free fall entails that 
the acceleration must vary with the distance of the body to the earth’s 
center of mass. A similar result holds for Kepler’s third law.1’ What these 
and other historical cases show is that actual examples of scientific progress 
frequently violate the consistency condition. Furthermore, since the con­
sistency condition is necessary for the success of a derivation, reduction is 
not a matter of deductive explanation at all. If anything is to be learned 
from such cases, it is not that a new, more general theory T ' is one from 
which the fundamental laws of the earlier theory T can be derived as a 
special instance, but rather that T ' simply differs from T and replaces it.

Nagel’s response to this charge (in part 1 of the reading “Issues in the 
Logic of Reductive Explanations”) is to acknowledge that the conse­
quences derivable from a reducing theory T1 may not always exactly co­
incide with the reduced laws of T but that this does not refute his model 
of reduction. It is a commonplace that newer, more comprehensive theo­
ries sometimes indicate the special conditions under which older, more 
restricted laws hold, in light of which some adjustment to the older laws 
may be necessary. Still, the earlier law's of T are generally close approxi­
mations to the consequences of T1. This being so, we can retain the de­
ductive model of explanatory reduction at its core, taking homogeneous 
reduction to consist in the derivation of cither the reduced laws or their 
close approximations from the reducing theory.

This result should not surprise us, for scientists often use simplifica­
tions and approximations when they derive laws from theories. For ex­
ample, Nagel points out that in deriving the law for the period of a 
pendulum, we assume that the weight of the pendulum is located at a 
single point in the suspended bob, that the gravitational force on the bob 
is constant, and so on. Although such approximative assumptions are com­
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mon, Nagel thinks that it would be absurd to say that scientists are mis­
taken in claiming to have derived laws from their theories. Given such 
assumptions, we count the laws as consequences of the theories; likewise, 
even if a reduced law of T is only a close approximation of what we 
actually derive from the reducing theory T", it would be misleading to say 
that the law had not been reductively explained in the way Nagel’s model 
describes.

T h e  A p p a r e n t  V i o l a t i o n  o f  t h e  C o n d i t i o n  o f  M e a n i n g  
I n v a r i a n c e

Feyerabend argues that, like the consistency condition, the condition of 
meaning invariance is violated by actual scientific practice. His primary 
example is the relation of classical to relativistic mechanics and the con­
cept of mass that appears in each theory. If we try to use the special theory 
of relativity to explain why classical, Newtonian, inertial mass is conserved 
in a closed system, the consistency condition again seems to be violated, 
for even if our two theories give experimentally indistinguishable results 
about the mass of objects at low velocities, it remains the case that, ac­
cording to special relativity, the mass of the parts of our closed system— 
and so, too, its total mass—will vary according to the velocities of the parts 
relative to whatever coordinate system we use to conduct our measure­
ments.16

Feyerabend extends this result to undermine the condition of mean­
ing invariance, arguing that mass undergoes a change of meaning in the 
transition from classical to relativistic mechanics. For while it is true of 
classical mass, mc , that the mass of an aggregate of parts is equal to the 
sum of the masses of the parts, this is not so for relativistic mass, mr, where 
the mass balance is a function of the relative velocities of the parts. More­
over, while classical mass mc is a (one-place) property  of an object, inde­
pendent of coordinate system, relativistic mass mr is a (two-place) relation, 
involving relative velocities, between an object and a coordinate system. 
In light of this, Feyerabend claims that we must conclude that mass as it 
appears in classical mechanics and mass as it figures in relativity theory 
do not have the same meaning. As before, he contends that the successor 
theory T 1 has not absorbed or incorporated T, as Nagel’s account requires, 
but straightforwardly differs from T and replaces it. As Feyerabend says 
elsewhere:

What happens when transition is made from a restricted theory T' to a wider 
theory T (which is capable of covering all the phenomena which have been 
covered by T') is something much more radical than incorporation of the 
unchanged theory T  into the wider context of T. What happens is rather a 
complete replacement of the ontology of T' by the ontology of T, and a cor-
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responding change in the meanings of all descriptive terms of T' (provided
these terms are still employed).17

(Contrary to the notation used in this commentary and in Nagel, Feyer- 
abend uses T' to stand for the reduced theory and T to stand for the 
reducing theory.)

It might be objected that Feyerabend’s examples of meaning change 
fail to show anything so strong as this. At most they show that actual 
scientific practice sometimes violates the condition of meaning invariance 
for highly theoretical terms (such as m ass), leaving the meaning of the 
observational terms shared by T and T1 unchanged. But Feyerabend in­
tends his arguments to apply to observational terms as well. The signifi­
cance of denying meaning invariance for observational terms is best judged 
against the backdrop of a brief account of the distinction between obser­
vational and theoretical terms.

One way of construing the theoretical-observational distinction is to 
see it as marking off the descriptive predicates that appear in observational 
(or experimental) laws from the predicates that appear in theoretical laws. 
Observational laws are generalizations about phenomena accessible to the 
senses; accordingly, they are expressed in the language of observation and 
refer to perceived or perceivable objects, processes, properties, and so on. 
Theoretical laws, on the other hand, are not generalizations about observ­
able phenomena but rather help to give unified explanations of observable 
phenomena and their laws. Since theoretical laws typically make reference 
to unobservable things and properties, they are expressed in a more ab­
stract language. Statements of the freezing and boiling points of water as 
a function of pressure are observational laws, and fre e z in g  p o in t , b o il in g  

p o in t , te m p e ra tu re , and p ressu re are observational terms. A law expressing 
the degrees of rotational freedom for helium molecules is a theoretical 
law, and d e g re e  o f  ro ta t io n a l fre e d o m  and h e liu m  m o le c u le  are theoretical 
terms. (For an extended account of the theoretical-observational distinc­
tion, see chapter 9, below.)

To appreciate the force of Feyerabend’s denial of meaning invariance 
for observational as well as theoretical terms, consider the empiricist view 
(held by Nagel and others) of how observational and theoretical terms get 
their meaning. The meaning of both sorts of terms is supposed to come 
from one source: experience. Observational terms get their meaning di­
rectly from observation and from test procedures that can be applied in­
dependently of any theoretical context. So even though theories change, 
the meaning of observational terms remains constant. Theoretical terms 
also get their meaning from experience, but indirectly: the meaning of a 
theoretical term is supposed to “seep up” from the experimental laws de­
rivable from the theory in which the term occurs. So, in general, the 
meaning of theoretical terms changes as theories change, but if rival the­
ories predict many of the same experimental laws, there will be a consid­
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erable overlap in the empirical meanings of the theoretical terms involved. 
Thus, observation terms can be used to state experimental laws that com­
peting theories then seek to predict and explain. Moreover, because ob­
servation terms are independent of any theory, those experimental laws 
can serve as the independent basis for evaluating the explanatory and pre­
dictive success of those theories. By denying meaning invariance both to 
theoretical and observational terms, Feyerabend effectively cuts off any 
shared meanings between earlier and later theories and denies to experi­
mental laws their role as neutral, theory-independent arbiters of theoretical 
success.

What leads Feyerabend to deny meaning invariance to observational 
terms? On his account, the content of such terms is not exhausted by 
observational procedures but also depends on our theories about the na­
ture of the things we are observing. Thus, even if our observational pro­
cedures for ascertaining some perceivable aspect of an object do not 
change from the use of T to the adoption of T', nevertheless T and T' 
may diverge in how they represent the nature of that aspect of the 
object—as a property, as a relation, as a process, and so on. And this 
divergence will affect the meaning of our observational terms. If Feyera­
bend is correct about this, then the traditional distinction between the 
meaning of observational and theoretical terms is jeopardized.

Feyerabend’s primary example of meaning variance is Einstein’s spe­
cial theory of relativity. (Kuhn also uses the same example in his “The 
Nature and Necessity of Scientific Revolutions,” reprinted in chapter 2.) 
Feyerabend claims that the meaning of the theoretical term l ength  is dif­
ferent in classical mechanics than it is in special relativity. If this is true, 
then classical mechanics is not reductively absorbed by Einstein’s theory 
but is completely replaced by a wholly different theory. Specifically, Fey­
erabend denies that we can assign any common empirical meaning to the 
term l en gth  in the two theories by connecting it to a neutral observation 
language. For, he argues, any such observation language will, at best, yield 
a representation of length contraction that corresponds to Lorentz’s elec­
tromagnetic theory, not to Einstein’s relativity theory.18

Understanding Feyerabend’s claim requires that we say something 
about the difference between Einstein’s theory and Lorentz’s. Both theo­
ries yield the same set of equations (the Lorentz transformations) and both 
predict the length contraction of moving objects. But the interpretation of 
length contraction in the two theories is radically different. Lorentz’s the­
ory is a classical theory in which any contraction of a physical object must 
be due to a physical force compressing the object and making it shorter. 
Lorentz (following Fitzgerald) hypothesized that all objects are composed 
of electrons and molecules and that all the forces that hold matter together 
are electrical. When an object moves through the electromagnetic aether 
(or, in other words, when an object moves with respect to absolute space), 
these forces become stronger, causing the object to shrink. Thus, on Lor-
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entz’s theory, the real length of an object is the length it has when it is 
at rest with respect to absolute space, and length contraction is a physical 
effect caused by the motion of electrons in absolute space.

Einstein’s theory is totally different from Lorentz’s. Einstein bases his 
theory on the empirical fact that the speed of light is the same in all frames 
of reference, together with an operational analysis of the concepts of 
length, time, and simultaneity. His derivation of the Lorentz transforma­
tions involves no hypotheses about the structure of matter and it dispenses 
with the notion of absolute space. On Einstein’s theory, all objects moving 
with constant velocity with respect to an inertial frame of reference must 
appear shorter when measured in that frame of reference, regardless of 
their composition. Thus, in Einstein’s theory there is no absolute space 
and no physical forces causing length contraction.

Feyerabend’s point is that our ordinary, commonsense views about 
objects are embedded in our observational language. For example, Fey- 
erabend presumes that it is part of what we ordinarily mean by observa­
tional terms such as phys ica l  ob j e c t  and l ength  that physical objects will 
shrink only when a physical force compresses them. If this is true, then 
there is no way that we can interpret the theoretical terms in Einstein’s 
special theory of relativity using such an observational language. We may 
assign empirical meanings to the terms in the Lorentz-Fitzgerald trans­
formation equations, but the interpretation we give will be Lorentz’s in­
terpretation, not Einstein’s. In brief, Einstein’s theory involves a radical 
reinterpretation of our ordinary concepts of length and time. Thus, we 
should not expect that an observational language in which the classical, 
Newtonian concepts of length and time are embedded will be able to 
assign empirical meaning to the theoretical terms in Einstein’s theory.

According to Feyerabend, even the most innocent-seeming observa­
tional language is theory dependent, and each theory determines its own 
distinctive set of observational statements. Thus, he concludes that the 
traditional empiricist distinction between observational and theoretical 
terms fails to give a satisfactory account of meaning in scientific theories 
and that the standard reductive picture of the relation between theories 
fails along with it.

Nagel’s reply to the “replacement” account of intertheoretic reduction 
(part 3 of his “Issues in the Logic of Reductive Explanations”) begins with 
a summary of Feyerabend’s position. Since the meaning of every te rm - 
observational and theoretical alike—depends upon the particular theory in 
which it occurs, there is no theory-independent observational core to 
ground the interpretation of any sentences making up a theory; rather, the 
theory itself is meaningful independent of observation. Accordingly, a 
change from one theory to another brings with it a change in the meanings 
of all terms, and hence no theory T can be reductively derived as an 
explanatory consequence of T 1.

The standard empiricist view is that scientists should formulate the­
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ories adequate to the facts of natural phenomena as given by theory-neutral 
observation. Suppose Feyerabend’s view to the contrary is correct. That is, 
suppose a transition is made from some existing theory T about a domain 
D of phenomena to a distinct theory T', and suppose that the vocabularies 
of T and T' share no meanings in common. Nagel’s first objection has 
two parts. First, if Feyerabend’s account is correct, then no sense can be 
made of the claim that T and T' are either consistent or inconsistent 
(compatible or incompatible), since consistency (and compatibility) are 
logical relations obtaining between statements whose terms have shared 
meanings. (If you assert “ x  is F” and I assert “ x  is not F,” we have not 
made inconsistent claims unless you mean by “ F ”  what I mean by “F”.) 
Second, if the meaning of observation terms in T is a function of T itself, 
then any laws in which those terms figure cannot be at odds with the 
observational claims of any alternative theory relative to which we may 
wish to assess the empirical adequacy of T. If there are no objective, 
theory-independent grounds for fixing the meaning of any terms in a the­
ory, every theory is equally immune from criticism by adherents to every 
other theory.

Nagel’s second objection is a further attack on the intelligibility of 
Feyerabend’s position. Feyerabend tells us that when a transition is made 
from an existing theory T to a distinct theory T' “capable of covering all 
the phenomena that have been covered by T” (916) T and T' share no 
meanings in common. But how, Nagel asks, in the absence of common 
meanings, can we compare the relative scopes of T and T ' and their degree 
of overlap? If the descriptive means by which one is able to circumscribe 
the relevant phenomena are theory laden, and thus undergo meaning 
changes in the transition from T to T', it is unclear what neutral account 
is available for expressing the notion that T ' is capable of covering all the 
phenomena that have been covered by T. (Expressing this notion is no 
difficulty for Nagel’s correspondence account, since bridge laws are un­
derstood as empirical hypotheses about how the extensions of the terms 
of T are related to those of the terms of T'.)

There is a further issue concerning Feyerabend’s thesis of meaning 
variance. In chapter 7, we encountered the distinction between a term’s 
intension and its extension—or, as it is nowadays more commonly ex­
pressed, between the sense and the reference of a term. To which of these 
traditional aspects of meaning is Feyerabend’s denial meant to apply? Rea­
sons (however good or bad they may be) for claiming that, say, m ass as it 
figures in classical mechanics and m ass as it appears in relativity theory 
have different meanings (i.e., have different senses) are not yet reasons for 
believing that each of these homophones diverge in reference: classical 
mechanics and relativity theory may, for all that, refer to a single physical 
magnitude, diverging on the properties their hypotheses ascribe to it. Thus, 
even if one endorses a position according to which senses of terms are 
closely tied to the theories in which they figure, we may yet have grounds
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for believing, as Nagel’s remarks imply, that there is an objective and 
common domain of natural phenomena to which both T and T' may be 
said to apply.

We can summarize the contrast between Nagel’s and Feyerabend’s 
views on meaning by returning to Feyerabend’s criticism of synonymy as 
a constraint on new theories. (See pages 939-41) Feyerabend protests 
that synonymy—the requirement that the meaning of terms in established 
theories not change when new theories are introduced—would stifle in­
novation. He reaches this conclusion by adopting a holist theory of mean­
ing according to which any new claim about, say, temperature or mass, 
automatically changes what the terms temperature and mass mean. As we 
have seen, Nagel rejects the holist theory of meaning because it would 
render impossible any comparison between theories (including the ones 
that Feyerabend makes). In its place, Nagel relies on the traditional dis­
tinction between a term’s intension (sense) and its extension (reference). 
Even if the intension of a term varies with theoretical context, its 
extension—the things or processes that the term refers to—can remain the 
same. In this way, contra Feyerabend, rival theories can make competing 
claims about the same objects.

Nagel’s account of reduction leaves open the possibility' that two the­
ories might use the same term not only with different intensions but also 
with different extensions. In such a case, any reductive relation between 
the theories must be inhomogeneous, secured by bridge laws. To illustrate 
this possibility, let us return to the disputed example of classical mechanics 
and relativity theory and allow, for the sake of argument, that the extension 
of the term mass is not the same in both theories. Nagel would insist that 
we introduce two new terms that are typographically distinct, mc and mr, 
say, and then try to express the relation between the extensions of those 
terms in a bridge law. Remember that the bridge law is not a definition 
or a statement of synonymy. Rather, it asserts an empirical hypothesis 
about how the extension of mc is related to the extension of mr. Whether 
or not such a bridge law can be found in this case is a matter of dispute. 
(See the discussion of Nickles, which follows in this commentary.) None­
theless, the point remains that, contrary to Feyerabend, Nagel’s condition 
of meaning invariance is not a barrier to theoretical innovation once it is 
understood as Nagel intended, namely, as a prohibition of referential am­
biguity when theories are compared.

8.3 | Nickles on Two Concepts of Intertheoretic
Reduction

What assessment should we make of our discussion to this point? On the 
one hand, the attractiveness of Nagel’s account is hard to deny: surely
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there is som eth ing  right in the view that, say, claims about temperature 
can be reductively explained in terms of the mean kinetic energy of mol­
ecules, that the laws of some theory T about a certain domain can be 
consolidated within a distinct theory T' about some wider domain, and 
that such laws will often be deductive consequences of the more general 
theory. On the other hand, it is scarcely deniable that succeeding theories 
sometimes contradict their predecessors and that scientific change can 
bring with it an evolution in our concepts.

Until now our discussion has proceeded under the implicit assump­
tion that reduction is a single phenomenon and that the central task is 
one of determining which model —instrumental, correspondence, replace­
ment, or something else—best captures this relation between theories. In 
other words, we have been supposing that the relations between thermo­
dynamics and statistical mechanics, between Galilean and Newtonian laws 
of motion, between classical mechanics and relativity theory, and so on 
each alike instantiate some one concept of intertheoretic reduction. But 
perhaps the possible relations among theories are so diverse that no single 
model can do justice to all these examples of reduction. This is the view 
taken by Thomas Nickles in “Two Concepts of Intertheoretic Reduction.”

From the many examples of reduction offered by Nagel and others, 
Nickles believes that we can form a relatively clear concept of a reduction 
relation connecting narrower, less fundamental theories with broader, 
more fundamental ones. In such cases as the reduction of thermodynamics 
to statistical mechanics, or physical optics to electromagnetic theory, the 
basic claims of a putatively autonomous theory are consolidated into or 
absorbed by the theoretical scheme of an overlapping but richer theory. 
This achievement of conceptual and ontological economy is obtained 
chiefly by the derivational explanation Nagel has proposed.

But Nickles argues that not all reductions are of this sort. In the case 
of classical mechanics and relativity theory, for example, the broader, more 
general theory of relativity reduces to the narrower, more restricted clas­
sical mechanics in the limit of low velocities (as velocities approach zero). 
We have encountered this sort of reduction in the connection between 
classical and relativistic mass: the relativistic measure of mass reduces to 
the classical measure in the limit. Nickles makes the same point about 
the relativistic and classical definitions of linear momentum. What we 
have in these and other similar cases, in which successor theories reduce 
to their predecessors under limiting transformations, is an inversion of the 
standard concept of reduction sketched above. But these examples, no less 
than those above, are among our paradigm examples of reduction. Since 
we cannot claim both that less general theories reduce to more general 
ones and that more general theories reduce to less general ones in the 
same sense of reduce, we must grant that reduce to expresses different 
relations in different contexts. In short, there must be more than one kind 
of reduction.
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Nickles labels the first sort of reduction, whereby T is consolidated by 
T' to produce a conceptually and ontologically more efficient system, 
reduction,. Since reduction! is a relation between consistent (and typically 
concurrent) theories in different domains, it is said to be a domain­
combining reduction. The second kind of reduction, called reduct ion2, is 
primarily a relation between T and its historical successor T 1 and is what 
Nickles describes as a domain-preserving reduction. The distinction be­
tween these two intertheoretic relations can be clarified by noting several 
further important differences between them.

First, in exhibiting how the fundamental claims of T are superfluous 
or derivative vis-â-vis the more general theory T1, reduction, is a deriva­
tional reduction of T from T 1. It is in this way that thermodynamics and 
statistical mechanics are united by a domain-combining reduction,: claims 
about temperature and entropy being deductively explained in molecular- 
kinematic terms. But reduction, is neither an ontological nor an explan­
atory reduction as normally construed. The relation of T 1 to T in such 
cases is primarily heuristic and justificatory. It is heuristic insofar as the 
formulation of new theories can plausibly be guided by the idea that, other 
things being equal, new theories will yield accepted results as a special 
case. The relation is justificator)' in the sense that a successful reduction, 
shows that T 1 can give an adequate account of the phenomena treated 
by T.

Second, since a successor theory, T', may approach its predecessor, 
T, in the limit in more than one way, T' may reduce, to T in several 
respects, but given the nature of explanatory and ontological reduction, T 
can reduce, to T' in only one way.

Finally, while reduction,—being a relation of explanatory derivation 
—must hold between compatible theories, this is not the case for reduc­
tion,. The special theory of relativity is a replacement of classical me­
chanics, with which it is, strictly speaking, inconsistent. And given that 
the function of reduction, is primarily heuristic and justificational, Nickles 
claims that it is less sensitive to meaning change than reduction, can be.

R e e v a l u a t i n g  N a g e l ’ s  A c c o u n t

Nickles’s proposal gives us a helpful perspective from which to reevaluate 
Nagel’s account of reduction. Domain-combining reductions,, between 
theories that were regarded historically as being in distinct domains, will 
generally be inhomogeneous—Nickles calls them h e t e ro g en eou s—and will 
involve the use of bridge laws to connect distinctive vocabularies. Through 
the use of such bridge laws, the domain-combining absorption of T by 
T' is effected by the derivation of T from the compatible but more general 
theory T 1. Domain-preserving reductions, of a successor T' to its prede­
cessor T will typically be homogeneous but never derivational. Thus, ac­
cording to Nickles’s account, Nagel is best viewed as capturing only
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domain-combining reduction, and, in treating all reduction as deriva­
tional, casting such intertheoretic relations in too narrow a mold. By doing 
so, Nagel opens his account to Feyerabend’s (and Kuhn’s) objections 
against the meaning-invariance and consistency conditions. Let us return 
briefly to these.

While we have noted several misgivings about Feyerabend’s rejection 
of meaning invariance, Nickles himself docs not explicitly criticize this 
rejection. But he does criticize one attempt to deflect the force of this 
rejection in the case of homogeneous reductions by claiming that the 
attempt concedes too much to Nagel’s critics. Nickles’s point is that if we 
grant that the homophonic terms of T and T' differ in meaning, we might 
simply consider the reduction as heterogeneous (or inhomogeneous), con­
necting m c with m , by appropriate bridge laws, allowing at once for the 
claim that T and T' diverge in their descriptive vocabularies but never­
theless providing for derivational reduction. But by thus treating all re­
duction as in the end heterogeneous, we undermine what seems correct 
about distinguishing heterogeneous from homogeneous cases. That is, we 
effectively undermine our ability to distinguish domain-preserving reduc­
tions, from domain-combining reductions,; we would have to take the 
classical-relativistic reduction to be one of conceptual and ontological 
consolidation by explanatory derivation, on a par with the reduction of 
thermodynamics to statistical mechanics or optics to electromagnetic the­
ory. And that, Nickles thinks, is to give up too much. Although he does 
not say so explicitly, one is left with the impression that he believes this 
gives up too much in part because it amounts to granting the denial of 
meaning invariance across the board, to all theoretical change, even in 
cases of heterogeneous, domain-combining reductions,. But even if m ass  

changes in meaning from classical to relativistic theories, surely p ressu re  

and v o lu m e  are univocal from thermodynamics to statistical mechanics.
Nickles’s appraisal of the consistency condition is similar. The objec­

tion that reduced and reducing theories are always or nearly always in­
compatible is too strong. For many logical incompatibilities are simply the 
consequence of historical contingencies. Nickles argues that it would be 
nothing shy of miraculous if a theory T, arising from one line of research 
(say, traditional thermodynamics or physical optics) were, without any ad­
justments of detail whatsoever, completely consistent and derivable from 
some distinct theory T', arising from a distinct line of research (such as 
statistical mechanics or electromagnetic theory). Often the adjustments of 
detail in T can be accomplished within the context of its original historical 
framework, and in any case there is no conceptual or logical requirement 
that such divergence of detail must always arise. Moreover, Nagel’s critics 
have not been properly mindful of the fact that philosophers (and some­
times scientists) operate with deliberately idealized models of theories and 
that such models often depart from fully accurate representations in ways 
relevant to supposed inconsistencies between T and T'. Nevertheless,
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while Nickles rejects the claim that all reductions, must fail because of 
incompatibilities between T and T 1, many reductions do fail to meet the 
consistency condition. Prominent among these are domain-preserving re­
ductions- of successor theories to their predecessors. We should not pre­
tend that relativity theory is consistent with classical mechanics. But 
neither should we conclude, with Feyerabend, that there is no reduction 
to be found there at all. Instead, we should grant that some kinds of 
intertheoretic reduction depart from Nagel’s derivational model. Thus, re­
duction, is immune to Feyerabend’s consistency objection.

The existence of reduction2 shows that Nagel’s model does not express 
necessary  conditions for (all kinds of) intertheoretic reduction. Other ex­
amples seem to show that neither are Nagel’s conditions sufficient for 
reduction. It is typically presumed that the molecular-kinetic theory of 
matter includes, in addition to a class of statistical assumptions, the fun­
damental laws of mechanics. If this is correct, then tire presence of me­
chanical laws in kinetic theory entails, on Nagel’s account, that mechanics 
trivially reduces, by derivation, to the kinetic theory. But surely this result 
is not to be explained as a realization that, contrary to our best intuitions, 
mechanics is less fundamental or less basic than the kinetic theory and 
reduces to it. Rather, this result shows that Nagel’s account cannot distin­
guish the reduction of one theory to another from the application of one 
theory to special domains. Meeting tire conditions of Nagel’s derivational 
account is not sufficient for reduction. A similar result (first noted by 
Lawrence Sklar) emerges from the Wiedemann-Franz law, which one can 
use to deduce the thermal conductivity of a metal from its electrical con­
ductivity. 19 No one has ever suggested that the theory of heat conduction 
is reducible to the theory of electrical conduction. One way of expressing 
the lesson of this example is that the existence of laws that correlate prop­
erties in bridge hypotheses do not suffice for effecting a reduction.

Nickles considers the proposal, recommended by Sklar, that we might 
improve the standard correspondence account of reduction by replacing 
bridge laws that merely correlate entities or properties with bridge laws 
that identify them. (Recall that Nagel himself suggested that some bridge 
laws have the form of identity statements.) This proposal is not without its 
problems. As Nickles argues, such an account would still seem to classify 
as reductions many intertheoretic relations that clearly are not reductions 
at a ll—as when the identification of light beams with electromagnetic ra­
diation of a certain frequency supports a partial “reduction” of electro­
magnetic theory to geometric optics. Moreover, it is often unclear exactly 
what identifications a reduction would support. This is especially so in the 
reduction of nonstatistical theories such as thermodynamics or classical 
mechanics to statistical theories like statistical mechanics or quantum the­
ory, where there are alternative formulations of the reducing theory’s con­
cepts. Distinct formulations may offer different heuristic or metatheoretical 
advantages. Indeed, as Nickles goes on to suggest, some formulations may
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weigh against identification altogether in favor of much weaker correspon­
dence rules. For example, while the classical concept of particle position 
most closely resembles the quantum-theoretical concept of position, it 
proves far more illuminating to correlate classical position with a statistical 
average of the values obtained when position is measured in an ensemble 
of systems, all of which are initially prepared in the same quantum state. 
In this and many similar cases in quantum mechanics, the correspondence 
of classical quantities with expectation values does much to justify quan­
tum theory as a deep account of the phenomena classical mechanics set 
out to explain. As before, Nickles's argument is that in many paradigmatic 
examples of reduction, the heuristic and justificational advantages of a 
theory T' relative to its predecessor T overshadow any efforts to see the 
relation between the theories as one of ontological identification or deri­
vation via bridge laws. In such cases, reduction, is the most fitting model 
for intertheoretic reduction.

One problem with Nagel’s view about the status of bridge laws is the 
problem of symmetry: when bridge laws are expressed as biconditionals 
(which is a symmetric relation), how best can we explain the intuition 
that T reduces to T 1, but T 1 does not in that same sense reduce to T? In 
the final section of his paper, Nickles considers this issue as it applies to 
reduction,. Supposing that the mapping of one theory into or onto another 
via some limiting transformation effects a reduction,, the threat of sym­
metry would seem to arise only if the inverse of the limiting transformation 
exists, which typically it does not.20 Nonetheless, the symmetry problem 
can still arise if there is a limiting operation that maps T1 into T and 
another operation (not the inverse of the first) that maps T into T'. Nickles 
illustrates this possibility with the following fictional example of two little 
theories (or parts of theories), T and T",

T: w  = ax + 2y + g T": z -  bx + ey  + d

where w, x, y, and z are variables and a , b, d, e, and g are numerical 
constants. Suppose first that a = b, and e  = 2. In this case T and T' differ 
only with respect to g and d. Suppose now that T is an old, predecessor 
theory, with g = 0, and suppose that T' is a new theory, with 0 ^  d «  1. 
If it is legitimate to say that T' reduces,, to T in the limit as d  —> 0, is it 
not equally legitimate to say that T reduces2 to T" in the limit as g —» d? 
And yet, intuitively, it seems that if one theory reduces to another in the 
limit, then the former is in some respect a generalization of the latter, 
which is an asymmetric relation among theories.

Nickles’s response to the symmetry problem is to prohibit unrestricted 
changes in the values of a theory’s numerical constants. Indeed, if the 
values of variables and constants alike are allowed to approach different 
magnitudes, any equation could be reduced to any other. Changes in the 
values of constants are permitted in reductive transformations only when
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they make physical sense given the theories involved. Although he is un­
prepared to offer any general formula specifying constraints that all legit­
imate reductions2 must meet, Nickles concludes his paper by proposing 
several conditions to help mark out genuine reductions,. First, reductively 
related theories must apply to the same or significantly overlapping phe­
nomena. Second, entire sets of equations must be reduced, to others. 
Third, as we have discussed, transformations, especially those involving 
constants, must make physical sense. These requirements will severely 
restrict trivializations similar to the one envisioned above. Finally, reduc­
tion, will be taken as a relation of new to previously established theories, 
with a reducing, theory having to account for the intelligibility of its pred­
ecessor. In this way the empirical content of established predecessors will 
impose constraints on the variables and their relations in the successor 
theory.

8.4 | Kitcher on Reduction, Classical Genetics, and
Molecular Biology

Nagel and others have proposed models of the reduction relation that is 
supposed to hold among theories when scientific progress occurs. As we 
have seen, some philosophers such as Feyerabend are skeptical about the 
existence (and methodological propriety) of any such reduction relation 
among scientific theories. Others, such as Nickles, are prepared to rec­
ognize reduction but argue that it is considerably more complicated and 
less unified than Nagel envisioned. Thus, the philosopher of science who 
remains sympathetic to the idea of reduction is left to decide in what 
historical cases, and to what extent, some form of reduction has taken 
place. Typically, the examples used by philosophers of science are drawn 
from the physical sciences, usually physics and chemistry. But the life 
sciences should not be ignored. They, too, provide important cases of 
scientific progress in which the philosopher of science has to judge 
whether, and to what extent, one theory has been reduced to another.

In his paper “1953 and All That: A Tale of Two Sciences,” Philip 
Kitcher presents some new ideas on the nature of theories and the relations 
among them, by asking whether or not two central theories in biology- 
classical genetics and molecular biology—stand in a reductive relation to 
one another. Classical genetics is the familiar textbook account of genetics 
developed in the first decades of the twentieth century by T. H. Morgan 
and his associates through their research on the fruit fly Drosophila. Mor­
gan’s work extended and refined Mendel’s pioneering factor theory of he­
redity by identifying chromosomes as the carriers of Mendel’s factors. 
These factors were soon renamed genes .  Molecular genetics began with 
Watson and Crick’s discovery of the structure of DNA in 1953.
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In addition to expanding our discussion of intertheoretic reduction to 
include the life sciences, Kitcher’s paper illustrates how philosophers of 
science strive to improve our understanding of intertheoretic relations by 
looking in some detail at particular scientific theories. Among philosophers 
of biology, a relatively common position has been that classical genetics 
reduces to molecular genetics. Kitcher rejects this position. But before 
taking up his arguments against reductionism in genetics, let us briefly 
review some of the central notions at work in classical and molecular 
biology.

Classical genetics regards genes as segments of chromosomes, each 
having its relative position or locus on the string of genes making up the 
chromosome. The chromosomes of diploid organisms are paired, mem­
bers of these matched pairs being called hom o logou s ch romosomes. The 
genes that can occur at some locus on a chromosome are called alleles. 
If different alleles occur at the same locus on a pair of homologous chro­
mosomes, the organism is said to be heterozygous at that locus.

There are two different kinds of cell division: mitosis and meiosis. 
When a cell divides by mitosis, it produces two cells that are genetically 
identical to the original cell; each pair of chromosomes is duplicated ex­
actly. Mitosis is the cloning process by which multicellular organisms grow 
and many single-celled organisms reproduce. Unlike mitosis, meiosis in­
volves a reduction in the number of chromosomes and is the process by 
which sex cells (gametes) are formed in the ovaries and testes. At meiosis, 
the pairs of chromosomes line up, and each member separates from its 
partner to form two gametes, each containing half the required number 
of chromosomes. Fertilization occurs when the male and female gametes 
unite to yield a cell with a full chromosomal complement.

Although the new individual that results from fertilization receives 
half its chromosomes from each parent, the paternal and maternal genes 
in homologous pairs of chromosomes do not remain separate for very long. 
Through several mechanisms they soon become mixed up together and 
arranged in a different order. For example, homologous chromosomes 
often wrap around each other, break, and then recombine to change the 
arrangement of genes. By such crossing over and recombination, chro­
mosomes come to contain both maternal and paternal genes. The likeli­
hood and frequency with which some gene comes to have new neighbors 
on the chromosome through recombination is a function of that gene’s 
proximity to others and to the site of crossover. The organism’s genetic 
makeup or genotype together with environmental effects give rise to the 
organism’s outward, or phenotypic, characteristics. Classical genetics is 
thus a study of hereditary phenomena, explaining phenotypic character­
istics in terms of gene-chromosome relations, gene loci and the alleles at 
these loci, gene transmission in gamete and zygote production, the dom­
inance and recessiveness of genes, and so on.

The scope of molecular biology is somewhat different. It is, in effect,
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a study of biosynthesis at the molecular level, a theory about the molecular 
structure of fundamental genetic units, how they are formed and modified, 
and how, above all, these genetic units produce the proteins that ulti­
mately determine phenotypic characteristics. The molecular analogue to 
the classical Mendelian gene is a segment of deoxyribonucleic acid 
(DNA)—a long spiral-shaped molecule composed of two strands of sugar 
and phosphate molecules connected by two pairs of complementary bases 
(adenine and thymine, guanine and cytosine).

The DNA in genes has two main functions: replication and transcrip­
tion. In gene replication, the strands of DNA split apart, each strand serv­
ing as the template for the formation of two new DNA molecules. In 
transcription, the DNA serves in the production of a similar molecule 
called ribonucle ic  a c id  (RNA). RNA, whose single-strand sequence is 
uniquely determined by the DNA sequence, is responsible for the synthe­
sis of proteins in ribosomes, through a process of translation. Proteins are 
synthesized by stringing together amino acids in long chains. By virtue of 
their particular sequence of amino acids, proteins take on complex three- 
dimensional secondary structures that enable them to perform their many 
functions: regulating the transcription process itself, producing other pro­
teins via RNA, and serving as enzymatic substrates for biosynthetic path­
ways. Thus, the molecular structure of DNA—that is to say, the sequence 
of its base pairs—uniquely determines (in concert with the environment) 
all phenotypic characteristics of an organism. By deciphering the genetic 
code, molecular biologists discovered which triplets of DNA base pairs 
code for which amino acids and thus which sequences of base pairs 
(genes) produce which proteins.

T h e  A p p a r e n t  F a i l u r e  o f  R e d u c t i o n i s m  i n  G e n e t i c s

Kitcher approaches the issue of reduction in genetics21 by allowing that 
some core, received account of intertheoretic reduction is able to capture 
many of the standard examples of this phenomenon in the physical sci­
ences. Reductionists claim that the relation of classical to molecular ge­
netics is sufficiently similar to these examples to count as yet another 
instance of this reductive phenomenon. Given the standard model of re­
duction as a derivational explanation by T' of reduced laws of T with the 
help of bridge laws connecting the distinctive vocabularies of T and T', 
the reductionist position requires us to accept three fundamental theses:

R1 Classical genetics contains general laws about the transmission of genes 
which can serve as the conclusions of reductive derivations.

R2 The distinctive vocabulary of classical genetics (predicates like 
“(T) is a gene,” and “([) is dominant with respect to © ”) can be linked 
to the vocabulary of molecular genetics by bridge principles.
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R3 A derivation of general principles about the transmission of genes from 
principles of molecular biology would explain why the laws of gene trans­
mission hold [to the extent that they do.) (973)

In the first part of his paper, Kitcher argues against reductionism, 
claiming that (Rl ) ,  (R2), and (R3) are false. Let us consider these in turn.

(R l) As we noted earlier in this commentary, philosophers of science 
commonly identify theories with some manageable set of fundamental 
laws. Kitcher’s first observation is that classical genetics is not presented 
by philosophers of science in this way at all (even by reductionists). Rather, 
it is presented by reference to the particular subject matter and to partic­
ular methods of investigation. The explanation for this fact is that nothing 
approaching genuine law's can be found in the research papers and text­
books themselves. It is true that, before Morgan’s research in the early 
decades of this century, geneticists did make reference to “Mendel’s laws.” 
But these “laws” have since been proved false.

Kitcher’s second point is taken from a particular example of the failure 
of these so-called laws. Mendel’s second law claims that genes at different 
loci in diploid organisms are transmitted independently when gametes are 
formed by meiotic division. But since genes are segments of chromosomes, 
alleles on the same chromosome will tend to be transmitted together. In 
response to the reductionist claim that such mistakes in the laws can be 
corrected, Kitcher points out that it is not so much that the law is false as 
that the law itself plays no role in classical genetic research. Classical 
genetic researchers use cytological techniques of a quite general sort to 
see what can be learned from them. So any change these researchers 
might make to the second law would be simply a special-case result of the 
general cytological methods, with the core problem of discovering how 
genes are distributed on the same chromosome remaining beyond the 
scope of that amended law.

(R2) Suppose that the reductionist could, after all, specify the content 
of classical genetics in terms of some set of fundamental laws. Deriving 
these from molecular biology would require the use of bridge laws, of the 
following sort:

(*) (x) (x is a gene «-» Mx),

where Mx is a (possibly complex) predicate of molecular genetics.22 
Kitcher claims that molecular biologists do not offer any such claims as 
(*) and that no such bridge laws can be found. We said earlier that the 
molecular analogue to classical (Mendelian) genes are segments of DNA. 
But which segments of DNA count as genes? Genes come in many 
lengths, and many DNA segments of those lengths are not genes; so “num­
ber of nucleotide pairs” w ill not suffice. Nor can we reckon a gene to be 
any segment of DNA between nucleotide triplets (codons) that initiate
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and terminate transcriptions; mutations can produce single alleles con­
taining within them terminating and reinitiating triplets, and moreover 
not every gene is transcribed onto the RNA figuring in protein synthesis. 
In short, no general structural statement can designate which DNA seg­
ments count as genes.

Despite the impossibility of defining the term g e n e  in molecular 
terms, the reductionist might insist that, since there are only finitely many 
organisms and hence finitely many genes, it should he possible in prin­
ciple to supply a list containing molecular descriptions of all such DNA 
segments. We might then construe Mx as the large disjunction of all such 
molecular descriptions. Here, Kitcher argues that the reductionist will 
have failed to provide us with anything sufficient to reduce a classical 
genetic law about genes or gene transmission. Laws, presumably, apply 
not only to actual cases but to cases that might have but did not actually 
arise: laws, we say, support their counterfactuals. (For more on this feature 
of laws, see the commentary on chapter 7.) Thus, to reduce a law about 
genes is to show how possible but nonactual genes would satisfy it. But 
the disjunctive approach just described, expressed in terms of all actual 
gene-structures, fails to do this.

Now the reductionist might suggest that biconditional bridge laws 
such as (*) are stronger than we need. For if we are after the derivation 
of the law

(1) (x)(y) {[Gx & Gy] Axy)

(an amended version of Mendel’s second law, say, about the independent 
assortment of genes), then perhaps we can derive (1) from (2) —some 
statement expressing merely necessary molecular conditions for being a 
gene—together with another lawlike premise (3):

(2) (x) (Gx -> Mx)

(3) (x)(y) ([JVfx & My] —> Axy).

Molecular genetics can presumably supply weaker claims of the form
(2) to the effect that x is a gene only if it is composed of either DNA or 
RNA.23 But Kitcher argues that there is no more hope of providing a strong 
molecular-biological law governing the independent assortment of all 
DNA and RNA segments, as in (3), than there is of providing a law of 
form (*) itself.

(R3) Suppose that the reductionist can provide fundamental laws of 
classical genetics and suitable bridge principles for deriving them. Our 
reduction model requires that the derivation of these laws explains them. 
Consider again an amended version of Mendel’s second law. Why do 
genes of nonhomologous chromosomes assort and transmit independently? 
Cytology explains it perfectly in terms of the behavior of chromosomes
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during meiosis. Kitcher argues that, while we can provide molecular ge­
netic details involved in the cytological account, even to the point of a 
successful derivation of the transmission law, doing so would not elaborate 
or further explain the transmission law itself. Indeed, the further details 
would only obscure a perfectly good cytological explanation with irrelevant 
information.

The reductionist might object here that, even if further molecular 
details only obscure the explanation, this obscurity is simply an artifact of 
our limited cognitive abilities; the explanatory force of the molecular de­
tails could be grasped by more powerful intellects. Kitcher’s response is 
that this misses the main point of his argument—it is not that the molec­
ular derivation is too complicated but that it forfeits something present in 
the cytological explanation. The cytological account treats meiosis as be­
longing to a natural kind, namely, the kind of process that separates paired 
items and assigns them to distinct entities. In the meiotic instance of this 
process, homologous chromosomes are separated and assigned to distinct 
gametes. Kitcher’s point is that explaining the transmission law requires 
identifying this pair-separation (or P S -) process as a natural kind to which 
meiosis belongs and that, from a molecular point of view, the PS-process 
forms no natural kind. From the viewpoint of molecular mechanics, 
PS-processes are a mixed bag; there are no general constraints on the 
molecular structures of items that can be paired or on how forces combine 
to pair or separate them. Since PS-processes, from the molecular view­
point, are realized in so many disparate ways, a molecular account must 
fail to capture that feature of an adequate explanation of gene transmission 
that marks it as a species of a general kind. Hence, the cytological expla­
nation, which uniformly accounts for a wide range of cases (meiosis 
among them) that from the molecular viewpoint are heterogeneous, is the 
objectively better explanation.24

Not all philosophers of science would agree with Kitcher’s denial of 
the explanatory thesis (R3). C. Kenneth Waters, for example, has explicitly 
rejected what he calls the “gory details” objection to reductionism25—a 
reference to Kitcher’s claim that “the distribution of genes to gametes is 
to be explained, not by rehearsing the gory details of the reshuffling of the 
molecules, but through the observation that chromosomes are aligned in 
pairs just prior to meiotic division, and that one chromosome from each 
matched pair is transmitted to each gamete” (993). What force is there to 
Kitcher’s point that the very' broad natural kind he calls PS-processes, of 
which meiotic segregation is an instance, is heterogeneous from the mo­
lecular perspective? In claiming that pair separation may occur because 
of any number of forces, including the action of electromagnetic, nuclear, 
and even gravitational forces, Kitcher is surely conceiving of a natural kind 
that includes processes quite unlike anything that occurs during meiosis. 
Waters’s first point is that, whatever analogies might hold between meiosis 
and other pair-separation processes of quite different sorts, it does not yet
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follow that cytological theory offers a unified explanation of a broad range 
of phenomena that from the molecular viewpoint appear heterogeneous.26 
Of course, phenomena do exist that classical genetics can explain uni­
formly, phenomena that involve a relatively wide range of molecular 
mechanisms. Under the category of dominance, for example, classical ge­
netics includes genes coding for structural proteins and enzymes, as well 
as regulatory genes. Waters’s second point is that even if the molecular 
mechanisms by which these different sorts of genes are expressed are quite 
different, it is unclear why we should judge the shallower explanations of 
classical genetics preferable to the deeper accounts provided by molecular 
genetics. Moreover, even granting that the classical explanation is more 
unified, Waters believes that Kitcher is unduly pessimistic about molecular 
genetics, with the help of auxiliary assumptions, eventually giving an 
equally good explanation. That molecular genetics, apart from such as­
sumptions, reflects the real diversity in a wide range of mechanisms should 
not be held against it.

K i t c h e r ’ s  D i a g n o s i s  o f  t h e  F a i l u r e  o f  R e d u c t i o n i s m

Quite apart from the difficulty of explaining classical genetics in molecular 
terms, Kitcher believes that the fundamental reason for the failure of re­
ductionism lies with the falsity of (R l): according to Kitcher, we lack an 
account of theories that can be suitably applied to classical and molecular 
genetics. For if we adopt the standard view that a theory is a set of state­
ments about laws and particular facts, then it is difficult to decide which 
statements make up the theory of classical genetics. What we find in the 
classical genetic literature at any given time are not laws but claims about 
particular organisms—paradigmatic organisms such as fruit flies, bread 
molds, and maize. So either classical genetics is merely a motley collection 
of statements about various particular organisms, or we must suppose that 
although there are general laws in genetics, these laws arc never enunci­
ated by geneticists. Two questions thus arise: What exactly is the relation­
ship between the collection of statements about particular organisms 
accepted at a given time and the theory of classical genetics at that time? 
And what is the relation among versions of the theory at different times 
that makes us reckon them versions of the same theory?

Adopting the approach of T. S. Kuhn to understanding science 
through paradigms, Kitcher rejects the standard view that a theory is noth­
ing more than a set of statements. The set of statements about (say) in­
heritance at some time is only one component of a far more complicated 
entity Kitcher calls the pra ct i c e  of classical genetics at that time. The 
practice of classical genetics is determined by a common language about 
heredity, a set of statements or beliefs about inheritance held at a time, a 
set of questions taken to be appropriate about heredity, and abstract pat­
terns of reasoning instantiated by attempts to answer those questions. The
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beliefs exemplify the theory of classical genetics insofar as they figure in 
particular problem-solutions arising from current practice; by applying cer­
tain patterns of reasoning, one puts forward answers to accepted questions. 
Versions of the theory we call c lassica l g en e t i c s  are versions of the same 
theory because different practices are linked by relatively small changes 
in language, accepted questions, and patterns of reasoning. Moreover, 
these versions of the theory share a common task, namely, the goal of 
characterizing hereditary phenomena. Thus, teaching students classical 
genetics is not a matter of giving them some set of fundamental axioms 
or laws; rather, it involves explaining a vocabulary, posing a series of cru­
cial questions, and training students to answer those questions by using 
certain patterns of reasoning.

Kitcher illustrates this view of classical genetics by describing the in­
itial family of questions to which the theory is applied. This is the family 
of pedigree problems that arise when we observe various phenotypic dis­
tributions among several generations of organisms. Each such problem is 
characterized by a set of data, a set of constraints, and a question. The 
data are statements about the distribution of phenotypes among the or­
ganisms of the pedigree. The constraints are general cytological facts and 
descriptions of the chromosomal constitution of members of the species. 
The questions are about what distribution of phenotypes we should expect 
from a cross between two individuals of the pedigree, about the probabil­
ities that some phenotypic characteristic will arise from such a cross, and 
so on. With such problems in hand, one advances to a solution by offering 
a genetic hypothesis specifying what alleles are relevant, how they are 
phenotypically expressed, and how they are transmitted through the ped­
igree. One then answers the questions about the distribution and proba­
bility of phenotypes by using the hypothesis to compute the expected 
distribution of genotypes among offspring.

According to Kitcher, the history' of classical genetics is the history of 
versions of this kind of practice, applied to pedigree and other families of 
problems. Differences among successive versions of classical genetic the­
ory arise from differences in their genetic hypotheses and the new con­
straints placed upon them.

Returning now to the relation between classical genetics and molec­
ular genetics, Kitcher is concerned to address how the explanations of 
hereditary phenomena offered by molecular biology connect with those 
offered by classical genetics. He describes three major contributions of 
molecular genetics to our understanding of hereditary phenomena. The 
first is an account of gene replication, to which classical genetics was 
committed without any accompanying explanation. As we saw earlier in 
our brief review, the Watson-Crick model of DNA explains how replica­
tion is possible. A second major advance was a molecular-genetic account 
of mutation. By understanding genes as segments of DNA, we can rec­
ognize possible mechanisms whereby mutant alleles are produced by the
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addition, deletion, or substitution of nucleotides during replication, lead­
ing to deviant proteins and, ultimately, to deviant phenotypes. Finally, 
Kitcher cites the specific explanation of how a substitution error in tran­
scription forms the mutant allele responsible for the deviant hemoglobin 
in cases of sickle-cell anemia. The resulting change in one of the four 
amino-acid chains making up the hemoglobin molecule alters its ability 
to bind with and give up oxygen. These three examples, understood in 
light of Kitcher’s view of theories described above, reflect three different 
sorts of relations among successive theories: presupposition, conceptual 
refinement, and explanatory extension. Each of these relations departs 
from the standard account of intertheoretic reduction in significant ways. 
Let us consider them in turn.

P r e s u p p o s i t i o n s : T h e  E x a m p l e  o f  G e n e  R e p l i c a t i o n

Kitcher insists that the assertion that genes replicate is not a central law 
in classical genetics and compares it unfavorably to bona fide laws such 
as the Boyle-Charles law used in thermodynamics. His reasons for denying 
lawlike status to gene replication depend on his adopting a functional 
characterization of laws, since he indicates in a footnote that he is prepared 
to concede that “genes can replicate” is a true universal generalization. 
His point is that, even though it is a true universal generalization, “genes 
can replicate” is far too weak to explain anything interesting. Thus, the 
generalization fails to qualify as a law because it cannot perform one of 
the distinctive functions of laws within science, that is, to explain things 
in conjunction with other laws. (For a discussion of some of the problems 
with adding functional characteristics to the simple regularity theory of 
laws, see “Dretske’s Criticisms of Ayer’s Theory” in the commentary on 
chapter 7.)

According to Kitcher, gene replication does not appear as part of any 
classical-genetic explanation; rather, it is presupposed by such explana­
tions. Before the advent of molecular genetics the presupposition of gene 
replication was problematic because it was hard to understand how such 
complicated molecules could duplicate themselves so exactly, especially 
when they had suffered damaging mutations. In answering the question, 
How is gene replication possible? molecular genetics thus gave a theoret­
ical demonstration of a formerly problematic presupposition of classical 
genetics.

Kitcher’s analysis of this process runs as follows. Theory T is said to 
presuppose p if instantiations of the problem-solving pattern of T contain 
statements implying p. Now, suppose that T-theorists recognize an argu­
ment from accepted premises to the conclusion that p is impossible: in 
such a case, p is a problematic presupposition. If a new theory T' were to 
produce an argument showing that p is possible and showing what is 
wrong with the existing reasoning that threatens p, then we can say that
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T" gives a theoretical derivation of the possibility of an antecedently prob­
lematic presupposition of T. Kitcher argues that molecular biology pro­
vides just such a derivation of the possibility of gene replication. But he 
notes that this account of the relation between T and T' differs from the 
standard concept of reduction in two ways. First, it requires no commit­
ment to the view that T and T' can be formulated as sets of fundamental 
laws (and their consequences). Second, it requires no commitment to the 
notion that all general claims about genes in T are equally in need of 
derivation from T'; rather, the derivation is an isolated case in which T' 
addresses some particular thesis that is problematic but that underlies all 
T-theoretic explanations. Thus, where the reductionist looks for a global 
relation between T and all fundamental laws of 7”, Kitcher’s account of 
the relation between classical and molecular genetics focuses on particular 
derivations of problematic presuppositions in classical genetic theory.

C o n c e p t u a l  R e f i n e m e n t : T h e  E x a m p l e  o f  M u t a t i o n

The referent of the term mutant a l le le  in classical genetics was originally 
fixed through the description “chromosomal segment producing a heri­
table deviant phenotype.” This description needed amending because it 
covered, not only the targeted internal changes in the structure of genes, 
but also cases of gene transposition in unequal crossing-over at recombi­
nation. Molecular genetics gives a precise account of the relevant internal 
changes in mutation (insertion, deletion, substitution), and in thus refix­
ing the referent of mutant al le le  makes it possible to distinguish cases of 
mutation from the untargeted cases of recombination. In this way, the 
molecular-genetic account of mutation involves an intertheoretic relation 
that Kitcher calls the c on c ep tua l  re finement of some theory T by a succes­
sor theory T1. Conceptual refinement is accomplished when T 1 specifies 
the entities within the extensions of predicates of T in a way that changes 
our means of fixing the referents of these predicates.27 After the conceptual 
refinement wrought by molecular genetics, the term mutant allele no 
longer includes the cases of recombination that had confused earlier 
researchers.

E x p l a n a t o r y  E x t e n s i o n : T h e  E x a m p l e  o f  S i c k l e - C e l l  
A n e m i a

The relation between classical and molecular genetics, as illustrated by 
the sickle-cell anemia example, might appear to approximate standard re­
ductionist models. Statements ascribing particular phenotypes (ultimately, 
blockages of blood flow caused by sickle-shaped red blood cells packed 
with deviant hemoglobin) to particular genotypes (the mutant allele re­
sulting from a nucleotide substitution) would, it seems, be derivable from 
the molecular characterization of the relevant allele. Encouraged by this



apparent success of the standard reductionist model, we might suppose 
that some general pattern of reasoning in molecular genetics (about the 
way in which alleles produce proteins) would enable us to generate con­
clusions about the classical association between each genotype and its 
corresponding phenotype.

Kitcher proposes that we understand the relation between the patterns 
of reasoning found in different theories by means of the notion of an 
explanatory extension of one theory by another. A theory T' is said to 
provide an explanatory extension of T only if one of the premises of some 
problem-solving pattern of T can be generated as the conclusion of some 
new problem-solving pattern of T'. Relevant premises occurring in expla­
nations by T would themselves be explained by explanatory extension ar­
guments of T'. But, Kitcher argues, we cannot infer from this, as the 
reductionist would have it, that the old T-explanations can always be im­
proved by replacing its relevant premises by the T'-derivations. For—in a 
way similar to that encountered in the failure of (R3)—what is relevant 
for the classical genetic explanations of some claim S may not be relevant 
for explaining some claim S' appearing in the explanatory derivation of S.

Despite its similarity to the derivation condition in the standard re­
ductionist model, Kitcher denies that his relation of explanatory extension 
is simply reduction under another guise. True, it is a global relation among 
theories (unlike the replication case above), and it is formulated in a way 
that frees it from the requirement to accommodate (Rl ) and (R2). Indeed, 
in the hemoglobin case it appears that we can, with the assistance of 
certain limiting boundary conditions (as in the derivation of Galileo’s and 
Kepler’s laws from Newton’s theory), derive the classical genetic statements 
about normal and mutant hemoglobin genes from molecular accounts of 
the genetic structure, But the simplicity of the sickle-cell anemia case 
makes it a highly atypical example of explanatory extension. Red blood 
cells are the simplest cells in the human body: lacking a nucleus, they are 
just membranes containing hemoglobin. The abnormal behavior of sickle 
cells is a direct consequence of their unusual shape, and their unusual 
shape is a direct consequence of the deviant hemoglobin molecules they 
contain. Similarly, the deviant hemoglobin molecules are the result of a 
single, point mutation on a single allele that has the production of the 
deviant hemoglobin as its sole effect. Normally, mutations operate in a far 
more complicated manner, affecting many different phenotypic charac­
teristics, such that derivations of genotype-phenotype associations from mo­
lecular genetics alone are not possible. Any appearance of reductionistic 
promise from explanatory extension is an artifact of the unusual simplicity 
of the hemoglobin case.

1 0 3 8  | C h . 8 Interti i eoreti c  Reducti on
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8.5 I Summary

Philosophers of science have made many attempts to characterize the re­
lation between earlier and later scientific theories by using the concept of 
reduction. Ernest Nagel’s influential account characterizes the reduction 
of one theory T by another T 1 as a species of explanation. Given that 
theories can be explicitly formulated as sets of meaningful statements, and 
given a deductive model of explanation, T reduces to T" on this account 
if the fundamental laws of T can be derived from those of T'. Two im­
portant features of reduction are entailed by this basic formulation: first, 
the claims of T and T' must be logically consistent, and second, terms 
shared by the vocabularies of T and T' must have a common meaning. 
These tenets, fundamental to Nagel’s correspondence analysis of reduc­
tion, are called the consistency condition and the condition of meaning 
invariance.

The laws of a reduced theory often contain terms that are not shared 
by the reducing theory. This leads Nagel to distinguish homogeneous re­
ductions from inhomogeneous (or heterogeneous) reductions. In inhomo­
geneous (as opposed to homogeneous) reductions, the descriptive terms 
of the reduced theory T are not a proper subset of the vocabulary of the 
reducing theory T 1. Nagel makes clear that in such inhomogeneous re­
ductions the explanatory derivation can be effected only by supplementing 
the reducing premises of T' with some additional statements connecting 
the unique vocabulary of T with the terms of T 1. These additional premises 
are called bridge laws. Since the distinctive terms of a reduced theory T 
have meanings independent of their relation to the new reducing theory 
T', bridge laws cannot be construed as expressing any analytic or semantic 
connection between the two vocabularies. Instead, Nagel argues, bridge 
laws are empirical hypotheses that may take one of two forms. Either the 
bridge laws state—in terms of T 1—conditions under which the properties 
expressed by the distinctive terms of T are manifest or they assert that 
apparently distinct objects or processes are in fact identical.

Paul Feyerabend rejects Nagel’s correspondence analysis and, along 
with it, much else of what Eeyerabend regards as misguided and perni­
cious in the logical empiricist account of scientific methodology. Two 
cornerstones of this methodology are the consistency condition and the 
condition of meaning invariance, both of which are crucial to Nagel’s 
model of intertheoretic reduction. According to the consistency condition, 
some proposed theory about a domain of phenomena is to be judged 
acceptable only if it is consistent with theories already accepted in that 
domain. According to the condition of meaning invariance, meanings of 
scientific terms must not alter as science progresses and theories change. 
Feyerabend argues that these conditions are unreasonable constraints on 
science that are often violated by actual scientific practice.
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Why are these conditions unreasonable? Feyerabend argues that the 
consistency condition militates against the acceptance of some alternative 
theory T* on quite arbitrary grounds—on its temporal relation to T, which 
just so happens to be the earlier of the two, not its relation to the facts— 
and so it promotes an unreasonable methodology that no genuine empir­
icist should tolerate. If we try to judge whether T* represents an advance 
over T on the basis of “the facts,” we are guilty' of assuming the relative 
autonomy of facts—that the facts exist and are available to us regardless of 
whether we have already considered alternatives to T, Feyerabend insists 
that all facts are theory dependent. Thus, the invention of alternative the­
ories in disagreement with an existing theory T—which the consistency 
condition forbids—is crucial to a properly empiricist methodology. Finally, 
Feyerabend argues, application of the consistency condition contributes 
to a false sense of the “success” of existing theories, perpetuating T by a 
kind of methodological conformism. In the case of the meaning-invariance 
condition, Feyerabend claims that a methodology allowing mutually in­
consistent (but empirically adequate) theories would welcome the use of 
mutually irreducible theories whose terms are unconnected by anything 
like factually correct bridge laws. Welcoming such theories brings with it 
no demand that meanings remain invariant.

Not only are the consistency and meaning-invariance conditions un­
reasonable restrictions on scientific change, but they are also, according 
to Feyerabend, violated by actual scientific practice. Against the consis­
tency condition, Feyerabend argues that the relevant (terrestrial and ce­
lestial) consequences of Newtonian theory are inconsistent with Galileo’s 
and Kepler’s laws: strictly speaking, the Newtonian theory is a replacement 
for, not a reduction of, the laws of Galileo and Kepler. Against the con­
dition of meaning invariance, Feyerabend argues that, in claiming that 
the mass of an object depends on its velocity, relativity theory means by 
mass something different than what classical mechanics means by this 
term. (According to classical mechanics, mass is independent of velocity.) 
As before, the old theory is not reduced to the new theory in Nagel’s sense 
but is replaced by it. This result applies not only to theoretical terms, but 
to observational terms as well since observational terms, no less than the­
oretical terms, are theory laden.

Nagel rejects Feyerabend’s claim that the consistency and meaning- 
invariance conditions are falsified by actual scientific practice. There is 
no fundamental threat to consistency in granting that reducing theories 
entail close approximations to the laws of reduced theories, since new 
theories often specify special conditions under which those approxima­
tions hold. Moreover, in actual practice derivations of laws commonly 
invoke simplifications and approximations of various sorts. Regarding 
Feyerabend’s denial of meaning invariance, Nagel argues that it renders 
unintelligible any claims to the effect that T and T' are consistent or 
inconsistent—these being logical relations holding between statements



C o m m e n t a r y  [ 1 0 4 1

whose terms have shared meanings. Furthermore, in the absence of shared 
meanings, we cannot intelligibly express the feet that the domains of phe­
nomena to which T and T' apply partially overlap: if any description of 
the domains is theory laden, there are no means by which to express the 
claim that T' covers all the phenomena covered by T.

Our discussion of reduction thus far has supposed that there is a uni­
fied class of reductive phenomena and that our task is to formulate an 
account that captures its basic features. Thomas Nickles argues that the 
relations among theories are far too diverse to suppose that paradigm ex­
amples of reduction form a unified class for which a single model is avail­
able. Many standard examples are indeed reductions between a narrower, 
less fundamental theory T and some broader, more fundamental theory 
T'. In such cases, T is consolidated by T' to effect a conceptually and 
ontologically more efficient system. Such a relation, between two mutually 
consistent and often concurrent theories, Nickles calls reduction,. But not 
all reductions are of this domain-combining sort. In a large class of stan­
dard examples, it is far more natural to see the broader, more general 
theory T' as reducing, under some limiting transformation, to the nar­
rower, more restricted theory T. Special relativity reduces in this sense to 
classical mechanics, in the limit of low velocities. Such domain-preserving 
reductions, between logically incompatible earlier and later theories, 
Nickles calls reductions,.

Nickles’s distinction between two kinds of reduction provides a useful 
way of thinking about Nagel’s account of intertheoretic reduction. Reduc­
tions, will generally be inhomogeneous and, using bridge laws, will in­
volve the derivational explanation of T by T'; reductions, will typically be 
homogeneous and never derivational. Thus, Nagel’s account captures 
only reduction, and, in treating all reduction as derivational, casts the 
phenomenon of intertheoretic reduction in too narrow a mold, In doing 
so, Nagel opens his account to Feyerabend’s objections. While Nickles 
does not explicitly criticize Feyerabend’s rejection of meaning invariance, 
he does imply that Feyerabend’s doctrine of meaning change applies at 
most to homogeneous reductions,, not to shared terms in the case of 
domain-combining inhomogeneous reductions,; the meaning of mass may 
change from classical to relativistic physics, but pressure and vo lume  retain 
a univocal sense in both thermodynamics and statistical mechanics. Like­
wise, an across-the-board denial of the consistency condition is too strong. 
In some cases, incompatibilities among theories are historical accidents, 
not conceptual requirements of the reduction. But in allowing a class of 
reductions2 that, in departing from Nagel’s derivational model, do not 
require the consistency condition, Nickles’s account is immune to Fey­
erabend’s consistency objection, which asserts that reduction is impossible 
when a successor is inconsistent with its predecessor.

If the existence of reductions, show that Nagel’s conditions are not 
necessary for intertheoretic reduction, other examples show that they are
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not sufficient. In many cases, biconditional statements connecting two 
theories would, on Nagel’s derivational account, trivially allow a reduction 
where it clearly does not exist—as when the inclusion of mechanical laws 
in the molecular-kinetic theory of matter would allow for the derivation 
of mechanics from the kinetic theory (and hence the putative “reduction” 
of mechanics to the kinetic theory). In other cases, in which one might 
view bridge laws as specifying that entities previously thought to be distinct 
now be identified, Nickles suggests that heuristic and metatheoretical con­
siderations count in favor of a much weaker relation between two theories. 
It is precisely such cases that the notion of reduction, is meant to capture, 
since these are examples in which conceptual and ontological economy 
is not at issue.

Most of the standard examples of intertheoretic reduction have been 
drawn from the physical sciences. To what extent are recent developments 
in biolog}' instances of reduction? In particular, is the relation between 
classical genetics and molecular biology sufficiently similar to standard 
examples in the physical sciences to justify the claim that classical genetics 
has been reduced to molecular biology?

Philip Kitcher denies any reductionist account of the relation between 
these two biological theories. Given a familiar model of reduction as a 
derivational explanation by T1 of the fundamental laws of T with the help 
of suitable bridge laws, the reductionist position would require acceptance 
of three theses:

R1 Classical genetics contains laws about gene transmission that are 
conclusions of reductive derivations from molecular genetics.

R2 The vocabulary of classical genetics can be linked by suitable 
bridge laws to the vocabulary of molecular genetics.

R3 A derivation of laws about gene transmission from principles of 
molecular biology explains why these laws hold (to the extent that 
they do).

Kitcher rejects all three of these theses, arguing that there are no laws 
in classical genetics, that no bridge laws connect terms in classical genetics 
with terms in molecular genetics, and that no laws (or even approximate 
laws) of classical genetics can be derived from molecular biology.

Concerning (Rl), Kitcher claims that general laws are largely absent 
from the classical genetic literature. Where they do occur, they play no 
crucial role in the actual practice and articulation of classical genetics.

Regarding (R2), putative bridge laws of the form “ x  is a gene if and 
only if Mx” (where M is a predicate from molecular genetics) are never 
formulated by molecular biologists, and for good reason: no adequate pred­
icates from molecular genetics are to be found. In particular, no general 
structural statement can specify which segments of DNA count as genes.
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In connection with (R3), Kitcher argues that while molecular biolo­
gists can provide the “gory details” of how gene transmission occurs atthe 
molecular level, these details do not explain anything that we did not 
already understand perfectly well using the general principles of classical 
genetics and cell biolog)'. For example, our explanatory understanding of 
why genes segregate at meiosis depends on the process of chromosome 
separation and migration. This is an instance of what Kitcher calls the PS- 
(or pair-separation) process. The explanatory power of pair separation de­
pends on its being a general kind of process that occurs at the level of 
cells, not at the level of molecules. The many different things going on 
at the molecular level during particular instances of pair separation are 
irrelevant to the unified explanation that it gives of gene segregation at 
the cellular level. One of the fundamental errors of reductionism is to 
think that, just because systems are composed of smaller components, an 
explanation at the level of the components must be better than an expla­
nation at a higher level. Often, especially in biology, the reverse is true.

Kitcher traces the failure of tire standard model of reduction in ge­
netics to our lack of an adequate account of scientific theories and the 
relations among them. He proposes that we think of classical genetics as 
a practice rather than as a set of statements. The practice of classical 
genetics at a given time includes some common language about heredity, 
a set of beliefs about inheritance, a set of appropriate questions about 
heredity, and patterns of reasoning that scientists use to answer those ques­
tions. Teaching students classical genetics is not teaching them laws or 
axioms but training them in this practice. Typically, research involves 
problems made up of a set of data, a set of constraints, and a question. 
To solve those problems, a genetic hypothesis will be proposed and then 
tested against its predictions.

What, then, is the relation of molecular genetics to the practice of 
classical genetics as described by Kitcher? From three important contri­
butions of molecular to classical genetics, Kitcher isolates three sorts of 
relations that can hold between the theories: presupposition, conceptual 
refinement, and explanatory extension.

First, classical genetics will sometimes be committed to, but be unable 
to account for the possibility of, some general proposition p. A new theory 
(such as molecular genetics) can sometimes provide the premises from 
which the possibility of that presupposition can be derived. Unlike the 
reductionist account, this requires neither that p be a law of classical 
genetics, nor that all general claims of the classical theory be equally in 
need of derivation.

Second, a new theory like molecular genetics will sometimes provide 
a new means (in its vocabulary) of fixing the referent of terms in the older 
theory. Kitcher calls this relation con c ep tu a l  refinement.

Third, a new theory such as molecular genetics can sometimes pro­
vide an explanatory extension of the older classical genetics, by rising some
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pattern of reasoning to derive general statements of the older theory. But 
from such an explanatory extension we cannot infer, as the reductionist 
requires, that classical-genetic explanations can be improved by replacing 
their premises with the new derivations offered by molecular genetics be­
cause what is relevant to a classical-genetic explanation of some claim S 
may not be relevant to explaining some claim S' figuring in the explana­
tory derivation of S. In short, a range of intertheoretic relations hold be­
tween classical and molecular genetics, none of which are, or contribute 
to, an instance of reduction as standardly conceived.

■ | Notes

1. The classic account of intertheoretic reduction is offered in chapter 11, "The 
Reduction of Theories,” of Ernest Nagel’s The Structure o f  Science (New York: 
Harcourt, Brace and World, 1961). This chapter, in which Nagel is most explicit 
about the formal conditions of reduction, is a revised version of his earlier “The 
Meaning of Reduction in the Natural Sciences,” Science and Civilization, cd. 
R. C. Stauffer, (Madison: University of Wisconsin Press, 1949)
2. Any argument in which the same word appears in two or more premises, or in 
at least one premise and the conclusion, but in different senses, is said to commit 
the fallacy of equivocation. Take the following argument, for example: “Sugar is 
a vital ingredient in all human cells. Cotton candy contains sugar. Therefore, 
cotton candy contains something which is a vital ingredient in all human cells.” 
The equivocation on the word sugar renders the argument invalid. In the first 
premise it means g lucose ; in the second premise it means sucrose. Strictly speaking, 
in defining the fallacy of equivocation we should also stipulate that the word in 
question be essential to the derivation of the conclusion: merely adding an am­
biguous word to the premises and conclusion of an argument that is already valid 
will not produce an invalid argument.
3. The exceptions: from “P” we can validly infer “P or Q,” and from “All dogs 
are mammals” we can validly infer “All brown dogs are mammals”. Nagel ex­
plains the irrelevance of such exceptions in chapter 11 of The Structure o f  Science 
(1961).
4. For more on the role of observation terms in reduction, see the section “The 
Apparent Violation of the Condition of Meaning Invariance” later in this com­
mentary. The theory- observation distinction is explored at length in chapter 9.
5. Bridge laws are sometimes called bridge principles, correspondence rules, or co 
ordinative definitions.
6. If the stated T' conditions are only necessary (rather than necessary and suffi­
cient) for the occurrence of the relevant property, then the laws of T in which the 
property figures could not be derived from the claims of T' conjoined with bridge 
laws. But Nagel's third assumption of the correspondence analysis of inhomoge­
neous reduction is that reductions are deductive explanations of the reduced laws.
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7. In his paper, Feyerabend uses T to stand for the reducing (explaining) theory, 
and T' for the theory that is reduced (explained). This is exactly the opposite of 
Nagel’s notation: for Nagel it is T' that reduces (explains) T. To avoid confusion, 
we have adopted Nagel’s notation throughout this commentary, except when quot- 
ing Feyerabend on pp. 1017-18.
8. In forming a proper assessment of Feyerabend’s paper, it is important to re­
member that when it was published (in 1963), logical empiricism was still a dom­
inant force in philosophy of science. Kuhn’s book, The Structure o f  Scientific 
Revolutions (Chicago: University of Chicago Press, 1962) had only just appeared, 
and many of Kuhn’s arguments (especially those about observation and meaning) 
are substantially indebted to Feyerabend’s work. Historically, Feyerabend’s criti­
cisms of logical empiricism played a major role in its demise. The chorus of 
disapproval that lias greeted Feyerabend’s later writings—books such as Against 
Method (London: New Left Books, 1975) and Science in a Free Society (London: 
New Left Books, 1978)—because of their gleeful embrace of relativism and their 
anarchistic rejection of the authority of science (“anything goes”), should not ob­
scure the significance of lus earlier work as a critic of logical empiricism.
9. For a detailed account of attempts to explain Brownian motion in the nine­
teenth century, see Mary Jo Nye, Molecular Reality (London: Macdonald, 1972).
10. The simplest of these predictions was that the kinetic energy of the pollen 
grains should equal the kinetic energy of the water molecules surrounding them. 
But the pollen grains were found to be moving much more slowly than predicted. 
Eventually, Einstein was able to clear up the mystery by pointing out that when 
we follow the zig-zag path of a pollen grain under the microscope, what we observe 
is never the instantaneous velocity of the pollen grain (which decays in less than 
a millionth of a second) but a much smaller, average velocity.
11. For a criticism of Feyerabend’s interpretation of this history, see Ronald Lay- 
mon, “Feyerabend, Brownian Motion, and the Hiddenness of Refuting Facts,” 
Philosophy o f  Science 44 (1978): 225-47.
12. The second law of classical thermodynamics says that the entropy of an iso­
lated system never decreases. It claims to he a true, universal law of nature. As 
Maxwell and Boltzmann realized, the kinetic theory implies that there should be 
random, local fluctuations in entropy even in a fluid that, as a whole, is in thermal 
equilibrium. Most of these spontaneous variations in density and temperature will 
be very small and last for only a fraction of a second; the larger the variation, the 
more improbable its occurrence. Thus, from the standpoint of the kinetic theory, 
the second law of thermodynamics is not a universal, lawlike truth but a statisti­
cal one. Interestingly, although Maxwell and Boltzmann were the two foremost 
advocates of the kinetic theory in the nineteenth century' and the pioneers of 
statistical mechanics, neither of them thought that the tiny random fluctuations 
predicted by the theory would ever be observed. Apparently, the significance of 
Brownian motion never occurred to them.
13. The relevant facts included numerical predictions of how far the particles 
would move in a given time, how fast they would rotate, and how the number of 
particles per unit volume of fluid in a vertical column would decrease with height.
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14. See the final paragraphs of the section “The Apparent Violation of the Con­
dition of Meaning Invariance,” later in this commentary, fora discussion of Nagel’s 
response to this criticism of synonymy and meaning invariance.
15. Kepler’s third law asserts that for all the planets, the square of the period 
divided by the cube of the mean distance from the sun is a constant. Newton’s 
theory entails that this ratio is not constant because it depends on the planet’s 
mass.
16. The mass of an object, according to special relativity, is given by m = m0 + 
Vimav2lc2, where m„ is its rest mass and c is the speed of light. For velocities much 
lower than c, m = m„ within the limits of experimental error, but for velocities 
nearer c, the difference between m and ma becomes appreciable.
17. From p. 59 of "Explanation, Reduction, and Empiricism,” in Scientific Ex­
planation, Space, and Time, ed., H. Feigl and G. Maxwell, vol. 3, Minnesota 
Studies in the Philosophy o f  Science, (Minneapolis: University of Minnesota Press, 
1962), 28-97.
18. Length contraction is the well-confirmed phenomenon, predicted by Ein­
stein’s special theory of relativity, that moving rods shrink in the direction of their 
motion when their length is measured by an observer who is not traveling with 
them. For example, suppose that I have two rods, each exactly one meter long as 
they lie on the ground at my feet. If one of the rods is now set in motion and I 
measure its length as it flies past me, it will be less than one meter. Moving rods 
contract by a factor of 1/V(1 -  v2/c2), where v is the velocity of the rod relative 
to me, the observer, and c is the velocity of light. A person travelling with the 
rod will make the same judgment about the rod lying at my feet. According to 
that person, my rod has shrunk by the same fraction of its length. The effect be­
comes noticeable only when the velocity' of the rod, v, approaches the velocity 
of light, c.
19. Lawrence Sklar, “Types of Intertheoretic Reduction,” British Journal for the 
Philosophy o f  Science 18 (1967): 109-24.
20. One operation is the inverse of another if it completely reverses the effect of 
the other when both operations are applied in turn. Since a limiting operation 
generates classical mechanics when applied to the special theory of relativity, its 
inverse would have to generate the special theory of relativity when applied to 
classical mechanics. Einstein’s theory is transformed into Newton’s by letting the 
speed of light become infinite. The relativistic Lorentz factor 1/V(1 -  v2/c2) in 
Einstein’s theory becomes equal to 1 and so drops out of the equations. Njckles’s 
point is that there is no well-defined operation that would enable us to recover 
the original theory' from the transformed equations because the original theory 
contains factors and constants that are absent from those equations. The limiting 
operation involved in this kind of reductive transformation does not have an 
inverse.
21. Hereafter in this section we will use the terms reduction and reductionism as 
shorthand for “reduction of classical to molecular genetics” and for "classical ge­
netics reduces to molecular genetics,” respectively, dropping the explicit reference 
to genetics.
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22. Kitcher uses the symbol to stand for the connective “entails and is en­
tailed by.” Thus, (*) is to be read as “x is a gene” entails that x has property M, 
and “x has property' M ” entails that x is a gene.
23. Viral genes are composed of RNA.
24. Kitcher is here relying on a view of theoretical explanation as unification that 
he has defended elsewhere. See Philip Kitcher, “Explanatory Unification and the 
Causal Structure of the World,” in Scientific Explanation, ed. P. Kitcher and 
W. C. Salmon, vol. 13, Minnesota Studies in the Philosophy o f  Science (Minne­
apolis: University of Minnesota Press, 1989), 410-505, and Philip Kitcher, “Dar­
win’s Achievement,” chap. 2, The Advancement o f  Science (Oxford: Oxford 
University' Press, 1993).
25. C. Kenneth Waters, “Why the Antireductionist Consensus Won’t Survive 
the Case of Classical Mendelian Genetics,” in PSA 1990, vol. 1, ed. A. Fine, 
M. Forbes, and L. Wessels (East Lansing, Mich.: Philosophy of Science Associa­
tion, 1990), 125-39.
26. One might add here that for any wide range of phenomena there is likely to 
be some abstract description under which they all fill and that such a “natural 
kind” will undoubtedly appear heterogeneous from many perspectives. This artic­
ulation of a putative natural kind would be vindicated to the extent that some 
general theory encompassing all such instances uses the natural kind in its expla­
nations. Waters’s first point is that cytological theory accomplishes nothing of that 
sort.
27. Kitcher does not discuss the relation of conceptual refinement to the standard 
model of reduction. Could we view statistical mechanics as offering a conceptual 
refinement of the term temperature in thermodynamics? Presumably not. Kitcher’s 
account of conceptual refinement seems to presuppose that the predicate whose 
means of reference-fixing is changed in going from T to T' is present in the 
vocabulary of both T and T1. While this would appear to be so in the case of 
mutant allele, it is not so in the case of temperature.



9 I
Empiricism and 
Scientific Realism

I n t r o d u c t i o n

One of the most lively and persistent debates in twentieth-century philos­ophy of science is that between empiricists and realists concerning the status of scientific theories. Are scientific theories to be understood as offering (or at least intending to offer) a true account of the world? And if we accept scientific theories as true, should we believe that the entities they appear to postulate really exist?Empiricists emphasize that the warrant for all scientific claims ulti­mately rests on experience, on what can be observed, tested, and mea­sured. They are thus suspicious of theoretical assertions that cannot in some fairly direct way be cashed out in terms of experience. This suspicion has, in the hands of some, been reinforced by arguments from underde­termination: given the same body of observational evidence, there are in principle an indefinitely large number of alternative theories that are com­patible with that evidence and which entail it. This being so, what could warrant our selecting just one of those theories and asserting that it is true or even probable? Moreover, reflecting on the frequency with which past scientific theories have later been proved false would seem to recommend a cautious skepticism or agnosticism about the unobservable entities pos­tulated by present theories.Realists concede that many theories accepted in the past have turned out to be false. Nevertheless, they insist that there is a clear sense in which science progresses and improves over time. Present-day theories in physics, chemistry, and biology are objectively better than theories of the eigh­teenth and nineteenth centuries. Even if present-day theories are not true in every detail, they are closer to the truth, and this makes them more reliable for making predictions and guiding our actions. Although theories are, of course, tested by experience, their claims are not merely about
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experience, nor are they in some way reducible to it. The fundamental 
point of theorizing is to go beyond experience to discover deep, hidden 
truths about the underlying causes of events, regardless of whether these 
causes can be directly observed. And when such theories are well con­
firmed by the observable evidence they predict, we have the best reason 
possible for taking their theoretical claims at face value and for believing 
that the entities they postulate are real. In this way science has extended 
our knowledge into the smallest parts of atoms and the farthest reaches of 
the universe.

Many empiricist philosophers of science are antirealists about the 
purely theoretical claims of science and the unobservable entities (such 
as electrons and quarks) to which its theoretical terms allegedly refer. In 
“The Ontological Status of Theoretical Entities,” Grover Maxwell argues 
that this antirealist view of science cannot be sustained. In particular, Max­
well argues that what counts as observational is itself a theoretical question 
and hence that the traditional observational-theoretical distinction at work 
in empiricist accounts of science has no ontological significance whatso­
ever: no entities are unobservable in principle.

In “Arguments Concerning Scientific Realism”—a piece taken from 
his 1980 book The Scientific Image—Bas van Fraassen argues against Max­
well’s position on the way to formulating his own constructive empiricism. 
According to van Fraassen’s version of antirealism, we can accept scientific 
theories and yet remain agnostic about their truth, requiring only that 
theories be empirically adequate (i.c., true about observables). From the 
standpoint of constructive empiricism, van Fraassen offers his diagnosis of 
why a number of important arguments for realism must be regarded as 
failures.

Alan Musgrave criticizes van Fraassen’s approach to scientific theories 
in his “Realism versus Constructive Empiricism.” One of the most popular 
arguments for scientific realism, which, according to Musgrave, can sur­
vive van Fraassen’s attack, is the “miracle” or “ultimate” argument—that 
if we do not accept our scientific theories as (at least approximately) true 
and their terms as in fact refering to unobservables, then we can only 
reckon the success of our theories to be a miracle. In “A Confutation of 
Convergent Realism,” Larry Landau attacks this inference-to-the-best- 
explanation defense of realism, arguing from the history of science that 
the connection between approximate truth and referential success is much 
weaker than realists suppose. Laudan objects that the notion of approxi­
mate truth, or verisimilitude, is too imprecise to bear the weight that re­
alists place on it. Laudan’s objection is discussed at length by James Robert 
Brown in “Explaining the Success of Science.” Brown agrees that we do 
not have any analysis of verisimilitude that is able to sustain the traditional 
success-of-science argument for realism. In its place, Brown proposes a 
weaker kind of realist explanation of the success of science, one in which 
that success does not also justify our belief in realism.
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How then might one try to justify scientific realism? One might nar­
row one’s sights, dropping the troublesome notion that theories are true 
or approximately true. In “Experimentation and Scientific Realism,” Ian 
Hacking urges that we sever the view that theories are true from a realist 
commitment to the existence of unobservables. According to Hacking’s 
experimental realism, our justification for believing that unobservables ex­
ist rests on our ability to manipulate them in scientific experiments. David 
Resnik replies to this proposal in “Hacking’s Experimental Realism,” 
where he argues that Hacking’s entity realism can be defended only by 
relying on some form of traditional success-of-science argument. In addi­
tion, Resnik argues that the only initially plausible way of trying to wed 
realism about entities to antirealism about theories requires a theory of 
meaning that brings realism about theories along with it after all.

Arthur Fine suggests that we hunt for some middle ground between 
scientific realism and antirealism. After criticizing arguments for realism 
in “The Natural Ontological Attitude,” he recommends a broadly mini­
malist attitude toward scientific theories, the natural ontological attitude 
(NOA), according to which the confirmed results of science are accepted 
in just the same way we naturally accept the evidence of our senses about 
garden-variety objects. According to Fine, this is a nonrealist proposal, a 
core position to which realists and antirealists add unnecessary and inde­
fensible philosophical accounts of truth. In “NOA’s Ark—Fine for Real­
ism,” Alan Musgrave responds to Fine by arguing that on any plausible 
construal of NOA, it is not a nonrealist philosophy of science at all but a 
thoroughly realist one. Musgrave then offers an alternative construal of 
Fine’s account that is genuinely neither realist nor antirealist, but, Mus­
grave argues, this alternative account is devoid of philosophical content.



G r o v e r  M a x w e l l

T he O n to lo g ical S ta tu s 

o f  T heoretical E ntities

That anyone today should seriously contend that the entities referred to 
by scientific theories are only convenient fictions, or that talk about such 
entities is translatable without remainder into talk about sense contents or 
everyday physical objects, or that such talk should be regarded as belong­
ing to a mere calculating device and, thus, without cognitive content- 
such contentions strike me as so incongruous with the scientific arid ra­
tional attitude and practice that I feel this paper shou ld  turn out to be a 
demolition of straw men. But the instrumentalist views of outstanding 
physicists such as Bohr and Heisenberg are too well known to be cited,* * 
and in a recent book of great competence, Professor Ernest Nagel con­
cludes that “the opposition between [the realist and the instrumentalist] 
views [of theories] is a conflict over preferred modes of speech’’ and “the 
question as to which of them is the ‘correct position’ has only termino­
logical interest.”1 The phoenix, it seems, will not be laid to rest.

The literature on the subject is, of course, voluminous, and a com­
prehensive treatment of the problem is far beyond the scope of one essay.

From Herbert Feigl and Grover Maxwell, eds., Scientific Explanation, Space, and 
Time, vol. 3, Minnesota Studies in the Philosophy of Science (Minneapolis: Uni­
versity of Minnesota Press, 1962), 3-15.
* Niels Bohr and Werner Heisenberg, along with Max Born and other pioneers 
of quantum physics in the 1920s, were proponents of the so-called Copenhagen 
interpretation of quantum mechanics, which remains the orthodox textbook ac­
count to this day Its elements include Bohr’s doctrine of complementarity, the 
insistence that the wave function contains a complete description of reality, and 
a profound reluctance to say anything about the properties of quantum systems 
when they are not being observed or measured. As Maxwell says, Bohr and Hei­
senberg were instrumentalists (though opinions are sharply divided over what, ex­
actly, Bohr’s position was), and their views had a considerable influence on the 
development of logical positivism and logical empiricism. For a good account of 
Heisenberg’s version of the Copenhagen interpretation, see Werner Heisenberg, 
Physics and Philosophy (New York: Harper and Row, 1958).
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I shall limit myself to a small number of constructive arguments (for a radically realistic interpretation of theories) and to a critical examination of some of the more crucial assumptions (sometimes tacit, sometimes ex­plicit) that seem to have generated most of the problems in this area.2

■ I The Problem

Although this essay is not comprehensive, it aspires to be fairly self- contained. Let me, therefore, give a pseudohistorical introduction to the problem with a piece of science fiction (or fictional science).In the days before the advent of microscopes, there lived a Pasteur- like scientist whom, following the usual custom, I shall call Jones. Reflect­ing on the fact that certain diseases seemed to be transmitted from one person to another by means of bodily contact or by contact with articles handled previously by an afflicted person, Jones began to speculate about the mechanism of the transmission. As a “heuristic crutch,” he recalled that there is an obvious observab le mechanism for transmission of certain afflictions (such as body lice), and he postulated that all, or most, infec­tious diseases were spread in a similar manner but that in most cases the corresponding “bugs” were too small to be seen and, possibly, that some of them lived inside the bodies of their hosts. Jones proceeded to develop his theory and to examine its testable consequences. Some of these seemed to be of great importance for preventing the spread of disease.After years of struggle with incredulous recalcitrance, Jones managed to get some of his preventative measures adopted. Contact with or prox­imity to diseased persons was avoided when possible, and articles which they handled were “disinfected” (a word coined by Jones) either by means of high temperatures or by treating them with certain toxic preparations which Jones termed “disinfectants.” The results were spectacular: within ten years the death rate had declined 40 per cent. Jones and his theory received their well-deserved recognition.However, the “crobes” (the theoretical term coined by Jones to refer to the disease-producing organisms) aroused considerable anxiety among many of the philosophers and philosophically inclined scientists of the day. The expression of this anxiety usually began something like this: “In order to account for the facts, Jones must assume that his crobes are too small to be seen. Thus the very postulates of his theory preclude their being observed; they are un observab le  in p rin c ip le .” (Recall that no one had envisaged such a thing as a microscope.) This common prefatory remark was then followed by a number of different “analyses” and “inter­pretations” of Jones’ theory. According to one of these, the tiny organisms were merely convenient fictions—fagons de p a rle r— extremely useful as heuristic devices for facilitating (in the “context of discovery”) the thinking
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of scientists but not to be taken seriously in the sphere of cognitive knowl­
edge (in the “context of justification”). A closely related view was that 
Jones’ theory was merely an instrument, useful for organizing observation 
statements and (thus) for producing desired results, and that, therefore, it 
made no more sense to ask what was the nature of the entities to which 
it referred than it did to ask what was the nature of the entities to which 
a hammer or any other tool referred.3 “Yes,” a philosopher might have 
said, “Jones’ theoretical expressions are just meaningless sounds or marks 
on paper which, when correlated with observation sentences by appropri­
ate syntactical rules, enable us to predict successfully and otherwise 
organize data in a convenient fashion.” These philosophers called them­
selves “instri imentalists. ”

According to another view (which, however, soon became unfashion­
able), although expressions containing Jones’ theoretical terms were 
genuine sentences, they were translatable without remainder into a set 
(perhaps infinite) of observation sentences. For example, ‘There are crobes 
of disease X on this article’ was said to translate into something like this: 
‘If a person handles this article without taking certain precautions, he will 
(probably) contract disease X; and if this article is first raised to a high 
temperature, then if a person handles it at any time afterward, before it 
comes into contact with another person with disease X, he will (probably) 
not contract disease X; and . . .’

Now virtually all who held any of the views so far noted granted, even 
insisted, that theories played a useful and legitimate role in the scientific 
enterprise. Their concern was the elimination of “pseudo problems” 
which might arise, say, when one began wondering about the “reality of 
supraempirieal entities,” etc. However, there was also a school of thought, 
founded by a psychologist named Pelter, which differed in an interesting 
manner from such positions as these. Its members held that while Jones’ 
crobes might very well exist and enjoy “full-blown reality,” they should 
not be the concern of medical research at all. They insisted that if Jones 
had employed the correct methodology, he would have discovered, even 
sooner and with much less effort, all of tire observation laws relating to 
disease contraction, transmission, etc. without introducing superfluous 
links (the crobes) into the causal chain.

Now, lest any reader find himself waxing impatient, let me hasten to 
emphasize that this crude parody is not intended to convince anyone, or 
even to cast serious doubt upon sophisticated varieties of any of the re­
ductionists positions caricatured (some of them not too severely, I would 
contend) above. I am well aware that there are theoretical entities and 
theoretical entities, some of whose conceptual and theoretical statuses dif­
fer in important respects from Jones’ crobes. (I shall discuss some of these 
later.) Allow me, then, to bring the Jonesean prelude to our examination 
of observability to a hasty conclusion.

Now Jones had the good fortune to live to see the invention of the
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compound microscope. His crobes were “observed” in great detail, and it 
became possible to identify the specific kind of microbe (for so they began 
to be called) which was responsible for each different disease. Some phi­
losophers freely admitted error and were converted to realist positions 
concerning theories. Others resorted to subjective idealism or to a thor­
oughgoing phenomenalism, of which there were two principal varieties. 
According to one, the one "legitimate” observation language had for its 
descriptive terms only those which referred to sense data. The other main­
tained the stronger thesis that all “factual” statements were translatable 
without remainder into the sense-datum language. In either case, any two 
non-sense data (e.g., a theoretical entity and what would ordinarily be 
called an “observable physical object”) had virtually the same status. Oth­
ers contrived means of modifying their views much less drastically. One 
group maintained that Jones’ crobes actually never had been unobservable 
in principle, for, they said, the theory did not imply the impossibility of 
finding a means (e.g., the microscope) of observing them. A more radical 
contention was that the crobes were not observed at all; it was argued that 
what was seen by means of the microscope was just a shadow or an image 
rather than a corporeal organism.

■ | The Observational-Theoretical Dichotomy

Let us turn from these fictional philosophical positions and consider some 
of the actual ones to which they roughly correspond. Taking the last one 
first, it is interesting to note the following passage from Bergmann: “But 
it is only fair to point out that if this. . .  methodological and terminological 
analysis [for the thesis that there are no atoms] . . .  is strictly adhered to, 
even stars and microscopic objects are not physical things in a literal sense, 
but merely by courtesy of language and pictorial imagination. This might 
seem awkward. But when I look through a microscope, all I see is a patch 
of color which creeps through the field like a shadow over a wall. And a 
shadow, though real, is certainly not a physical thing.”4

I should like to point out that it is also the case that if this analysis is 
strictly adhered to, we cannot observe physical things through opera 
glasses, or even through ordinary spectacles, and one begins to wonder 
about the status of what we see through an ordinary windowpane. And 
what about distortions due to temperature gradients—however small and, 
thus, always present—in the ambient air? It really does “seem awkward” 
to say that when people who wear glasses describe what the}’ see they are 
talking about shadows, while those who employ unaided vision talk about 
physical things—or that when we look through a windowpane, we can 
only infer that it is raining, while if we raise the window, we may “observe 
directly” that it is. The point I am making is that there is, in principle, a
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continuous series beginning with looking through a vacuum and contain­
ing these as members: looking through a windowpane, looking through 
glasses, looking through binoculars, looking through a low-power micro­
scope, looking through a high-power microscope, etc., in the order given. 
The important consequence is that, so far, we are left without criteria 
which would enable us to draw a nonarbitrary line between “observation” 
and “theory.” Certainly, we will often find it convenient to draw such a 
to-some-extent-arbitrary line; but its position will vary widely from context 
to context. (For example, if we are determining the resolving char­
acteristics of a certain microscope, we would certainly draw the line be­
yond ordinary spectacles, probably beyond simple magnifying glasses, and 
possibly beyond another microscope with a lower power of resolution.) 
But what ontological ice does a mere methodologically convenient obser­
vational-theoretical dichotomy cut? Does an entity attain physical thing- 
hood and/or “real existence” in one context only to lose it in another? Or, 
we may ask, recalling the continuity from observable to unobservable, is 
what is seen through spectacles a “little bit less real” or does it “exist to a 
slightly less extent” than what is observed by unaided vision?5

However, it might be argued that things seen through spectacles and 
binoculars look like ordinary physical objects, while those seen through 
microscopes and telescopes look like shadows and patches of light. I can 
only reply that this does not seem to me to be the case, particularly when 
looking at the moon, or even Saturn, through a telescope or when looking 
at a small, though “directly observable,” physical object through a low- 
power microscope. Thus, again, a continuity appears.

“But,” it might be objected, “theory tells us that what we see by means 
of a microscope is a real image, which is certainly distinct from the object 
on the stage." Now first of all, it should be remarked that it seems odd 
that one who is espousing an austere empiricism which requires a sharp 
observational-language/theoretical-language distinction (and one in which 
the former language has a privileged status) should need a theory in order 
to tell him what is observable. But, letting this pass, what is to prevent us 
from saying that we still observe the object on the stage, even though a 
“real image” may be involved? Otherwise, we shall be strongly tempted 
by phenomenalistic demons, and at this point we are considering a 
physical-object observation language rather than a sense-datum one. 
(Compare the traditional puzzles: Do I see one physical object or two 
when I punch my eyeball? Does one object split into two? Or do I see 
one object and one image? Etc.)

Another argument for the continuous transition from the observable 
to the unobservable (theoretical) may be adduced from theoretical consid­
erations themselves. For example, contemporary valency theory tells us 
that there is a virtually continuous transition from very small molecules 
(such as those of hydrogen) through “medium-sized” ones (such as those 
of the fatty acids, polypeptides, proteins, and viruses) to extremely large
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ones (such as crystals of the salts, diamonds, and lumps of polymeric plas­
tic). The molecules in the last-mentioned group are macro, “directly ob­
servable” physical objects but are, nevertheless, genuine, single molecules; 
on the other hand, those in the first-mentioned group have the same 
perplexing properties as subatomic particles (de Broglie waves, Heisenberg 
indeterminacy, etc.). Are we to say that a large protein molecule (e.g., a 
virus) which can be “seen” only with an electron microscope is a little 
less real or exists to somewhat less an extent than does a molecule of a 
polymer which can be seen with an optical microscope? And does a hy­
drogen molecule partake of only an infinitesimal portion of existence or 
reality? Although there certainly is a continuous transition from observ­
ability to unobservability, any talk of such a continuity from full-blown 
existence to nonexistence is, clearly, nonsense.

Let us now consider the next to last modified position which was 
adopted by our fictional philosophers. According to them, it is only those 
entities which are in  p r in c ip le  impossible to observe that present special 
problems. What kind of impossibility is meant here? Without going into 
a detailed discussion of the various types of impossibility, about which 
there is abundant literature with which the reader is no doubt familiar, I 
shall assume what usually seems to be granted by most philosophers who 
talk of entities which are unobservable in principle—i.e., that the thcory(s) 
itself (coupled with a physiological theory of perception, I would add) 
entails that such entities are unobservable.

We should immediately note that if this analysis of the notion of 
unobservability (and, hence, of observability) is accepted, then its use as 
a means of delimiting the observation language seems to be precluded for 
those philosophers who regard theoretical expressions as elements of a 
calculating device—as meaningless strings of symbols. For suppose they 
wished to determine whether or not electron’ was a theoretical term. First, 
they must sec whether the theory entails the sentence ‘Electrons are unob­
servable.’ So far, so good, for their calculating devices are said to be able 
to select genuine sentences, provided they contain no theoretical terms. 
But what about the selected “sentence” itself? Suppose that ‘electron’ is 
an observation term. It follows that the expression is a genuine sentence 
and asserts that electrons are unobservable. But this entails that ‘electron’ 
is n o t an observation term. Thus if ‘electron’ is an observation term, then 
it is n o t an observation term. Therefore it is not an observation term. But 
then it follows that ‘Electrons are unobservable’ is not a genuine sentence 
and does not assert that electrons are unobservable, since it is a meaning­
less string of marks and does not assert anything whatever. Of course, it 
could be stipulated that when a theory “selects” a meaningless expression 
of the form ‘Xs are unobservable,’ then ‘X’ is to be taken as a theoretical 
term. But this seems rather arbitrary.

But, assuming that well-formed theoretical expressions are genuine 
sentences, what shall we say about unobservability in principle? I shall



begin by putting my head on the block and argue that the present-day 
status of, say, electrons is in many ways similar to that of Jones’ crobes 
before microscopes were invented. I am well aware of the numerous the­
oretical arguments for the impossibility of observing electrons. But suppose 
new entities are discovered which interact with electrons in such a mild 
manner that if an electron is, sav, in an eigenstate of position, then, in 
certain circumstances, the interaction does not disturb it. Suppose also 
that a drug is discovered which vastly alters the human perceptual 
apparatus—perhaps even activates latent capacities so that a new sense 
modality emerges. Finally, suppose that in our altered state we are able to 
perceive (not necessarily visually) by means of these new entities in a 
manner roughly analogous to that by which we now see by means of 
photons. To make this a little more plausible, suppose that the energy 
eigenstates of the electrons in some of the compounds present in the 
relevant perceptual organ are such that even the weak interaction with 
the new entities alters them and also that the cross sections, relative to the 
new entities, of the electrons and other particles of the gases of the air are 
so small that the chance of any interaction here is negligible. Then we 
might be able to “observe directly” the position and possibly the approx­
imate diameter and other properties of some electrons. It would follow, of 
course, that quantum theory would have to be altered in some respects, 
since the new entities do not conform to all its principles. But however 
improbable this may be, it does not, I maintain, involve any logical or 
conceptual absurdity. Furthermore, the modification necessary for the in­
clusion of the new entities would not necessarily change the meaning of 
the term ‘electron.’6

Consider a somewhat less fantastic example, and one which does not 
involve any change in physical theory. Suppose a human mutant is born 
who is able to “observe” ultraviolet radiation, or even X rays, in the same 
way we “observe” visible light.

Now I think that it is extremely improbable that we will ever observe 
electrons directly (i.e., that it will ever be reasonable to assert that we have 
so observed them). But this is neither here nor there; it is not the purpose 
of this essay to predict the future development of scientific theories, and, 
hence, it is not its business to decide what actually is observable or what 
will become observable (in the more or less intuitive sense of ‘observable’ 
with which we are now working). After all, we are operating, here, under 
the assumption that it is theory, and thus science itself, which tells us what 
is or is not, in this sense, observable (the ‘in principle’ seems to have 
become superfluous). And this is the heart of the matter; for it follows 
that, at least for this sense of ‘observable,’ there are no a priori or philo­
sophical criteria for separating the observable from the unobservable. By 
trying to show that we can talk about the possibility of observing electrons 
without committing logical or conceptual blunders, I have been trying to
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support the thesis that any (nonlogical) term is a p o ss ib le  candidate for an 
observation term.

There is another line which may be taken in regard to delimitation 
of the observation language. According to it, the proper term with which 
to work is not ‘observ'a b le  but, rather ‘observed.’ There immediately comes 
to mind the tradition beginning with Locke and Hume (No idea without 
a preceding impression!), running through Logical Atomism and the Prin­
ciple of Acquaintance, and ending (perhaps) in contemporary positivism.* 
Since the numerous facets of this tradition have been extensively examined 
and criticized in the literature, I shall limit myself here to a few summary 
remarks.

Again, let us consider at this point only observation languages which 
contain ordinary physical-object terms (along with observation predicates, 
etc., of course). Now, according to this view, all descriptive terms of the 
observation language must refer to that which has been observed. How is 
this to be interpreted7 Not too narrowly, presumably, otherwise each lan­
guage user would have a different observation language. The name of my 
Aunt Mamie, of California, whom I have never seen, would not be in my 
observation language, nor would ‘snow’ be an observation term for many 
Floridians. One could, of course, set off the observation language by 
means of this awkward restriction, but then, obviously, not being the ref­
erent of an observation term would have no bearing on the ontological 
status of Aunt Mamie or that of snow.

Perhaps it is intended that the referents of observation terms must be 
members of a k in d  some of whose members have been observed or in­
stances of a p ro p e rty  some of whose instances have been observed. But 
there are familiar difficulties here. For example, given any entity, we can 
always find a kind whose only member is the entity in question; and surely 
expressions such as ‘men over 14 feet tall’ should be counted as obser­
vational even though no instances of the “property” of being a man over 
14 feet tall have been observed. It would seem that this approach must 
soon fall back upon some notion of simples or determinables vs. deter­
minates. But is it thereby saved? If it is held that only those terms which

* Logical atomism is the doctrine held by Bertrand Russell and Ludwig Wittgen­
stein in the early decades of the twentieth century, although both later abandoned 
it. Logical atomism holds that all meaningful propositions of any degree of com­
plexity are truth-functional compounds of atomic propositions. Atomic propositions 
have no truth-functional structure and refer directly to nonlinguistic atomic facts. 
Russell’s principle of acquaintance asserts that every proposition we can understand 
must be composed entirely of elements with which we are acquainted, where 
acquaintance is the immediate and infallible apprehension ol an object. By iden­
tifying atomic facts with sense data, the logical positivists argued that acquaintance 
with them is necessary both for understanding what propositions mean and for 
having any empirical knowledge.
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refer to observed simples or observed determinates are observation terms, 
we need only remind ourselves of such instances as Hume’s notorious 
missing shade of blue* And if it is contended that in order to be an 
observation term an expression must at least refer to an observed deter­
minable, then we can always find such a determinable which is broad 
enough in scope to embrace any entity whatever. But even if these diffi­
culties can be circumvented, we see (as we knew all along) that this ap­
proach leads inevitably into phenomenalism, which is a view with which 
we have not been concerning ourselves.

Now it is not the purpose of this essay to give a detailed critique of 
phenomenalism. For the most part, I simply assume that it is untenable, 
at least in any of its translatability varieties.7 However, if there are any 
unreconstructed phenomenalists among the readers, my purpose, insofar 
as they are concerned, will have been largely achieved if they will grant 
what I suppose most of them would stoutly maintain anyway, i.e., that 
theoretical entities are no worse off than so-called observable physical 
objects.

Nevertheless, a few considerations concerning phenomenalism and 
related matters may cast some light upon the observational-theoretical di­
chotomy and, perhaps, upon the nature of the “observation language.” As 
a preface, allow me some overdue remarks on the latter. Although I have 
contended that the line between the observable and the unobservable is 
diffuse, that it shifts from one scientific problem to another, and that it is 
constantly being pushed toward the “unobservable” end of the spectrum 
as we develop better means of observation—better instruments—it would, 
nevertheless, be fatuous to minimize the importance of the observation 
base, for it is absolutely necessary as a confirmation base for statements 
which do refer to entities which are unobservable at a given time. But we 
should take as its basis and its unit not the “observational term” but, rather, 
the quickly decidable sentence. (I am indebted to Feyerabend, loc. c it ., 

for this terminology.) A quickly decidable sentence (in the technical sense 
employed here) may be defined as a singular, nonanalytic sentence such 
that a reliable, reasonably sophisticated language user can very quickly 
decide8 whether to assert it or deny it when he is reporting on an occurrent 
situation. ‘Observation term’ may now be defined as a 'descriptive (iron- 
logical) term which may occur in a quickly decidable sentence,’ and 
‘observation sentence’ as a ‘sentence whose only descriptive terms are ob­
servation terms.’

Returning to phenomenalism, let me emphasize that I am not among

4 Hume allowed that we can form the idea of a particular shade of blue even 
though we have never seen it by filling in the gap (so to speak) between the shades 
of blue that we have perceived. This apparently contradicts Hume's empiricist 
principle that every simple idea is copied from a preceding simple impression. See 
David Hume, An Enquiry Concerning Human Understanding, Section II.



M axwell  ■ O ntologi cal  S tatus  ok T heoreti cal  E nti ti es 1061

those philosophers who hold that there are no such things as sense con­
tents (even sense data), nor do I believe that they play no important role 
in our perception of “reality.” But the fact remains that the referents of 
most (not all) of the statements of the linguistic framework used in every­
day life and in science are n o t sense contents but, rather, physical objects 
and other publicly observable entities. Except for pains, odors, “inner 
states,” etc., w e d o  n o t  u s u a lly  o b serv e  sen se  co n ten ts; and although there 
is good reason to believe that they play an indispensable role in observa­
tion, w e a re  u s u a lly  n o t  a w a re  o f  th em  w h e n  w e  (visually or tactilely) o b serve  

p h y s ic a l o b jec ts . For example, when I observe a distorted, obliquely re­
flected image in a mirror, I may seem to be seeing a baby elephant stand­
ing on its head; later I discover it is an image of Uncle Charles taking a 
nap with his mouth open and his hand in a peculiar position. Or, passing 
my neighbor’s home at a high rate of speed, I observe that he is washing 
a car. If asked to report these observations I could quickly and easily report 
a baby elephant and a washing of a car; I probably would not, without 
subsequent observations, be able to report what colors, shapes, etc. (i.e., 
what sense data) were involved.

Two questions naturally arise at this point. How is it that we can 
(sometimes) quickly decide the truth or falsity of a pertinent observation 
sentence? and, What role do sense contents play in the appropriate token­
ing of such sentences? The heart of the matter is that these are primarily 
scientific-theoretical questions rather than “purely logical,” “purely con­
ceptual,” or “purely epistemological.” If theoretical physics, psychology, 
neurophysiology, etc., were sufficiently advanced, we could give satisfac­
tory answers to these questions, using, in all likelihood, the physical-thing 
language as our observation language and trea tin g  sen sa tio n s , sen se  c o n ­

ten ts, sen se  d a ta , a n d  “ in n e r  s ta te s”  a s  th e o re t ic a l (yes, theoretical!) 
e n t it ie s ,9

It is interesting and important to note that, even before we give com­
pletely satisfactory answers to the two questions considered above, we can, 
with due effort and reflection, train ourselves to “observe directly” what 
were once theoretical entities—the sense contents (color sensations, etc.) 
—involved in our perception of physical things. As has been pointed out 
before, we can also come to observe other kinds of entities which were 
once theoretical. Those which most readily come to mind involve the use 
of instruments as aids to observation. Indeed, using our painfully acquired 
theoretical knowledge of the world, we come to see that we “directly ob­
serve” many kinds of so-called theoretical things. After listening to a dull 
speech while sitting on a hard bench, we begin to become poignantly 
aware of the presence of a considerably strong gravitational field, and as 
Professor Feyerabend is fond of pointing out, if we were carrying a heavy 
suitcase in a changing gravitational field, we could observe the changes 
of the Gp,v of the metric tensor.

I conclude that our drawing of the observational-theoretical line at
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any given point is an accident and a function of our physiological makeup, 
our current state of knowledge, and the instruments we happen to have 
available and, therefore, that it has no ontological significance what­
ever. . . .

■  | iN otes

1. E. Nagel, The Structure o f  Science (New York: Harcourt, Brace, and World, 
1961), Ch. 6.
2. For the genesis and part of the content of some of the ideas expressed herein, 
I am indebted to a number of sources; some of the more influential are H. Feigl, 
“Existential Hypotheses,” Philosophy of Science, 17:35-62 (1950); P. K. Feyera- 
bend, “An Attempt at a Realistic Interpretation of Experience,” Proceedings of the 
Aristotelian Society, 58:144-170 (1958); N. R. Hanson, Patterns o f  Discovery (Cam­
bridge: Cambridge University Press, 1958); E. Nagel, loc. cit.; Karl Popper, The 
Logic o f  Scientific Discovery (London: Hutchinson, 1959); M. Scriven, “Defini­
tions, Explanations, and Theories,” in Minnesota Studies in the Philosophy o f  Sci­
ence, Vol. II, H. Feigl, M. Scriven, and G. Maxwell, eds. (Minneapolis: University 
o f  Minnesota Press, 1958); Wilfrid Sellars, “Empiricism and the Philosophy of 
Mind,” in Minnesota Studies in the Philosophy of Science, Vol. I, H. Feigl and 
M. Scriven, eds. (Minneapolis: University of Minnesota Press, 1956), and “The 
Language of Theories,” in Current Issues in the Philosophy o f  Science, H. Feigl 
and G. Maxwell, eds. (New York: Holt, Rinehart, and Winston, 1961).
3. I have borrowed the hammer analogy from E. Nagel, “Science and [Feigl’s] 
Semantic Realism,” Philosophy of Science, 17:174-181 (1950), but it should be 
pointed out that Professor Nagel makes it clear that he does not necessarily sub­
scribe to the view which he is explaining.
4. G. Bergmann, “Outline of an Empiricist Philosophy of Physics,” American 
Journal o f  Physics, 11:248-258; 335-342 (1943), reprinted in Readings in the Phi­
losophy o f  Science, H. Feigl and M. Brodbeck, eds. (New York: Appleton-Century- 
Crofts, 1953), pp. 262-287.
5. I am not attributing to Professor Bergmann the absurd views suggested by these 
questions. He seems to take a sense-datum language as his observation language 
(the base of what he called “the empirical hierarchy”), and, in some ways, such 
a position is more difficult to refute than one which purports to take an “observable 
physical-object” view. However, I believe that demolishing the straw men with 
which I am now dealing amounts to desirable preliminary “therapy.” Some non­
realist interpretations of theories which embody the presupposition that the 
observable-theoretical distinction is sharp and ontologically crucial seem to me to 
entail positions which correspond to such straw men rather closely.
6. For arguments that it is possible to alter a theory without altering the meanings 
of its terms, see my "Meaning Postulates in Scientific Theories,” in Current Issues 
in the Philosophy o f  Science, Feigl and Maxwell, eds.
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7. The reader is no doubt familiar with the abundant literature concerned with 
this issue. See, for example, Sellars’ “Empiricism and the Philosophy of Mind,’’ 
which also contains references to other pertinent works.
8. We may say “noninferentially” decide, provided this is interpreted liberally 
enough to avoid starting the entire controversy about observability all over again.
9. Cf. Sellars, “Empiricism and the Philosophy of Mind.” As Professor Sellars 
points out, this is the crux of the “other-minds” problem. Sensations and inner 
states (relative to an intersubjective observation language, I would add) are theo­
retical entities (and they “really exist”) and not merely actual and/or possible be­
havior. Surely it is the unwillingness to countenance theoretical entities—the hope 
that every sentence is translatable not only into some observation language but 
into the physical-thing language—which is responsible for the “logical behavior­
ism” of the neo-Wittgensteinians.



B a s  C .  v a n  F r a a s s e n

A rgum ents C o n cern in g  

Scientific R ealism

T he rig o u r o f  sc ience requ ires th a t  we d istin g u ish  w e ll  the u n d ra p e d  fig u re  o f 
n a tu re  i t s e lf  from  the g a y-co lo u red  vesture  w ith  w h ich  w e c lo th e  it a t  o u r  
p leasu re .

— Heinrich Hertz, quoted by Ludwig Boltzmann, 
letter to N a tu re , 28 February 1895

In our century, the first dominant philosophy of science was developed as 
part of logical positivism. Even today, such an expression as ‘the received 
view of theories’ refers to the views developed by the logical positivists, 
although their heyday preceded the Second World War.

In this chapter I shall examine, and criticize, the main arguments that 
have been offered for scientific realism. These arguments occurred fre­
quently as part of a critique of logical positivism. But it is surely fair to 
discuss them in isolation, for even if scientific realism is most easily un­
derstood as a reaction against positivism, it should be able to stand alone. 
The alternative view which I advocate—for lack of a traditional name I 
shall call it c o n stru c tiv e  e m p ir ic is m —is equally at odds with positivist 
doctrine.

1 | Scientific Realism and Constructive Empiricism

In philosophy of science, the term ‘scientific realism’ denotes a precise 
position on the question of how a scientific theory is to be understood, 
and what scientific activity really is. I shall attempt to define this position, 
and to canvass its possible alternatives. Then I shall indicate, roughly and 
briefly, the specific alternative which I shall advocate. . . .

From Bas C. van Fraassen, The Scientific Image (Oxford: Clarendon Press, 1980), 
6-21, 23-25, 31-40.
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1.1 S t a t e m e n t  o f  S c i e n t i f i c  R e a l i s m

What exactly is scientific realism? A naive statement of the position would 
be this: the picture which science gives us of the world is a true one, 
faithful in its details, and the entities postulated in science really exist: the 
advances of science are discoveries, not inventions. That statement is too 
nai've; it attributes to the scientific realist the belief that today’s theories 
are correct. It would mean that the philosophical position of an earlier 
scientific realist such as C. S. Peirce had been refuted by empirical find­
ings. I do not suppose that scientific realists wish to be committed, as 
such, even to the claim that science will arrive in due time at theories 
true in all respects—for the growth of science might be an endless self­
correction; or worse, Armageddon might occur too soon.

But the naive statement has the right flavour. It answers two main 
questions: it characterizes a scientific theory as a story about what there 
really is, and scientific activity as an enterprise of discovery, as opposed to 
invention. The two questions of what a scientific theory is, and what a 
scientific theory does, must be answered by any philosophy of science. 
The task we have at this point is to find a statement of scientific realism 
that shares these features with the naive statement, but does not saddle 
the realists with unacceptably strong consequences. It is especially impor­
tant to make the statement as weak as possible if we wish to argue against 
it, so as not to charge at windmills.

As clues I shall cite some passages most of which will also be exam­
ined below in the contexts of the authors’ arguments. A statement of Wil­
frid Sellars is this:

to have good reason for holding a theory is ipso facto to have good reason for 
holding that the entities postulated by the theory exist.1

This addresses a question of epistemology, but also throws some indirect 
light on what it is, in Sellars’s opinion, to hold a theory. Brian Ellis, who 
calls himself a scientific entity realist rather than a scientific realist, appears 
to agree with that statement of Sellars, but gives the following formulation 
of a stronger view:

I understand scientific realism to be the view that the theoretical statements 
of science are, or purport to be, true generalized descriptions of reality.2

This formulation has two advantages: It focuses on the understanding of 
the theories without reference to reasons for belief, and it avoids the sug­
gestion that to he a realist you must believe current scientific theories to 
be true. But it gains the latter advantage by use of the word ‘purport’, 
which may generate its own puzzles.
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Hilary Putnam, in a passage which I shall cite again in Section 7, 
gives a formulation which he says he learned from Michael Dummett:

A realist (with respect to a given theory or discourse) holds that (1) the sen­
tences of that theory are true or false; and (2 ) that what makes them true or 
false is something external—that is to say, it is not (in general) our sense data, 
actual or potential, or the structure of our minds, or our language, etc. ’

lie follows this soon afterwards with a further formulation which he credits 
to Richard Boyd:

That terms in mature scientific theories typically refer (this formulation is due 
to Richard Boyd), that the theories accepted in a mature science are typically 
approximately true, that the same term can refer to the same thing even when 
it occurs in different theories—these statements are viewed by the scientific 
realist . . .  as part of any adequate scientific description of science and its 
relations to its objects. 4

None of these were intended as definitions. But they show I think that 
truth must play an important role in the formulation of the basic realist 
position. They also show that the formulation must incorporate an answer 
to the question what it is to accep t or ho ld a theory. I shall now propose 
such a formulation, which seems to me to make sense of the above re­
marks, and also renders intelligible the reasoning by realists which 1 shall 
examine below—without burdening them with more than the minimum 
required for this.

Scien ce  a im s to give us, in  its theories, a  lite ra lly  true stor)> o f  w h a t the 

w orld  is like; a n d  accep tan ce  o f  a  scientific theory involves the be lie f th a t it 
is true. This is the correct statement of scientific realism.

Let me defend this formulation by showing that it is quite minimal, 
and can be agreed to by anyone who considers himself a scientific realist. 
The naïve statement said that science tells a true story; the correct state­
ment says only that it is the aim of science to do so. The aim of science 
is of course not to be identified with individual scientists’ motives. The 
aim of the game of chess is to checkmate your opponent; but the motive 
for playing may be fame, gold, and glory. What the aim is determines 
what counts as success in the enterprise as such; and this aim may be 
pursued for any number of reasons. Also, in calling something the aim, 1 
do not deny that there are other subsidiary aims which may or may not 
be means to that end: everyone will readily agree that simplicity, infor­
mativeness, predictive power, explanation are (also) virtues. Perhaps my 
formulation can even be accepted by any philosopher who considers the 
most important aim of science to be something which only requires the 
finding of true theories—given that I wish to give the weakest formulation 
of the doctrine that is generally acceptable.
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I have added ‘literally’ to rule out as realist such positions as imply 
that science is true if ‘properly understood’ but literally false or meaning­
less. For that would be consistent with conventionalism, logical positivism, 
and instrumentalism. I will say more about this below; and also in Sec­
tion 7 where I shall consider Dummett’s views further.

The second part of the statement touches on epistemology. But it only 
equates acceptance of a theory with belief in its truth.5 It does not imply 
that anyone is ever rationally warranted in forming such a belief. We have 
to make room for the epistemological position, today the subject of con­
siderable debate, that a rational person never assigns personal probability 
1 to any proposition except a tautology. It would, I think, be rare for a 
scientific realist to take this stand in epistemology, but it is certainly 
possible.6

To understand qualified acceptance we must first understand accep­
tance tout court. If acceptance of a theory involves the belief that it is true, 
then tentative acceptance involves the tentative adoption of the belief that 
it is true. If belief comes in degrees, so does acceptance, and we may then 
speak of a degree of acceptance involving a certain degree of belief that 
the theory is true. This must of course be distinguished from belief that 
the theory is approximately true, which seems to mean belief that some 
member of a class centring on the mentioned theory is (exactly) true. In 
this way the proposed formulation of realism can be used regardless of 
one’s epistemological persuasion.

1.2 A lternatives  t o  R ealism

Scientific realism is the position that scientific theory construction aims 
to give us a literally true story' of what the world is like, and that acceptance 
of a scientific theory involves the belief that it is true. Accordingly, anti­
realism is a position according to which the aim of science can well be 
served without giving such a literally true story, and acceptance of a theory 
may properly involve something less (or other) than belief that it is true.

What does a scientist do then, according to these different positions? 
According to the realist, when someone proposes a theory, he is asserting 
it to be true. But according to the anti-realist, the proposer does not assert 
the theory; he displays it, and claims certain virtues for it. These virtues 
may fall short of truth: empirical adequacy, perhaps; comprehensiveness, 
acceptability for various purposes. This will have to be spelt out, for the 
details here are not determined by the denial of realism. For now we must 
concentrate on the key notions that allow the generic division.

The idea of a literally true account has two aspects: the language is 
to be literally construed; and so construed, the account is true. This divides 
the anti-realists into two sorts. The first sort holds that science is or aims 
to be true, properly (but not literally) construed. The second holds that 
the language of science should be literally construed, but its theories need
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not be true to be good. The anti-realism I shall advocate belongs to the 
second sort.

It is not so easy to say what is meant by a literal construal. The idea 
comes perhaps from theology, where fundamentalists construe the Bible 
literally, and liberals have a variety of allegorical, metaphorical, and ana­
logical interpretations, which ‘demythologize’. The problem of explicating 
‘literal construal’ belongs to the philosophy of language. In Section 7 be­
low, where I briefly examine some of Michael Dummett’s views, I shall 
emphasize that ‘literal’ does not mean ‘truth-valued’. The term ‘literal’ is 
well enough understood for general philosophical use, but if we try to 
explicate it we find ourselves in the midst of the problem of giving an 
adequate account of natural language. It would be bad tactics to link an 
inquiry into science to a commitment to some solution to that problem. 
The following remarks, and those in Section 7, should fix the usage of 
‘literal’ sufficiently for present purposes.

The decision to rule out all but literal construals of the language of 
science, rules out those forms of anti-realism known as positivism and 
instrumentalism. First, on a literal construal, the apparent statements of 
science really are statements, capab le  o f  being true or false. Secondly, 
although a literal construal can elaborate, it cannot change logical rela­
tionships. (It is possible to elaborate, for instance, by identifying what the 
terms designate. The ‘reduction’ of the language of phenomenological 
thermodynamics to that of statistical mechanics is like that: bodies of gas 
are identified as aggregates of molecules, temperature as mean kinetic 
energy, and so on.) On the positivists’ interpretation of science, theoretical 
terms have meaning only through their connection with the observable. 
Hence they hold that two theories may in fact say the same th ing  although 
in form they contradict each other. (Perhaps the one says that all matter 
consists of atoms, while the other postulates instead a universal continuous 
medium; they will say the same thing nevertheless if they agree in their 
observable consequences, according to the positivists.) But two theories 
which contradict each other in such a way can ‘really’ be saying the same 
thing only if they are not literally construed. Most specifically, if a theory 
says that something exists, then a literal construal may elaborate on what 
that something is, but will not remove the implication of existence.

There have been many critiques of positivist interpretations of science, 
and there is no need to repeat them. . . .

1.3 Constructive Empiricism

To insist on a literal construal of the language of science is to rule out 
tire construal of a theory as a metaphor or simile, or as intelligible only 
after it is ‘demythologized’ or subjected to some other sort of ‘translation’ 
that does not preserve logical form. If the theory’s statements include 
‘There are electrons’, then the theory says that there are electrons. If in



addition they include ‘Electrons are not planets’, then the theory says, in part, that there are entities other than planets.But this does not settle very much. It is often not at all obvious whether a theoretical term refers to a concrete entity or a mathematical entity. Perhaps one tenable interpretation of classical physics is that there are no concrete entities which are forces—that ‘there are forces such that . . .’ can always be understood as a mathematical statement asserting the existence of certain functions. That is debatable.Not every philosophical position concerning science which insists on a literal construal of the language of science is a realist position. For this insistence relates not at all to our epistemic attitudes toward theories, nor to the aim we pursue in constructing theories, but only to the correct understanding of w h a t a  theory says. (The fundamentalist theist, the ag­nostic, and the atheist presumably agree with each other (though not with liberal theologians) in their understanding of the statement that God, or gods, or angels exist.) After deciding that the language of science must be literally understood, we can still say that there is no need to believe good theories to be true, nor to believe ipso facto that the entities they postulate are real.
Scien ce  a im s to give us theories w hich  are em p irica lly  a d eq u ate; an d  

acceptance o f  a theory involves as  b e lie f  on ly  th a t it is em p irica lly  adequate. This is the statement of the anti-realist position 1 advocate; I shall call it 
constructive em piricism .This formulation is subject to the same qualifying remarks as that of scientific realism in Section 1.1 above. In addition it requires an expli­cation of ‘empirically adequate’. For now, I shall leave that with the pre­liminary explication that a theory is empirically adequate exactly if what it says about the observable things and events in this world, is true—exactly if it ‘saves the phenomena’. A little more precisely: such a theory has at least one model that all the actual phenomena fit inside. I must emphasize that this refers to a ll the phenomena; these are not exhausted by those actually observed, nor even by those observed at some time, whether past, present, or future. . . .The distinction I have drawn between realism and anti-realism, in so far as it pertains to acceptance, concerns only how much belief is involved therein. Acceptance of theories (whether full, tentative, to a degree, etc.) is a phenomenon of scientific activity which clearly involves more than belief. One main reason for this is that we are never confronted with a complete theory. So if a scientist accepts a theory, he thereby involves himself in a certain sort of research programme. That programme could well be different from the one acceptance of another theory would have given him, even if those two (very incomplete) theories are equivalent to each other with respect to everything that is observable—in so far as they g°- Thus acceptance involves not only belief but a certain commitment.
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Even for those of us who are not working scientists, the acceptance in­
volves a commitment to confront any future phenomena by means of the 
conceptual resources of this theory. It determines the terms in which wc 
shall seek explanations. If the acceptance is at all strong, it is exhibited in 
the person’s assumption of the role of explainer, in his willingness to an­
swer questions ex cathedra. Even if you do not accept a theory, you can 
engage in discourse in a context in which language use is guided by that 
theory—but acceptance produces such contexts. There are similarities in 
all of this to ideological commitment. A commitment is of course not true 
or false: The confidence exhibited is that it will be vindicated.

This is a preliminary sketch of the pragmatic  dimension of theory 
acceptance. Unlike the epistemic dimension, it does not figure overtly in 
the disagreement between realist and anti-realist. But because the amount 
of belief involved in acceptance is typically less according to anti-realists, 
they will tend to make more of the pragmatic aspects. It is as well to note 
here the important difference. Belief that a theory is true, or that it is 
empirically adequate, does not imply, and is not implied by, belief that 
full acceptance of the theory will be vindicated. To see this, you need 
only consider here a person who has quite definite beliefs about the future 
of the human race, or about the scientific community and the influences 
thereon and practical limitations we have. It might well be, for instance, 
that a theory which is empirically adequate will not combine easily with 
some other theories which we have accepted in fact, or that Armageddon 
will occur before we succeed. Whether belief that a theory is true, or that 
it is empirically adequate, can be equated with belief that acceptance of 
it would, under ideal research conditions, be vindicated in the long run, 
is another question. It seems to me an irrelevant question within philos­
ophy of science, because an affirmative answer would not obliterate the 
distinction we have already established by the preceding remarks. (The 
question may also assume that counterfactual statements are objectively 
true or false, which I would deny.)

Although it seems to me that realists and anti-realists need not disagree 
about the pragmatic aspects of theory acceptance, I have mentioned it 
here because I think that typically they do. We shall find ourselves re­
turning time and again, for example, to requests for explanation to which 
realists typically attach an objective validity which anti-realists cannot 
grant.

2 | The Theory/Observation ‘Dichotomy’

For good reasons, logical positivism dominated the philosophy of science 
for thirty years. In 1960, the first volume of Minnesota Studies in the 
Philosophy o f  S c i en ce  published Rudolf Carnap’s ‘The Methodological
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Status of Theoretical Concepts’, which is, in many ways, the culmination of the positivist programme. It interprets science by relating it to an ob­servation language (a postulated part of natural language which is devoid of theoretical terms). Two years later this article was followed in the same series by Grover Maxwell’s ‘The Ontological Status of Theoretical Enti­ties’, in title and theme a direct counter to Carnap’s. This is the locus 
classicus for the new realists’ contention that the theory/observation dis­tinction cannot be drawn.I shall examine some of Maxwell’s points directly, but first a general remark about the issue. Such expressions as ‘theoretical entity’ and ‘ob­servable-theoretical dichotomy’ are, on the face of it, examples of category mistakes. Terms or concepts are theoretical (introduced or adapted for the purposes of theory construction); entities are observable or unobservable. This may seem a little point, but it separates the discussion into two issues. Can we divide our language into a theoretical and non-theoretical part? On the other hand, can we classify objects and events into observable and unobservable ones?Maxwell answers both questions in the negative, while not distinguish­ing them too carefully. On the first, where he can draw on well-known supportive essays by Wilfrid Sellars and Paul Feyerabend, I am in total agreement. All our language is thoroughly theory-infected. If we could cleanse our language of theory-laden terms, beginning with the recently introduced ones like ‘VHF receiver’, continuing through ‘mass’ and ‘im­pulse’ to ‘element’ and so on into the prehistory of language formation, we would end up with nothing useful. The way we talk, and scientists talk, is guided by the pictures provided by previously accepted theories. This is true also, as Duhem already emphasized, of experimental reports. Hygienic reconstructions of language such as the positivists envisaged are simply not on. . . .But does this mean that we must be scientific realists? We surely have more tolerance of ambiguity than that. The fact that we let our language be guided by a given picture, at some point, does not show how much we believe about that picture. When we speak of the sun coming up in the morning and setting at night, we are guided by a picture now explicitly disavowed. When Milton wrote P arad ise  Lost he deliberately let the old geocentric astronomy guide his poem, although various remarks in passing clearly reveal his interest in the new astronomical discoveries and specu­lations of his time. These are extreme examples, but show that no immediate conclusions can be drawn from the theory-ladenness of our language.However, Maxwell’s main arguments are directed against the observable-unobservable distinction. Let us first be clear on what this dis­tinction was supposed to be. The term ‘observable’ classifies putative entities (entities which may or may not exist). A flying horse is observ­able—that is why we are so sure that there aren’t any—and the number
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s e v e n te e n  is  n o t. T h e r e  is s u p p o se d  to  b e  a  c o r r e la t e  c la s s if ic a t io n  o f  h u ­

m a n  a c ts : a n  u n a id e d  a c t  o f  p e r c e p t io n , fo r in s t a n c e , is  a n  o b se rv a t io n . A  

c a lc u la t io n  o f  th e  m ass  o f  a  p a r t ic le  fro m  th e  d e f le c t io n  o f  its t r a je c to r y  

in  a k n o w n  fo rc e  f ie ld , is n o t a n  o b se rv a t io n  o f  th a t  m ass .

It is a ls o  im p o r ta n t  h e r e  n o t to  c o n fu s e  observing ( a n  e n t i ty , s u c h  as 

a  th in g , e v e n t , o r p ro c e ss ) a n d  observing that ( s o m e th in g  o r o th e r  is th e  

c a s e ) .  S u p p o s e  o n e  o f  th e  S to n e  A g e  p e o p le  r e c e n t ly  fo u n d  in  th e  P h i l ­

ip p in e s  is sh o w n  a  te n n is  b a l l  o r  a  c a r  c ra sh . F ro m  h is  b e h a v io u r , w e  s e e  

th a t  h e  h a s  n o t ic e d  th e m ; for e x a m p le , h e  p ic k s  u p  th e  b a l l  a n d  th ro w s 

it. B u t  h e  h a s  n o t s e e n  that it  is a  t e n n is  b a l l ,  o r  that s o m e  e v e n t  is a  c a r  

c r a s h , fo r h e  d o e s  n o t e v e n  h a v e  th o se  c o n c e p ts . H e  c a n n o t  g e t  th a t  in ­

fo rm a t io n  th ro u g h  p e r c e p t io n ; h e  w o u ld  first h a v e  to le a r n  a  g r e a t  d e a l .  

T o  sa y  th a t  h e  d o es  n o t s e e  th e  s a m e  th in g s  a n d  e v e n ts  a s  w e  d o , h o w e v e r , 

is ju s t  s i l ly ;  it is a  p u n  w h ic h  tr a d e s  o n  th e  a m b ig u i t y  b e tw e e n  s e e in g  a n d  

s e e in g  th a t . (T h e  t r u th -c o n d it io n s  fo r o u r  s ta t e m e n t  ‘x o b se rv e s  that A ’ 

m u s t  b e  s u c h  th a t  w h a t  c o n c e p ts  x h a s , p r e s u m a b ly  r e la te d  to th e  la n g u a g e  

x  sp ea k s  i f  h e  is h u m a n , e n te r  as  a  v a r ia b le  in to  th e  c o r r e c t  t ru th  d e f in it io n , 

in  so m e  w a y . T o  sa y  th a t  x  o b se rv ed  th e  te n n is  b a l l ,  th e re fo re , d o es  n o t 

im p ly  a t  a l l  th a t  x  o b se rv e d  th a t  it  w as  a  t e n n is  b a l l ;  th a t  w o u ld  r e q u ir e  

so m e  c o n c e p tu a l  a w a re n e s s  o f  th e  g a m e  o f  te n n is .)

T h e  a r g u m e n ts  M a x w e ll  g iv e s  a b o u t  o b se rv a b ility  a r e  o f  tw o  so rts : o n e  

d ir e c te d  a g a in s t  th e  p o s s ib il ity  o f  d r a w in g  s u c h  d is t in c t io n s , th e  o th e r  

a g a in s t  th e  im p o r ta n c e  th a t  c o u ld  a t ta c h  to d is t in c t io n s  th a t  c a n  b e  d ra w n .

T h e  f irs t a r g u m e n t  is fro m  th e  c o n t in u u m  o f  c a s e s  th a t  l i e  b e tw e e n  

d ir e c t  o b se rv a t io n  a n d  in f e r e n c e :

There is, in principle, a continuous series beginning with looking through a 
vacuum and containing these as members: looking through a windowpane, 
looking through glasses, looking through binoculars, looking through a low- 
power microscope, looking through a high-power microscope, etc., in the 
order given. The important consequence is that, so far, we are left without 
criteria which would enable us to draw a non-arbitrary line between ‘obser­
vation’ and ‘theory’.7

T h is  c o n t in u o u s  s e r ie s  o f  su p p o se d  a c ts  o f  o b se rv a tio n  d o es n o t co rre sp o n d  

d ir e c t ly  to  a  c o n t in u u m  in  w h a t  is su p p o se d  o b se rv a b le . F o r if  s o m e th in g  
c a n  b e  s e e n  th ro u g h  a  w in d o w , it c a n  a lso  b e  s e e n  w ith  th e  w in d o w  ra is e d . 
S im i la r ly ,  th e  m o o n s  o f  J u p it e r  c a n  b e  s e e n  th ro u g h  a  te le s c o p e ; b u t th e y  

c a n  a lso  b e  s e e n  w ith o u t  a  te le s c o p e  if  y o u  a re  c lo s e  e n o u g h . T h a t  so m e ­

th in g  is o b se rv a b le  d o e s  n o t a u to m a t ic a l ly  im p ly  th a t  th e  c o n d it io n s  a re  

r ig h t  for o b se rv in g  it  n o w . T h e  p r in c ip le  is:

X  is o b se rv a b le  i f  th e r e  a r e  c ir c u m s ta n c e s  w h ic h  a re  s u c h  th a t , if  X  is 
p re s e n t  to u s  u n d e r  th o se  c ir c u m s ta n c e s , th e n  w e  o b se rv e  it.
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This is not meant as a definition, but only as a rough guide to the avoid­ance of fallacies.We may still be able to find a continuum in what is supposed de­tectable: perhaps some things can only be detected with the aid of an optical microscope, at least; perhaps some require an electron microscope, and so on. Maxwell’s problem is: where shall we draw the line between what is observable and what is only detectable in some more roundabout way?Granted that we cannot answer this question without arbitrariness, what follows? That 'observable’ is a vag u e pred icate. There are many puz­zles about vague predicates, and many sophisms designed to show that, in the presence of vagueness, no distinction can be drawn at all. In Sextus Empiricus, we find the argument that incest is not immoral, for touching your mother’s big toe with your little finger is not immoral, and all the rest differs only by degree. But predicates in natural language are almost all vague, and there is no problem in their use; only in formulating the logic that governs them.8 A vague predicate is usable provided it has clear cases and clear counter-cases. Seeing with the unaided eye is a clear case of observation. Is Maxwell then perhaps challenging us to present a clear counter-case? Perhaps so, for he says ‘I have been trying to support the thesis that any (non-logical) term is a possible candidate for an observation term.’A look through a telescope at the moons of Jupiter seems to me a clear case of observation, since astronauts will no doubt be able to see them as well from close up. But the purported observation of micro­particles in a cloud chamber seems to me a clearly different case—if our theory about what happens there is right. The theory says that if a charged particle traverses a chamber filled with saturated vapour, some atoms in the neighbourhood of its path are ionized. If this vapour is decompressed, and hence becomes super-saturated, it condenses in droplets on the ions, thus marking the path of the particle. The resulting silver-grey line is similar (physically as well as in appearance) to the vapour trail left in the sky when a jet passes. Suppose I point to such a trail and say: ‘Look, there is a jet!'; might you not say: ‘I see the vapour trail, but where is the jet?’ Then I would answer: ‘Look just a bit ahead of the trail . . . there! Do you see it?' Now, in the case of the cloud chamber this response is not possible. So while the particle is detected by means of the cloud chamber, and the detection is based on observation, it is clearly not a case of the particle’s being observed.As second argument, Maxwell directs our attention to the ‘can’ in ‘what is observable is what can be observed.’ An object might of course be temporarily unobservable—in a rather different sense: it cannot be ob­served in the circumstances in which it actually is at the moment, but could be observed if the circumstances were more favourable. In just the same way, I might be temporarily invulnerable or invisible. So we should
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concentrate on ‘observable’ tou t court, or on (as he prefers to say) ‘unob­servable in principle’. This Maxwell explains as meaning that the rele­vant scientific theory en ta ils that the entities cannot be observed in any circumstances. But this never happens, he says, because the different circumstances could be ones in which we have different sense organs— electron-microscope eyes, for instance.This strikes me as a trick, a change in the subject of discussion. I have a mortar and pestle made of copper and weighing about a kilo. Should I call it breakable because a giant could break it? Should I call the Empire State Building portable? Is there no distinction between a portable and a console record player? The human organism is, from the point of view of physics, a certain kind of measuring apparatus. As such it has certain inherent limitations—which will be described in detail in the final physics and biology. It is these limitations to which the ‘able’ in ‘observable’ refers—our limitations, qu a human beings.As I mentioned, however, Maxwell’s article also contains a different sort of argument: even if there is a feasible observable/unobservable dis­tinction, this distinction has no importance. The point at issue for the realist is, after all, the reality of the entities postulated in science. Suppose that these entities could be classified into observables and others; what relevance should that have to the question of their existence?Logically, none. For the term ‘observable’ classifies putative enti­ties, and has logically nothing to do with existence. But Maxwell must have more in mind when he says: ‘I conclude that the drawing of the observational-theoretical line at any given point is an accident and a func­tion of our physiological make-up, . . . and, therefore, that it has no ontological significance whatever.’9 No ontological significance if the ques­tion is only whether ‘observable’ and ‘exists’ imply each other—for they 
do not; but significance for the question of scientific realism?

Recall that I defined scientific realism in terms of the aim of science, 
and epistemic attitudes. The question is what aim scientific activity has, 
and how much we shall believe when we accept a scientific theory. What 
is the proper form of acceptance: belief that the theory, as a whole, is true; 
or something else? To this question, what is observable by us seems em­
inently relevant. Indeed, we may attempt an answer at this point: to accept 
a theory is (for us) to believe that it is empirically adequate—that what the 
theory says about what is observable (by us) is true.

It will be objected at once that, on this proposal, what the anti-realist 
decides to believe about the world will depend in part on what he believes 
to be his, or rather the epistemic community’s, accessible range of evi­
dence. At present, we count the human race as the epistemic community 
to which we belong; but this race may mutate, or that community may 
be increased by adding other animals (terrestrial or extra-terrestrial) 
through relevant ideological or moral decisions (‘to count them as per-
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sons’). Ilencc the anti-realist would, on iny proposal, have to accept con­ditions of the form
If the epistemic community changes in fashion Y, then my beliefsabout the world will change in manner Z.

To see this as an objection to anti-realism is to voice the requirement that our epistemic policies should give the same results independent of our beliefs about the range of evidence accessible to us. That requirement seems to me in no way rationally compelling; it could be honoured, I should think, only through a thoroughgoing scepticism or through a com­mitment to wholesale leaps of faith. But we cannot settle the major ques­tions of epistemology en p a ssa n t in philosophy of science; so I shall just conclude that it is, on the face of it, not irrational to commit oneself only to a search for theories that are empirically adequate, ones whose models fit the observable phenomena, while recognizing that what counts as an observable phenomenon is a function of what the epistemic community is (that observab le is observab le-to-us).The notion of empirical adequacy* in this answer will have to be spelt out very carefully if it is not to bite the dust among hackneyed objec­tions. . . . But the point stands: even if observability' has nothing to do with existence (is, indeed, too anthropocentric for that), it may still have much to do with the proper epistemic attitude to science.

3 | Inference to the Best Explanation

A view advanced in different ways by Wilfrid Sellars, J. J. C. Smart, and Gilbert Harman is that the canons of rational inference require scientific realism. If we are to follow the same patterns of inference with respect to this issue as we do in science itself, we shall find ourselves irrational unless we assert the truth of the scientific theories we accept. Thus Sellars says: ‘As I see it, to have good reason for holding a theory is ipso fac to to have good reason for holding that the entities postulated by the theory exist.’1" The main rule of inference invoked in arguments of this sort is the rule of in ference to the best e x p la n a tio n . The idea is perhaps to be credited to C. S. Peirce,11 but the main recent attempts to explain this rule and its uses have been made by Gilbert Harman.121 shall only present a simplified version. Let us suppose that we have evidence E, and are considering several hypotheses, say H and H 1. The rule then says that we should infer
* Van Fraassen offers an analysis of empirical adequacy in chapter 3 of The Sci­
entific Image (1980), the book from which the present reading is excerpted.
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II  rather than H1 exactly if H  is a better explanation of E than H' is. (Various qualifications are necessary to avoid inconsistency: we should always try to move to the best over-all explanation of all available evi­dence.)It is argued that we follow this rule in all ordinary’ cases; and that if we follow it consistently everywhere, we shall be led to scientific realism, in the way Sellars’s dictum suggests. And surely there are many telling ‘ordinary’ cases: I hear scratching in the wall, the patter of little feet at midnight, my cheese disappears—and I infer that a mouse has come to live with me. Not merely that these apparent signs of mousely presence will continue, not merely that all the observable phenomena will be as if there is a mouse; but that there really is a mouse.Will this pattern of inference also lead us to belief in unobservable entities? Is the scientific realist simply someone who consistently follows the rules of inference that we all follow in more mundane contexts? . . .First of all, what is meant by saying that we all fo llo w  a certain rule of inference? One meaning might be that we deliberately and consciously ‘apply’ the rule, like a student doing a logic exercise. That meaning is much too literalistic and restrictive; surely all of mankind follows the rules of logic much of the time, while only a fraction can even formulate them. A second meaning is that we act in accordance with the rules in a sense that does not require conscious deliberation. That is not so easy to make precise, since each logical rule is a rule of permission (m odus poriens allows you to infer B from A and (if A then B), but does not forbid you to infer (B or A) instead). However, we might say that a person behaved in accordance with a set of rules in that sense if every conclusion he drew could be reached from his premisses via those rules. But this meaning is much too loose; in this sense we always behave in accordance with the rule that anv conclusion may be inferred from any premiss. So it seems that to be following a rule, I must be willing to believe all conclusions it allows, while definitely unwilling to believe conclusions at variance with the ones it allows—or else, change my willingness to believe the premisses in question.Therefore the statement that we all follow a certain rule in certain cases, is a psycho lo g ica l hypothesis about what we are willing and unwilling to do. It is an empirical hypothesis, to be confronted with data, and with rival hypotheses. Here is a rival hypothesis: we are always willing to believe that the theory' which best explains the evidence, is empirically adequate (that all the observable phenomena are as the theory says they are).In this way I can certainly account for the many instances in which a scientist appears to argue for the acceptance of a theory or hypothesis, on the basis of its explanatory success. (A number of such instances are related by Thagard,13) For, remember: I equate the acceptance of a sci­entific theory with the belief that it is empirically adequate. We have therefore two rival hypotheses concerning these instances of scientific in-
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ference, and the one is apt in a realist account, the other in an anti-realist 
account.

Cases like the mouse in the wainscoting cannot provide telling evi­
dence between those rival hypotheses. For the mouse is an observable 
thing; therefore 'there is a mouse in the wainscoting’ and ‘All observable 
phenomena are as if there is a mouse in the wainscoting’ are totally equiv­
alent; each implies the other (given what we know about mice).

It will be countered that it is less interesting to know whether people 
do follow a rule of inference than whether they ought to follow it. Granted; 
but the premiss that we all follow the rule of inference to the best expla­
nation when it comes to mice and other mundane matters—that premiss 
is shown wanting. It is not warranted by the evidence, because that evi­
dence is not telling for the premiss as a g a in st the alternative hypothesis I 
proposed, which is a relevant one in this context. . . .

4 | Limits of the Demand for Explanation

In this section and the next . . .  I shall examine arguments for realism 
that point to explanatory' power as a criterion for theory choice. That this 
is indeed a criterion I do not deny. But these arguments for realism suc­
ceed only if the demand for explanation is supreme —if the task of science 
is unfinished, ipso fa cto , as long as any pervasive regularity is left unex­
plained. I shall object to this line of argument, as found in the writings 
of Smart, Reichenbach, Salmon, and Sellars, by arguing that such an 
unlimited demand for explanation leads to a demand for hidden variables, 
which runs contrary to at least one major school of thought in twentieth- 
century physics. I do not think that even these philosophers themselves 
wish to saddle realism with logical links to such consequences: but realist 
yearnings were born among the mistaken ideals of traditional metaphysics 

In his book B etw een  S cien ce  and Philosophy, Smart gives two main 
arguments for realism. One is that only realism can respect the important 
distinction between co rrect and m erely u sefu l theories. He calls ‘instru­
mentalist’ any view that locates the importance of theories in their use, 
which requires only empirical adequacy, and not truth. But how can the 
instrumentalist explain the usefulness of his theories?

Consider a man (in the sixteenth century) who is a realist about the Coper- 
nican hypothesis but instrumentalist about the Ptolemaic one. He can explain 
the instrumental usefulness of the Ptolemaic system of epicycles because he 
can prove that the Ptolemaic system can produce almost the same predictions 
about the apparent motions of the planets as does the Copernican hypothesis. 
Hence the assumption of the realist truth of the Copernican hypothesis ex­
plains the instrumental usefulness of the Ptolemaic one. Such an explanation



1078 I Ch. 9 E m p i r i c i s m  and S c i en t i f i c  R ealism

of the instrumental usefulness of certain theories would not be possible if all 
theories were regarded as merely instrumental.14

What exactly is meant by ‘such an explanation’ in the last sentence? If no theory is assumed to be true, then no theory has its usefulness explained as following from the truth of another one—granted. But would we have less of an explanation of the usefulness of the Ptolemaic hypothesis if we began instead with the premiss that the Copernican gives implicitly a very accurate description of the motions of the planets as observed from earth? This would not assume the truth of Copernicus’s heliocentric hypothesis, but would still entail that Ptolemy’s simpler description was also a close approximation of those motions.However, Smart would no doubt retort that such a response pushes the question only one step back: what explains the accuracy of predictions based on Copernicus’s theory? If I say, the empirical adequacy of that theory, I have merely given a verbal explanation. For of course Smart does not mean to limit his question to actual predictions—it really concerns all actual and possible predictions and retrodictions. To put it quite con­cretely: what explains the fact that all observable planetary phenomena fit Copernicus’s theory (if they do)? From the medieval debates, we recall the nominalist response that the basic regularities are merely brute regu­larities, and have no explanation. So here the anti-realist must similarly say: that the observable phenomena exhibit these regularities, because of which they fit the theory, is merely a brute fact, and may or may not have an explanation in terms of unobservable facts ‘behind the phenomena’ — it really does not matter to the goodness of the theory, nor to our under­standing of the world.Smart’s main line of argument is addressed to exactly this point. In the same chapter he argues as follows. Suppose that we have a theory T which postulates micro-structure directly, and macro-structure indirectly. The statistical and approximate laws about macroscopic phenomena are only partially spelt out perhaps, and in any casc derive from the precise (deterministic or statistical) laws about the basic entities. We now consider theory T', which is part of T, and says only what T says about the mac­roscopic phenomena. (How T' should be characterized I shall leave open, for that does not affect the argument here.) Then he continues: I
I would suggest that the realist could (say) . . . that the success of T is 
explained by the fact that the original theory T is true of the things that it is 
ostensibly about; in other words by the fact that there really are electrons or 
whatever is postulated by the theory T. If there were no such things, and if 
T were not true in a realist way, would not the success of T' be quite inex­
plicable? One would have to suppose that there were innumerable lucky 
accidents about the behaviour mentioned in the observational vocabulary, so
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that they behaved miraculously as i f  they were brought about by the nonex­
istent things ostensibly talked about in the theoretical vocabulary.15

In other passages, Smart speaks similarly of ‘cosmic coincidences’. The 
regularities in the observable phenomena must be explained in terms of 
deeper structure, for otherwise we are left with a belief in lucky accidents 
and coincidences on a cosmic scale.

I submit that if the demand for explanation implicit in these passages 
were precisely formulated, it would at once lead to absurdity. For if the 
mere fact of postulating regularities, without explanation, makes T' a poor 
theory, T will do no better. If, on the other hand, there is some precise 
limitation on what sorts of regularities can be postulated as basic, the 
context of the argument provides no reason to think that T 1 must auto­
matically fare worse than T.

In any case, it seems to me that it is illegitimate to equate being a 
lucky accident, or a coincidence, with having no explanation. It was by 
coincidence that I met my friend in the market—but I can explain why I 
was there, and he can explain why he came, so together we can explain 
how this meeting happened. We call it a coincidence, not because the 
occurrence was inexplicable, but because we did not severally go to the 
market in order to meet.16 There cannot be a requirement upon science 
to provide a theoretical elimination of coincidences, or accidental corre­
lations in general, for that does not even make sense. There is nothing 
here to motivate the demand for explanation, only a restatement in per­
suasive terms. . . .*

6 I Limits to Explanation: A Thought Experiment

Wilfrid Sellars was one of the leaders of the return to realism in philosophy 
of science and has, in his writings of the past three decades, developed a 
systematic and coherent scientific realism, I have discussed a number of 
his views and arguments elsewhere; but will here concentrate on some 
aspects that are closely related to the arguments of Smart, Reichenbach, 
and Salmon just examined.17 Let me begin by setting the stage in the way 
Sellars does.

There is a certain over-simplified picture of science, the ‘levels pic­
ture’, which pervades positivist writings and which Sellars successfully de­
molished.18 In that picture, singular observable facts (‘this crow is black’)

4 We have omitted the following section in which van Frassen criticizes Reichen- 
bach’s principle of the common cause and efforts by Salmon and others to argue 
that, because the principle is correct, we must postulate unobservable events and 
processes in order to explain correlations that would otherwise remain inexplicable.
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are scientifically explained by general observable regularities (‘all crows are black’) which in turn are explained by highly theoretical hypotheses not restricted in what they say to the observable. The three levels are commonly called those of fact, of em p irica l law , and of theory’. But, as Sellars points out, theories do not explain, or even entail such empirical laws—they only show why observable things obey these so-called laws to the extent they do.19 Indeed, perhaps we have no such empirical laws at all: all crows are black—except albinos; water boils at 100°C—provided atmospheric pressure is normal; a falling body accelerates—provided it is not intercepted, or attached to an aeroplane by a static line; and so forth. On the level of the observable we are liable to find only putative laws heavily subject to unwritten ceteris p aribu s qualifications.This is, so far, only a methodological point. We do not really expect theories to ‘save’ our common everyday generalizations, for we ourselves have no confidence in their strict universality. But a theory which says that the micro-structure of things is subject to som e exact, universal reg­ularities, must imply the same for those things themselves. This, at least, is my reaction to the points so far. Sellars, however, sees an inherent inferiority' in the description of the observable alone, an incompleteness which requires (sub specie the aims of science) an introduction of an unobservable reality behind the phenomena. This is brought out by an 
interesting ‘thought-experiment’.

Imagine that at some early stage of chemistry it had been found that 
different samples of gold dissolve in aq u a  regia at different rates, although 
‘as far as can he observationally determined, the specimens and circum­
stances are identical’.20 Imagine further that the response of chemistry to 
this problem was to postulate two distinct micro-structures for the different 
samples of gold. Observationally unpredictable variation in the rate of 
dissolution is explained by saying that the samples are mixtures (not com­
pounds) of these two (observationally identical) substances, each of which 
has a fixed rate of dissolution.

In this case we have explanation through laws which have no obser­
vational counterparts that can play the same role. Indeed, no explanation 
seems possible unless we agree to find our physical variables outside the 
observable. But science aims to explain, must try to explain, and so must 
require a belief in this unobservable micro-structure. So Sellars contends.

There are at least three questions before us. Did this postulation of 
micro-structure really have no new consequences for the observable 
phenomena? Is there really such a demand upon science that it must 
explain—even if the means of explanation bring no gain in empirical pre­
dictions? And thirdly, could a d ifferen t rationale exist for the use of a 
micro-structure picture in the development of a scientific theory in a case 
like this?

First, it seems to me that these hypothetical chemists did postulate 
new observable regularities as well. Suppose the two substances are A and
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B, with dissolving rates x and x + y and that every gold sample is a mixture of these substances. Then it follows that every gold sample dissolves at a rate no lower than x and no higher than x + y; a n d  that between these two any value may be found—to within the limits of accuracy of gold mixing. None of this is implied by the data that different samples of gold have dissolved at various rates between x and x + y. So Sellars’s first contention is false.We may assume, for the sake of Sellars’s example, that there is still no way of predicting dissolving rates any further. Is there then a categorical demand upon science to explain this variation which does not depend on other observable factors? . . .  A precise version of such a demand (Reichenbach’s principle of the common cause) could result automatically in a demand for hidden variables, providing a ‘classical’ underpinning for indeterministic theories. Sellars recognized very well that a demand for hidden variables would run counter to the main opinions current in quan­tum physics. Accordingly he mentions ‘. . . the familiar point that the irreducibly and lawfully statistical ensembles of quantum-mechanical the­ory are mathematically inconsistent with the assumption of hidden varia­bles.’21 Thus, he restricts the demand for explanation, in effect, to just those cases where it is consistent to add hidden variables to the theory. And consistency is surely a logical stopping-point.This restriction unfortunately does not prevent the disaster. For while there are a number of proofs that hidden variables cannot be supplied so as to turn quantum mechanics into a classical sort of deterministic theory, those proofs are based on requirements much stronger than consistency. To give an example, one such assumption is that two distinct physical variables cannot have the same statistical distributions in measurement on all possible states.22 Thus it is assumed that, if we cannot point to some possible difference in empirical predictions, then there is no real differ­ence at all. If such requirements were lifted, and consistency alone were the criterion, hidden variables could indeed be introduced. I think we must conclude that science, in contrast to scientific realism, does not place an overriding value on explanation in the absence of any gain for empirical results.Thirdly, then, let us consider how an anti-realist could make sense of those hypothetical chemists’ procedure. After pointing to the new empir­ical implications which I mentioned two paragraphs ago, he would point to methodological reasons. By imagining a certain sort of micro-structure for gold and other metals, say, we might arrive at a theory governing many observationally disparate substances; and this might then have implications for new, wider empirical regularities when such substances interact. This would only be a hope, of course; no hypothesis is guaranteed to be fruitful—but the point is that the true demand on science is not for ex­planation as such, but for imaginative pictures which have a hope of sug­gesting new statements of observable regularities and of correcting old
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ones. This point is exactly the same as that for the principle of the com­
mon cause.

7 I Demons and the Ultimate Argument

Hilary Putnam, in the course of his discussions of realism in logic and 
mathematics, advanced several arguments for scientific realism as 
well. . . .

In . . . ‘What is Mathematical Truth’, Putnam gives . . . what I shall 
call the Ultimate Argument. He begins with a formulation of realism which 
he says he learned from Michael Dummett:

A realist (with respect to a given theory or discourse) holds that (1) the sen­
tences of that theory are true or false; and (2) that what makes them true or 
false is something external—that is to say, it is not (in general) our sense data, 
actual or potential, or the structure of our minds, or our language, etc.25

This formulation is quite different from the 0 1 1 c I have given even if we 
instantiate it to the case in which that theory or discourse is science or 
scientific discourse. Because the wide discussion of Dummett’s views has 
given some currency to his usage of these terms, and because Putnam 
begins his discussion in this way, we need to look carefully at this 
formulation.

In my view, Dummett’s usage is quite idiosyncratic. Putnam’s state­
ment, though very brief, is essentially accurate. In his 'Realism', Dummett 
begins by describing various sorts of realism in the traditional fashion, as 
disputes over whether there really exist entities of a particular type. But 
he says that in some cases he wishes to discuss, such as the reality of the 
past and intuiţionism in mathematics, the central issues seem to him to 
be about other questions. For this reason he proposes a new usage: he will 
take such disputes

as relating, not to a class of entities 0 1  a class of terms, but to a class of 
statements. . . . Realism I characterize as the belief that statements of the 
disputed class possess an objective truth-value, independently of our means 
of knowing it: they are true or false in virtue of a reality existing independently 
of us. The anti-realist opposes to this the view that statements of the disputed 
class are to be understood only by reference to the sort of thing which we 
count as evidence for a statement of that class.24

Dummett himself notes at once that nominalists are realists in this sense.25 
If, for example, you say that abstract entities do not exist, and sets are 
abstract entities, hence sets do not exist, then you will certainly accord a
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truth-value to all statements of set theory. It might be objected that if you take this position then you have a decision procedure for determining the truth-values of these statements (fa lse for existentially quantified ones, true  for universal ones, apply truth tables for the rest). Does that not mean that, on your view, the truth-values are not independent of our knowledge? Not at all; for you clearly believe that if we had not existed, and a  fo rtiori had had no knowledge, the state of affairs with respect to abstract entities would be the same.Has Dummett perhaps only laid down a necessary condition for re­alism, in his definition, for the sake of generality? I do not think so. In discussions of quantum mechanics we come across the view that the par­ticles of microphysics are real, and obey the principles of the theory, but at any time t when ‘particle x has exact momentum p ’ is true then ‘particle 
x has position q ’ is neither true nor false. In any traditional sense, this is a realist position with respect to quantum mechanics.We note also that Dummett has, at least in this passage, taken no care to exclude non-literal construals of the theory, as long as they are truth­valued. The two are not the same; when Strawson construed ‘The king of France in 1905 is bald’ as neither true nor false, he was not giving a non­literal construal of our language. On the other hand, people tend to fall back on non-literal construals typically in order to be able to say, ‘properly construed, the theory is true.’Perhaps Dummett is right in his assertion that what is really at stake, in realist disputes of various sorts, is questions about language—or, if not really at stake, at least the only serious philosophical problems in those neighbourhoods. Certainly the arguments in which he engages are pro­found, serious, and worthy of our attention. But it seems to me that his terminology ill accords with the traditional one. Certainly I wish to define scientific realism so that it need not imply that all statements in the the­oretical language are true or false (only that they are all capable of being true or false, that is, there are conditions for each under which it has a truth-value); to imply nevertheless that the aim is that the theories should be true. And the contrary position of constructive empiricism is not anti­realist in Dummett’s sense, since it also assumes scientific statements to have truth-conditions entirely independent of human activity or knowl­edge. But then, I do not conceive the dispute as being about language at all. In any case Putnam himself does not stick with this weak formulation of Dummett’s. A little later in the paper he directs himself to scientific realism p er se, and formulates it in terms borrowed, he says, from Richard Boyd. The new formulation comes in the course of a new argument for scientific realism, which I shall call the Ultimate Argument:

the positive argument for realism is that it is the only philosophy that doesn’t
make the success of science a miracle. That terms in mature scientific the-
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o r ie s  ty p ic a l ly  r e fe r  ( th is  f o r m u la t io n  is d u e  to  R i c h a r d  B o y d ) , t h a t  t h e  th e o r ie s  
a c c e p t e d  in  a m a t u r e  s c i e n c e  a re  ty p ic a l ly  a p p r o x im a te ly  t r u e ,  t h a t  t h e  s a m e  
t e r m  c a n  r e fe r  to  t h e  s a m e  t h in g  e v e n  w h e n  it  o c c u r s  i n  d i f f e r e n t  t h e o r i e s  — 
th e s e  s t a te m e n t s  a r e  v ie w e d  b y  t h e  s c ie n t i f ic  r e a l i s t  n o t  as n e c e s s a r y  t r u th s  
b u t  as p a r t  o f  t h e  o n ly  s c i e n t i f ic  e x p la n a t io n  o f  t h e  s u c c e s s  o f  s c i e n c e ,  a n d  
h e n c e  as p a r t  o f  a n y  a d e q u a te  s c i e n t i f ic  d e s c r ip t io n  o f  s c i e n c e  a n d  its r e la t io n s  
to  its o b j e c t s .26

Science, apparently, is required to explain its own success. There is this regularity in the world, that scientific predictions are regularly fulfilled; and this regularity, too, needs an explanation. Once th a t is supplied we may perhaps hope to have reached the term inus de jure?The explanation provided is a very traditional one—ad eq u atio  a d  rem, the ‘adequacy’ of the theory to its objects, a kind of mirroring of the structure of things by the structure of ideas—Aquinas would have felt quite at home with it.Well, let us accept for now this demand for a scientific explanation of the success of science. Let us also resist construing it as merely a re­statement of Smart’s 'cosmic coincidence’ argument, and view it instead as the question why we have successful scientific theories at all. Will this realist explanation with the Scholastic look be a scientifically acceptable answer? I would like to point out that science is a biological phenomenon, an activity by one kind of organism which facilitates its interaction with the environment. And this makes me think that a very different kind of scientific explanation is required.I can best make the point by contrasting two accounts of the mouse who runs from its enemy, the cat. St. Augustine already remarked on this phenomenon, and provided an intentional explanation: the mouse per­
ceive s th a t the cat is its enemy, hence the mouse runs. What is postulated here is the ‘adequacy’ of the mouse's thought to the order of nature: the relation of enmity is correctly reflected in his mind. Brrt the Darwinist says: Do not ask why the m ouse runs from its enemy. Species which did not cope with their natural enemies no longer exist. That is why there are only ones who do.In just the same way, I claim that the success of current scientific theories is no miracle. It is not even surprising to the scientific (Darwinist) mind. For any scientific theory is born into a life of fierce competition, a jungle red in tooth and claw. Only the successful theories survive—the ones which in  fa c t latched on to actual regularities in nature.27
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■ | Notes

1. Science, Perception and Reality (New York: Humanities Press, 1962); cf. the 
footnote on p. 97. See also my review of his Studies in Philosophy and its History, 
in Annals o f  Science, January 1977.
2. Brian Ellis, Rational B elief Systems (Oxford: Blackwell, 1979), p. 28.
3. Hilary Putnam, Mathematics, Matter and Method (Cambridge: Cambridge 
University Press, 1975), Vol. 1, pp. 69f.
4. Putnam, op. cit., p, 73, n. 29. The argument is reportedly developed at greater 
length in Boyd’s forthcoming book Realism and Scientific Epistemology (Cam­
bridge University Press).
5. Hartry Field has suggested that 'acceptance of a scientific theory involves 
the belief that it is true’ be replaced by ‘any reason to think that any part of a 
theory' is not, or might not be, true, is reason not to accept it.’ The draw­
back of this alternative is that it leaves open what epistemic attitude acceptance 
of a theory' does involve. This question must also be answered, and as long as 
we are talking about full acceptance—as opposed to tentative or partial or other­
wise qualified acceptance —1 cannot see how a realist could do other than 
equate that attitude with fidl belief. (That theories believed to be false are used 
for practical problems, for example, classical mechanics for orbiting satellites, is 
of course a commonplace.) For if the aim is truth, and acceptance requires 
belief that the aim is served . . .  I should also mention the statement of real­
ism at the beginning of Richard Boyd, ‘Realism, Underdetermination, 
and a Causal Theory of Evidence’, Nous, 7 (1973), 1-12. Except for some 
doubts about his use of the terms explanation and causal relation I intend my 
statement of realism to be entirely in accordance with his. Finally, see C. A. 
Hooker, ‘Systematic Realism’, Synthese, 26 (1974), 409-97; esp. pp. 409 
and 426.
6. More typical of realism, it seems to me, is the sort of epistemology found in 
Clark Glymour’s book, Theory and Evidence (Princeton: Princeton University 
Press, 1980), except of course that there it is fully and carefully developed in one 
specific fashion. (See esp. his chapter ‘Why I Am Not a Bayesian’ [reprinted in 
chapter 5 of this volume] for the present issue.) But 1 see no reason why a realist, 
as such, could not be a Bayesian of lire type of Richard Jeffrey, even if the Bayesian 
position has in the past been linked with anti-realist and even instrumentalist views 
in philosophy of science.
7. G. Maxwell, ‘The Ontological Status of Theoretical Entities’, Minnesota Stud­
ies in Philosophy o f  Science, III (1962), p. 7. [A1 1 excerpt from Maxwell’s paper is 
the first reading in this chapter.]
8. There is a great deal of recent work on the logic of vague predicates; especially 
important, to my mind, is that of Kit Fine (‘Vagueness, Truth, and Logic’, Syn­
these, 30 (1975), 265-300) and Hans Kamp. The latter is currently working on a 
new theory of vagueness that does justice to the ‘vagueness of vagueness’ and the 
context-dependence of standards of applicability for predicates.
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9. Op. cit., p. 15. . . .  At this point . . .  I may be suspected of relying on modal 
distinctions which 1 criticize elsewhere. After all, I am making a distinction be­
tween human limitations and accidental factors. A certain apple was dropped into 
the sea in a bag of refuse, which sank; relative to that information it is necessary 
that no one ever observed the apple’s core. That information, however, concerns 
an accident of history, and so it is not human limitations that rule out observation 
of the apple core. But unless I assert that some facts about humans are essential, 
or physically necessary, and others accidental, how can 1 make sense of this dis­
tinction? This question raises the difficulty of a philosophical retrenchment for 
modal language. This I believe to be possible through an ascent to pragmatics. In 
the present case, the answer would be, to speak very roughly, that the scientific 
theories we accept are a determining factor for the set of features of lire human 
organism counted among the limitations to which we refer in using the term 
‘observable’. . . .
10. See n. 1 above.
11. Cf. P. Thagard, doctoral dissertation, University of Toronto, 1977, and The 
Best Explanation: Criteria for Theory Choice’, journal o f  Philosophy, 75 (1978), 
76-92.
12. 'The Inference to the Best Explanation’, Philosophical Review, 74 (1965), 
88-95 and ‘Knowledge, Inference, and Explanation’, American Philosophical 
Quarterly, 5 (1968), 164-73. Harman’s views were further developed in subse­
quent publications (Nous, 1967; journal o f  Philosophy, 1968; in M. Swain (ed.), 
Induction, 1970; in H.-N. Castaneda (ed.), Action, Thought, and Reality, 1975; 
and in his book Thought, Ch. 10). I shall not consider these further developments 
here.
13. See n. 11 above.
14. J. J. C. Smart, Between Science and Philosophy (New York: Random House, 
1968), p. 151.
15. Ibid., pp. 150f.
16. This point is clearly made by Aristotle, Physics, II, Chs. 4-6 (see esp. 196J 
1-20; 196h 20-197“ 12).
17. See my ‘Wilfrid Sellars on Scientific Realism’, Dialogue, 14 (1975), 606-16; 
W. Sellars, ‘Is Scientific Realism Tenable?’, pp. 307-34 in F. Suppe and P. As­
quith (eds.), PSA 1976 (East Lansing, Mich.: Philosophy of Science Association, 
1977), vol. II, 307-34; and my ‘On the Radical Incompleteness of the Manifest 
Image’, ibid., 335-43; and see n. 1 above.
18. W. Sellars, ‘The Language of Theories’, in his Science, Perception, and Reality 
(Loudon: Routledge and Kegan Paul, 1963).
19. Op. cit., p. 121.
20. Ibid., p. 121.
21. Ibid., p. 123.
22. See my ‘Semantic Analysis of Quantum Logic’, in C. A. Hooker (ed.), Con­
temporary Research in the Foundations and Philosophy o f Quantum Theory (Dor­
drecht: Reidel, 1973), Part III, Sects. 5 and 6.
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23. See n. 3 above.
24. Michael Dummett, Truth and Other Enigmas (Cambridge, Mass.: Harvard 
University Press, 1978), p. 146 (see also pp. 358-61).
25. Dummett adds to the cited passage that he realizes that his characterization 
does not include all the disputes he had mentioned, and specifically excepts nom­
inalism about abstract entities. However, he includes scientific realism as an ex­
ample (op. cit., pp. 146f.).
26. See n. 4 above.
27. Of course, we can ask specifically why the mouse is one of the surviving 
species, how it survives, and answer this, on the basis of whatever scientific theory 
we accept, in terms of its brain and environment. The analogous question for 
theories would be why, say, Balmer’s formula for the line spectrum of hydrogen 
survives as a successful hypothesis. In that case too we explain, on the basis of the 
physics we accept now, why the spacing of those lines satisfies the formula. Both 
the question and the answer are very different from the global question of the 
success of science, and the global answer of realism. The realist may now make 
the further objection that the anti-realist cannot answer tire question about the 
mouse specifically, nor the one about Balmer’s formula, in this fashion, since the 
answer is in part an assertion that the scientific theory, used as basis of the ex­
planation, is true. This is a quite different argument, which I . . . take up in 
Ch. 4, Sect. 4, and Ch. 5 [of The Scientific Image],

In his most recent publications and lectures Hilary Putnam has drawn a 
distinction between two doctrines, metaphysical realism and internal realism. He 
denies the former and identifies his preceding scientific realism as the latter. While 
I have at present no commitment to either side of the metaphysical dispute, 1 am 
very much in sympathy with the critique of Platonism in philosophy of mathe­
matics, which forms part of Putnam’s arguments. Our disagreement about scien­
tific (internal) realism would remain, of course, whenever we came down to earth 
after deciding to agree or disagree about metaphysical realism, or even about 
whether this distinction makes sense at all.



A l a n  M u s g r a v e

R ealism  versus 

C onstructive E m piricism

The demise of logical positivism has been followed by a rising tide of 
scientific realism. Bas van Fraasscn is to be congratulated for swimming 
against that tide. But we must also ask whether he manages to make much 
headway. I shall argue that he does not. My first section explores van 
Fraassen’s rather attenuated antirealism and the distinction between truth 
and empirical adequacy on which it depends. My second section argues 
that van Fraassen succeeds no better than his predecessors in answering a 
major objection to antirealism. My third section examines the link be­
tween realism and explanation and van Fraassen’s attempt to sever that 
link.

I I Truth, Empirical Adequacy, Empirical Equivalence

Scientific realism is an old issue, and over the years both realism and 
antirealism have taken various forms. Van Fraassen defines realism thus: 
“S cien ce aims to g iv e  us, in its theories, a litera lly true story o f  what the 
world is like; and a cc ep ta n ce  o f a sc ien tific theory involves the b e lie f that it 
is true." He says that this is a minimal formulation which “can he agreed 
to by anyone who considers himself a scientific realist.”1 [1066]* * Later, 
however, van Fraassen extends this minimal formulation by adding to it a 
realist ‘demand for explanation.’ As we will see, his antirealism sterns in 
large part from criticisms of this demand. As we will also see, his version 
of the demand is an absurdly strong one.

What is the nature of van Fraassen’s antirealism? The most radical 
opponents of realism (the instrumentalists) deny that scientific theories

From Paul M. Churchland and Clifford A. Hooker, eds., Images o f  Science (Chi­
cago: University of Chicago Press, 1985), 197-221.
* The numbers in brackets refer to pages in this volume.
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have truth-values at all. Van Fraassen’s antirealism is not of this radical kind. He accepts a “literal construal of the language of science” whereby “the apparent statements of science really are statements, ca p a b le  o f being true or false” (p. 10) [1068], In the same vein, he rejects positivist inter­pretations of scientific language, whereby the ‘real meaning’ of theoretical assertions is somehow cashed out in terms of the observable:
Most specifically, if a theory says that something exists, then a literal construal 
may elaborate on what that something is, but will not remove tire implication 
of existence. . . If the theory’s statements include “There are electrons,” 
then the theory says that there are electrons. If in addition they include “Elec­
trons are not planets,” then the theory says, in part, that there are entities 
other than planets, (p. 11) [1068-69)

Thus, contrary to the positivists, two theories may say exactly the same thing about the observable yet remain distinct and perhaps incompatible theories.All this puts van Fraassen firmly in the realist camp as far as the 
in terp retatio n of scientific theories is concerned.2 His antirealism proceeds entirely on the ep istem olog ica l or m eth o d o log ica l level. (The same can be said of the antirealism espoused by Larry Laudan in Progress a n d  Its Prob­
lem s.) He thinks that, although scientific theories are capable of literal truth, they “need not be true to be good” (p. 10) [1067-68], Accordingly, it is not the aim of science to provide true theories, and to accept a theory is not to believe it to be true. What matters in science is that theories are correct so far as the observations and experiments go. Hence, constructive empiricism: “Scien ce  aim s to g ive us theories w hich are em p irica lly  ad e­
qu ate; a n d  accep tan ce  o f  a  theory involves as b e lie f on ly  th a t it is em p irica lly  
a d e q u a te ” (p. 12) [1069], A theory is empirically adequate “exactly if what if says about the observable things and events in this world, is true—exactly if it ‘saves the phenomena’ ” (p. 12) [1069].The distinction between truth and empirical adequacy, and hence between realism and constructive empiricism, is a subtle one. For theories about the observable, truth and empirical adequacy coincide (p. 21)11077]. For theories about the unobservable, truth entails empirical ade­quacy but not vice versa: such a theory' may be empirically adequate yet false. Accordingly, to believe that a theory about the unobservable is true is more risky than to believe that it is empirically adequate. Not that the latter is without risk: empirical adequacy “goes far beyond what we can know at any given time” since it requires that the theory save all the phenomena in its field, past, present, and future, not merely all actually observed phenomena (p. 69). Now, the chief difficulty for realism has always been skeptical arguments to the effect that we can never know a scientific theory to be true nor ever be rationally warranted in accepting, however tentatively, a theory as true. This is as much a difficulty for con-
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structive empiricism. The same skeptical arguments might be used to show that we can never know a scientific theory to be empirically adequate nor ever be rationally warranted in accepting, however tentatively, a theory as empirically adequate. Van Fraassen insists, however, that the positions are different:
There does remain the fact that . . .  in accepting any theory as empirically 
adequate, I am sticking my neck out. There is no argument there for belief 
in the truth of the accepted theories, since it is not an epistemological prin­
ciple that one might as well hang for a sheep as for a lamb. (p. 72)

Epistemological or not, the principle that one might as well hang for a sheep as for a lamb is a pretty sensible one. Given two criminal acts A and B whose risks of detection and subsequent penalties are the same, but where A yields a greater gain than B, the sensible criminal will do A. But are the risks and penalties of realism and constructive empiricism the same? And does realism bring with it gains that constructive empiricism does not? Van Fraassen addresses these questions; to evaluate the cogency of his position we must address them too.Suppose the realist tentatively accepts a theory as true, while the con­structive empiricist tentatively accepts it as empirically adequate. The re­alist does take a greater risk. But he takes no greater risk of being detected in error on em p irica l g rounds. So, given strict empiricism (the principle that only evidence should determine theory choice), it seems that we might as well be hung for the realist sheep as for the constructive empir­icist lamb.The trouble is, van Fraassen argues, that realism and strict empiricism do not mix and that realism must pay the penalty of rejecting strict em­piricism. Fie makes the point by considering the case of empirically equiv­alent yet incompatible theories. This is not, of course, the humdrum case where the a v a ila b le evidence fails to discriminate between two incompat­ible theories. This case need not trouble the realist, who may always hope to show that the two theories are not empirically equivalent and then press for an experimental decision between them. Rather, it is the esoteric case where such hopes are unfounded, where two incompatible theories say exactly the same things about a ll matters observational. The constructive empiricist could accept both theories (believe both to be empirically adequate); the realist cannot on pain of contradiction believe both to be true. But how is the realist to choose between them? In the nature of the case, empirical evidence cannot guide his choice, which must therefore be made on nonevidential grounds. Realism runs counter to strict empir­icism and allows nonevidential or ‘metaphysical’ considerations to intrude into matters of theory choice.How might the realist respond to this? Presumably, as a realist, he will have no truck with the positivist idea that empirically equivalent the-
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ories are really the same theory and not incompatible after all. Nor, as a realist, will he have any truck with the related idea (perhaps it is the same idea in new dress) that there are no ‘verification-transcendent truth- conditions’ and therefore no truth of the matter for the two theories to disagree about. These ideas, after all, seem to entail that Berkeley’s im- materialism is really the same theory as the commonsense belief in in­dependently existing material objects or that there is no truth of the matter for Berkeley and commonsense to disagree about. And these conclusions are anathema to the commonsense realist, let alone the scientific one.1Taking a cue from this example, one might wonder whether the prob­lem is philosophical or metaphysical rather than scientific, in which case metaphysical considerations would not be an intrusion after all. How often have empirically equivalent but incompatible theories occurred in real science? Van Fraassen gives one example, and it is a notorious one. New­ton hypothesized that the center of gravity of the solar system is at rest in absolute space. He also pointed out that the appearances would be no different if that center were moving through absolute space at any constant velocity v. So all of the theories TNfv) —Newton’s theories of mechanics and gravitation plus the postulate that the center of gravity of the solar system has constant absolute velocity v for any v—were claimed by Newton to be empirically equivalent (p. 46).Van Fraassen’s account can be disputed: Newton only claimed the empirical equivalence of the theories TN (v) so fa r  as ap p earan ces w ith in  
the so la r system are  concerned. Hypothesize that some other star is at rest in absolute space, for example, and the empirical equivalence vanishes: if the solar system has any nonzero velocity, then it will approach or recede from that star and, given sufficient time, the effects of this will become apparent.Here I resort to a realist ploy whose efficacy van Frassen considers. This is to say that, where equivalent theories occur, by extending these theories (that is, embedding them in wider theories) their equivalence will disappear (that is, the wider theories will not be empirically equivalent). In the trivial example just cited, the wider theories are formed simply by- adding the statement that some star is at absolute rest to each of the existing theories. The example is trivial because we can, by the Newtonian principle of relativity, construct empirically equivalent theories to each of these wider theories (including the only empirically adequate one): simply consider theories attributing an absolute velocity v to the center of mass of the extended system consisting of the solar system and the star. The process can be continued (assuming the number of masses is finite) until they are all taken into account. And then, again by the Newtonian prin­ciple of relativity, we will have an infinite family of empirically equivalent theories each of which consists of Newton’s laws plus the hypothesis that the center of mass o f  the universe has velocity v for any value of v.Van Fraassen considers a more interesting extension or embedding of



1092 | Ch. 9  E m p i r i c i s m  and S ci ent i f i c  R eali s m

his Newtonian example, the attempt to combine it with Maxwell’s elec­tromagnetism where forces depend upon velocities and not upon accel­erations as in Newton. This feature made it possible to devise experiments to detect absolute velocities. The null results of such experiments were an important factor in leading scientists to abandon the Newtonian doctrines of absolute space and time in favor of relativistic ones. And this was to abandon a ll of the empirically equivalent Newtonian theories. Van Fraas- sen asks us to imagine, however, that null results had not been obtained, that, on the contrary, an absolute velocity for the center of mass of the solar system had been measured. Here it might seem that one of the empirically equivalent Newtonian theories had been confirmed and the rest refuted, and hence that they were not empirically equivalent after all. Van Fraassen finds this reasoning spurious (p. 49). But I find his reasoning, if not spurious, at least hard to follow. Operating within this piece of science fiction (or, rather, history-of-science fiction), he says that we could make compensating adjustments in electromagnetic theory so as to retain whichever of the empirically equivalent Newtonian theories we like. In other words, had the history of science been different, we could construct a new family of empirically equivalent combinations of me­chanics and electromagnetism.But, first, van Fraassen has done nothing to impugn the fact that his empirically equivalent Newtonian theories, when combined with Maxwell’s electromagnetism, ceased to be empirically equivalent. Second, could the Newtonian readily have accepted that electromagnetic forces depend upon absolute velocities rather than absolute accelerations? Van Fraassen concedes that, had his piece of history-of-science fiction oc­curred, it would have “upset even Newton’s deepest convictions about the relativity of motion” (p. 48). But did not these convictions follow from Newton’s laws of mechanics and the doctrine of absolute space? Last, and perhaps most important, all of this is a piece of history-of-science fiction: the historical facts are that in this notorious real example of empirical equivalence, the only good example known to me, the actual development of science removed the problem.Van Fraassen has a further retort to the idea that empirical equiva­lence can be removed by extension or embedding. He can say that it is the empirical adequacy of the extended theories which counts and that one should accept the victor only as empirically adequate, never as true. And, to offset the scarcity of empirically equivalent theories in real science, he can point to the fact that we can artificially concoct empirically equiv­alent alternatives to any theory by resorting to notorious logical tricks. The simplest such trick is to conjoin any theory with “The Absolute is lazy” to form a new theory empirically equivalent with the original.The standard response to such tricks is to eliminate the concocted theory on the ground of its reduced simplicity or unity. Van Fraassen does not object to the appeal to simplicity, but he insists that simplicity is a
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pragm atic virtue of a theory which has nothing to do with that theory’s 
truth or likelihood of being true. The realist, for whom accepting a theory 
is believing it true, must forge a link between simplicity and truth if he is 
to appeal to the former. And the link can be forged only by a metaphysical 
principle:

Simplicity . . .  is obviously a criterion in theory choice, or at least a term in 
theory appraisal. For that reason, some . . . suggest that simple theories are 
more likely to be true. But it is surely absurd to think that the world is more 
likely to be simple than complicated (unless one has certain metaphysical or 
theological views not usually accepted as legitimate factors in scientific infer­
ence). The point is that the virtue, or patchwork of virtues, indicated by the 
term is a factor in theory appraisal, but does not . . . make a theory more 
likely to be true (or empirically adequate), (p. 90)

So the argument seems to be this: the realist can solve the problem of 
empirical equivalence only by appealing to simplicity: but he can appeal 
to simplicity only if he assumes a metaphysical principle (“Nature is sim­
ple” or some such); realism therefore involves an illegitimate intrusion of 
metaphysics into science and the abandonment of strict empiricism.

Is the constructive empiricist in any better position? Presumably he, 
too, will prefer a respectable theory to an artificially concocted empirically 
equivalent alternative. He, too, will appeal to simplicity and abandon strict 
empiricism. But he, apparently, can do this in good conscience, cheerfully 
admitting that pragmatic virtues such as simplicity have nothing to do with 
the real aim of science, empirical adequacy. Indeed, how could simplicity 
have anything to do with that aim? To say that the simpler of two empir­
ically equivalent theories is more likely to be empirically adequate is to 
contradict oneself.

Returning to the realist, there are several ways he might respond to 
van Fraassen’s argument. The first is simply to admit that there is nothing 
to choose between empirically equivalent theories. This is hardly satisfac­
tory in view of the ubiquity of the logical tricks. The second is to spice 
scientific realism with a dash of pragmatism, admitting that there is noth­
ing to choose on realist grounds between empirically equivalent theories 
but preferring some on the pragmatic ground of simplicity. Despite van 
Fraassen’s argument, I see no reason why the realist cannot appeal to 
pragmatic virtues just as the constructive empiricist does. The third re­
sponse is to say that simplicity is not, after all, a merely pragmatic virtue. 
Realists and constructive empiricists alike value empirical strength; they 
value it for different reasons, but both connect it with the central aim of 
science. Is it not a sufficient reason to eliminate concocted alternatives to 
existing theories that they are not empirically stronger than the theories 
from which they are concocted?

The realist has a problem here, however. Insofar as simplicity and



strength go together (and they do not always), simplicity is not merely a pragmatic virtue. But insofar as simplicity and strength go together, sim­plicity and truth cannot: the stronger theory is, in some intuitive sense at least, less likely to be true. And here lies the problem for any realist seeking to forge a link between simplicity and truth. Yet the problem may not be completely intractable. “Nature is simple” is a metaphysical principle and a hopelessly vague one to boot. But scientists have made various attempts to say more precisely what it means and to construct theories which con­form to it.4 This transforms it into a metaphysical principle which can, at first remove so to speak, be empirically assessed: roughly speaking, it is acceptable metaphysics if theories constructed under its aegis are empiri­cally successful, while theories which violate it are not.* In our postposi- tivistic age, we should not regard the intrusion of this kind of metaphysical principle into science as illegitimate. If vague appeals to simplicity can be transformed into precise principles of theory construction and if such prin­ciples are acceptable (in the sense roughly defined), then the virtue they indicate is not merely pragmatic. It may not be absurd to think that Nature is simple (in some carefully specified sense or senses), if we can point to the empirical success of science in vindication of our belief.I do not know whether this third response, which I have merely sketched, will work in the end. Perhaps it could be shown (though it would be a far from trivial task) that, for any precise and acceptable sense of the term sim ple, one could concoct empirically equivalent and equally simple theories. I would not see this as the demise of scientific realism, for (and this is the second response again) I cannot see why the realist is barred from invoking a pragmatic virtue to deal with the problem of empirical equivalence just as the constructive empiricist does.
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II | Theory and Observation

Antirealists need to draw a dichotomy between theory and observation. Van Fraassen is no exception: after all, he could not even distinguish truth from empirical adequacy without it. An old and powerful objection to antirealist views is that no such dichotomy exists, flow does van Fraassen deal with this objection?He first agrees that no such dichotomy can be drawn in scientific language, agreeing with the realist that “All our language is thoroughly theory-infected” (p. 14) [1071] and pointing out against the positivist that highly theoretical assertions can be made using only so-called ‘observa­tional vocabulary’ (pp. 54-55). (Here I was reminded of how Popper formulated “There exists an omnipotent, omnipresent, and omniscient personal spirit” in a physicalistic observation language.)6Van Fraassen does insist, however, that some objects and/or events
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are observable and some not. He concedes the familiar realist point that there is a continuous spectrum between ‘directly observing’ an object and ‘indirectly detecting’ it using instruments. This only shows that observab le  is a vague predicate. But a vague predicate is perfectly usable provided it has clear cases and clear noncases—and this one has:
A look through a telescope at the moons of Jupiter seems to me a clear case 
of observation, since astronauts will no doubt be able to see them as well 
from close up. But the purported observation of micro-particles in a cloud 
chamber seems to me a clearly different case—if our theory about what hap­
pens there is right. . . . while the particle is detected by means of the cloud 
chamber, and the detection is based on observation, it is clearly not a case 
of the particle’s being observed, (pp. 16-17) [1073]

What if we had microscopic or electron-microscopic eyes? (Actually, we do, only they are not built into our heads!) Could we not then observe things which at present we can only detect, showing that they were not unobservable in principle? Lockean speculations like this merely change the subject:
The human organism is, from the point of view of physics, a certain kind of 
measuring apparatus. As such it has certain inherent limitations—which will 
be described in detail in the final physics and biology. It is these limitations 
to which the “able" in “observable" refers—our limitations, qua human be­
ings. (p. 17) [1074]

But current physics and biology tell us that what is observable by humans varies (some of us are color-blind) and depends on our particular evolu­tionary history (other organisms can observe things we cannot). So, even if we can draw a rough and species-specific distinction between what is observable by humans and what is not, should any philosophical signifi­cance be attached to it?Van Fraassen agrees with the realists against the idealists that it has no o n to lo g ica l significance: things that humans do not happen to be able to observe may nonetheless exist (p. 18) [1074]. (Actually, I will argue later, there are problems about van Fraassen’s making this concession.) But he wants to give the distinction an epistem olog ica l significance: hu­mans should never believe to be true a theory about what they cannot observe; instead, they should believe such theories only to be empirically adequate, to tell the truth about what they can observe (p. 18) [1074], Can a distinction which is admitted to be rough-and-ready, species- specific, and of no ontological significance really bear such an epistemo­logical burden? Van Fraassen gives an example of a so-called inference to the best explanation:
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I hear scratching in the wall, the patter of little fed at midnight, my cheese 
disappears—and I infer that a mouse has come to live with me. Not merely 
that these apparent signs of mousely presence will continue, not merely that 
all the observable phenomena will be as if there is a mouse; but that there 
really is a mouse, (pp. 19-20) [ 1076]7

Will not the same style of argument lead us to the conclusion that there 
really are electrons (or whatever)? Van Fraassen thinks not. He accepts 
“inference to the best explanation” but puts his own gloss upon it; such 
inferences should (and do) only lead us to accept the best explanation as 
empirically adequate (p. 20) [1076], If the best explanation is a theory 
about the observable, then empirical adequacy and truth coincide and we 
can (and do) conclude that there really is a mouse (or whatever). But if 
the best explanation is a theory about the unobservable, empirical ade­
quacy and truth do not coincide and we cannot (and do not) conclude 
that there really are electrons (or whatever).

There is an empirical claim here (about what scientists actually do 
infer) and also a methodological claim (about what they ought to infer). 
I find the methodological claim quite unreasonable. On any plausible 
theory of evidential support, one would have to admit that there could be 
far better evidence for an explanation couched in terms of unobservables 
than for an explanation couched in terms of observables. Is the evidence 
for the existence of electrons better or worse than the evidence for the 
existence of the yeti or of the mouse in van Fraassen’s wainscoting? It is 
a curious sort of empiricism which sets aside the weight of available evi­
dence on the ground that a casual observer might one day see his mouse 
or yeti, while the scientist can never see (but can only detect) his electrons.

Van Fraassen’s factual claim (that scientists do infer only the empirical 
adequacy of theories about the unobservable but never their truth) is even 
harder to swallow. Admittedly, I have not done a sociological survey to 
settle the matter. And, even if such a survey were to reveal, as I believe it 
would, that realism is the instinctive philosophy of working scientists, this 
would not of course settle the methodological question. But to indicate 
how difficult it is to avoid realist ways of thinking and talking, let us see 
how van Fraassen thinks and talks. He talks of detecting an electron in a 
cloud chamber. Can one say truly that one has detected an object without 
also believing it to be true that the object really exists? Later he describes 
how Millikan measured the charge of the electron (pp. 75-77). Did not 
Millikan think it true, and does not anyone who accepts Millikan’s results 
think it true, that electrons exist and carry a certain charge? Can one say 
truly that one has measured some feature of an object without also be­
lieving that the object really exists?

I shall quote at some length what I think is van Fraassen’s answer to 
very' obvious questions like these:
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The working scientist is totally immersed in the scientific world-picture. And 
not only he—to varying degrees, so are we all. . . . But immersion in the 
theoretical world-picture does not preclude "bracketing” its ontological im­
plications. . . .  To someone immersed in that world-picture, the distinction 
between electron and flying horse is as clear as between racehorse and flying 
horse: the first corresponds to something in the actual world, and the other 
does not. While immersed in the theory, and addressing oneself solely to 
problems in the domain of the theory, this objectivity of electron is not and 
cannot be qualified. But this is so whether or not one is committed to the truth 
o f  the theory. It is so not only for someone who believes, full stop, that the 
theory is true, but also for . . . someone who . . holds commitment to the 
truth of the theory in abeyance. For to say that someone is immersed in theory 
. . .  is not to describe his epistemic commitment. . . .  it is possible even after 
total immersion in the world of science . . .  to limit one’s epistemic com­
mitment while remaining a functioning member of the scientific community, 
(pp. 80-83)

This is, I fear, nothing but a sleight-of-hand and an endorsement of phil­osophical schizophrenia. The sleight-of-hand converts belief in the reality of electrons (belief in the objectivity of electron, belief that the term elec­
tron corresponds to something in the actual world) into belief in, belief full stop in, and finally commitment to something called “the theory of electrons.” But there have been several theories about electrons, and no scientist believes them all to be true. As for the most up-to-date theory about electrons, sensible scientists would do well not to believe it to be wholly true either, for details of it are quite likely to be further refined. All this is quite consistent with a pretty firm belief in the reality of elec­trons, with a refusal to “bracket” this particular ontological implication of science. The philosophical schizophrenia stems from talk of immersion (even total immersion) in the “scientific world-picture” or the “world of science.” These metaphors are meant to suggest, if 1 understand them rightly, that scientists should believe in electrons or whatever while im­mersed in their scientific work, but should become agnostic about every­thing they cannot observe once they leave their laboratories. I suppose that split-minded scientists like this are possible, but I wonder whether they are desirable.Finally in this section, I want to argue that van Fraassen’s treatment of the observable/unobservable distinction verges on the incoherent. He insists that what is observable by humans is a “function of facts about us 
qu a organisms in the world,” so that it is for science to tell us what is observable and what is not (pp. 57-58).8 Now, suppose some theory T does distinguish “the observable which it postulates from the whole it postulates” (p. 59). T might even be van Fraassen’s “final physics and biology,” if such a theory is possible. T will say, among other things, that



A is observable by humans, while B is not. Of course, if we are to use T to delineate the observable, we must accept it. But van Fraassen cannot have us accept it as true, since it concerns in part the unobservable B.  The constructive empiricist can accept T only as empirically adequate, that is, believe to be true only what T says about the observable. But “B is not observable by humans” cannot, on pain of contradiction, be a state­ment about something observable by humans. And, in general, the con­sistent constructive empiricist cannot believe it to be true that a n y th in g  is unobservable by humans. And, if this is so, the consistent constructive empiricist cannot draw a workable observable/unobservable dichotomy at all. It might be objected that
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1 B is not observable by humans
is logically equivalent with

2 Everything observable by humans is distinct from B
[and] since (2) is a statement about the observable, so is the logically equivalent (1). But even accepting that there is a sense in which (2) is “about” the observable, it is also about the unobservable B and therefore cannot be accepted as true by the constructive empiricist.Nor does it help if we say that “observable by humans" is an “obser­vational predicate,” that we humans can tell from observation that a thing is observable by us. For one thing, this marks a retreat from van Fraassen’s insistence that there is no observable/unobservable dichotomy in scientific 
lan gu age. For another thing, “observable by humans” will be a nonstan­dard observational predicate whose negation is not also observational, a predicate akin, for example, to the predicate “is an inscription of finite length.” For we cannot observe that anything has a property without also observing that thing. Anyone who claims to have observed  that something is unobservable contradicts himself. But if “unobservable by humans” is 
n ot an observational predicate, our conclusion stands. We can grant that “observable by humans” is an observational predicate so that the construc­tive empiricist can accept as true, on the basis of observation, statements of the form “A is observable by humans.” But the consistent constructive empiricist cannot accept as true, on the basis of observation or anything else, a statement of the form “B is not observable by humans.” Construc­tive empiricism requires a dichotomy which it cannot consistently draw.
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III | Realism and Explanation

Realism and explanation are doubly linked. Realists think science ex­plains facts about the world, and they think realist philosophy of science explains facts about science. I will consider the latter claim first.The claim is that only a realist philosophy of science can explain the fact that science has had a great deal of predictive success. If the unob­servables postulated by (successful) science really exist and if what (suc­cessful) science says about them is true or nearly so, then we can explain predictive success. Otherwise, such success is just a lucky accident. As Putnam famously remarks, realism is "the only philosophy that doesn't make the success of science a miracle” (cited on p. 39) [1083].Van Fraassen gives short shrift to this Ultimate Argument for realism:
The explanation provided is a very traditional on e—adequatio ad rem , the 
“adequacy” of the theory to its objects, a kind of mirroring of the structure 
of things by the structure of ideas—Aquinas would have felt quite at home
with it.

. . . Will this realist explanation with the Scholastic look be a scientifically 
acceptable answer? I would like to point out that science is a biological phe­
nomenon, an activity by one kind of organism which facilitates its interaction 
with the environment. And this makes me think that a very different kind of 
scientific explanation is required.

I can best make the point by contrasting two accounts of the mouse who runs 
from its enemy, the cat. St. Augustine . . . provided an intentional explanation: 
the mouse perceives that the cat is an enemy, hence the mouse runs. What 
is postulated here is the “adequacy” of the mouse’s thought to the order of 
nature: the relation of enmity is correctly reflected in his mind. But the 
Darwinist says: Do not ask why the mouse runs from its enemy. Species which 
did not cope with their natural enemies no longer exist. That is why there 
are only ones who do.

In just the same way, I claim that the success of current scientific theories is 
no miracle. It is not even surprising to the scientific (Darwinist) mind. For 
any scientific theory is born into a life of fierce competition, a jungle red in 
tooth and claw. Only the successful theories survive—the ones which in fact 
latched on to actual regularities in nature, (pp. 39-40) [1084]

Amusing though this is, it does no more than play cat-and-mouse with the argument. The scientist does ask why the mouse runs from the cat and answers in roughly the terms made fun of here: the mouse perceives the cat, perceives the cat as an enemy, and runs. This does not commit the
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scientist to ascribing thoughts, adequate or otherwise, to the mouse: his response might be quite instinctive. But with this proviso, there is nothing unscientific or un-Darwinian about this kind of explanation. Of course, the Darwinian question is not “Why does the mouse run away from the cat?” but, rather, “How did this piece of mouse behavior evolve?” The Darwinian answers this question roughly in the terms suggested by van Fraassen: given an environment full of mouse-hunting cats, cat-fleeing mice are more likely to survive, reproduce, and pass their cat-fleeing be­havior on to future generations. But the Darwinian explanation is not a substitute for the “intensional” one, for they are addressed to quite differ­ent questions. The Darwinian explains what the “intensionalist” postu­lates: that the mouse’s perceiving the cat as an enemy (or, better, the mouse’s genetically programmed behavioral response to cats) is adequate to the order of nature.Just as with cats and mice, so also with scientific success. It is one thing to explain why some theory is successful and quite another to explain why only successful theories survive. Van Fraassen’s Darwinian explana­tion of the latter can be accepted by realist and antirealist alike. But to say that only successful theories are allowed to survive is not to explain why any particular theory is successful.Not that a realist explanation of this in terms of the theory’s adequatio  
ad  rem will do as it stands. The Ultimate Argument is actually very old, and a brief look at an old example of it should give us pause. Christopher Clavius (in his C om m entary on the S phere o f  S acrobosco  of 1581) said it was incredible to suppose that Ptolemaic astronomy could correctly predict eclipses even though its eccentrics and epicycles were mere figments. But the eccentrics and epicycles were figments, and it was no miracle at all that a geometrical model expressly devised to yield some phenomenal regularity (periodic eclipses) should be successful in doing so. It is differ­ent, however, if a theory devised to accommodate some phenomenal reg­ularities should turn out to predict new  regularities. The realist has a ready explanation: the entities postulated by the theory really exist, and what the theory says about them is true (or nearly so). The antirealist seems forced to say that figments dreamed up for one purpose have turned out, mirac­ulously, to be well adapted for a quite different purpose. So it was that thoughtful realists such as William Whewell distinguished two kinds of predictive success (predicting known effects and predicting new ones ) and argued that the antirealist cannot explain the latter. So it was that a thoughtful antirealist such as Duhem, seeing the force of the argument, came to spice his instrumentalism with a whiff of realism: a theory is able to make successful novel predictions because it is not “a purely artificial system” but, rather, "a natural classification [whose) principles express pro­found and real relations among things.”9As this brief historical excursion shows, the only form of the Ultimate Argument which m igh t work is that which focuses on novel predictive
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success. Yet this focus is lacking in recent discussions, both from promi­
nent defenders of the argument (such as Putnam) and from prominent 
critics of it (such as Laudan).10 Difficulties remain, of course, not least 
that of making precise the intuitive distinction between known effects and 
novel predictions. These difficulties notwithstanding, van Fraassen has 
done nothing to impugn the Ultimate Argument in its refined form.

The Ultimate Argument proceeds on the metalevel: epistemology is 
to be naturalized, and philosophy of science is to explain facts about sci­
ence. But there is a more direct argument, which proceeds from the 
assumption that science should explain facts about the world. The con­
nection between the demand for explanation and the realist demand for 
true theories is apparently very obvious. An explanation is not adequate 
unless what does the explaining is true. So, given that theories figure in 
explanations, adequate explanations require true theories. It is worth not­
ing that Duhem found the argument cogent and confessed that since in 
his view science did not aim at true theories, it could not explain anything 
either. Others adopt the curious view that science does aim truly to de­
scribe the world but cannot really explain any features of it. Van Fraassen’s 
response to our simple argument is twofold. He attacks the realist demand 
for explanation; and he argues that explanation, where it can be had, does 
not require true theories, that explanatory power is a pragmatic virtue for 
which an empirically adequate theory will do just as well as a true one.

He softens us up with a linguistic point. We still speak of explanations 
even when we think the explanatory principles false:

I say that Newton could explain the tides, that he had an explanation of the
tides, that he did explain the tides. In the same breath i can add that this
theory is, after all, not correct. Hence I would be inconsistent if by the former
I meant that Newton had a true theory which explained the tides, (p. 99)

Quite so. We can speak without contradiction of a false explanation be­
cause truth is not a defining condition of explanation but an adequacy 
condition upon it. (In a similar way, we can say that Bode’s Law' is false 
without contradicting ourselves.)4 Van Fraassen says that we may agree
’ Despite its name, Bodes law is not a law. It is a formula that says that the 
distances of the planets from the sun are in the following ratio: (0 + 4), (3 + 4), 
( 6  + 4), (12 + 4), (24 + 4), and so on. The formula fits the planets from Mercury 
to Uranus quite well, if we include the asteroids as a “missing planet” between 
Mars and Jupiter. But Neptune violates the series, since its distance calculated 
from Bode’s law is 388, and its actual distance is about 300. So the formula is 
false and hence not a law. The interesting question, of course, is whether we 
would count Bode’s law as a genuine law if there were no exceptions to it. Our 
reluctance to do so would stem largely from the fact that, as yet, no one has given 
a convincing explanation of why it holds (in the cases that it does). It stands 
isolated from the rest of science as a cosmic coincidence. See chapter 7 for further 
discussion of the distinction between laws and accidental generalizations.
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that a theory is false without at all undermining our previous assertion that it explained many phenomena (p. 98). But could we say that a theory 
ad eq u ate ly explained many phenomena even though it is false? Realists think not. Scientists appear to agree: no modern astronomical text cites the vortex theory of planetary motion as the explanation of why the planets all go around the sun in the same direction, though some may have no other explanation of this fact. If this is wrong, and truth is not required for adequate explanation, then it will take more than a linguistic point to show it—van Fraassen gives us more.First, he attacks the realist demand for explanation. He claims that in science this demand is severely limited, that explanation is not a “pre­eminent” or “rock-bottom" scientific virtue:

If explanation of the facts were required in the way consistency with the facts 
is, then every theory would have to explain every fact in its domain. Newton 
would have had to add an explanation of gravity to his celestial mechanics 
before presenting it at all. (p. 94)

But Newton did present his theory. He “declined to explain,” admitting famously that he had “not been able to discover the cause of. . . gravity” (p. 94). Thus:
Newton’s theory of gravitation . . .  did not (in the opinion of Newton or his 
contemporaries) contain an explanation of gravitational phenomena, but only 
a description, (p. 112)

It is the same in modern physics, where the “unlimited demand for ex­planation leads to a demand for hidden variables, which runs counter to at least one major school of thought” (p. 23) [1077], And, quite generally, to demand that regularities be explained and shown to be more than cosmic coincidences is self-defeating. For what of the regularities postu­lated to do the explaining?Something is obviously wrong somewhere in all this. On the one hand, Newton explained the tides (p. 99) and, on the other hand, New­ton’s theory did not explain gravitational phenomena at all (p. 112). What has gone wrong is a tacit conflation of realism with essentialism, of the demand for explanation with the demand for ultimate explanation. This will take a bit of explaining.11Suppose we explain the phenomenal regularity that sticks look bent when half-immersed in water by postulating, among other things, that unobservable light rays refract when passing through media of different densities. This is not, of course, to explain the refraction of light, though we might then try to do so. But at any point in our explanatory endeavors there will be things for which we have no explanations, namely the deepest explanatory principles we have reached at that point. One realist response
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to this situation is to demand that these principles require explanation in their turn. Another realist response, quite the antithesis of the first, is to demand that our deepest explanatory principles should require no expla­nation, that they should somehow be ultimate or self-explanatory. This second response is central to the tradition of Aristotelian essentialism, the tradition which holds that the only genuine explanations are ultimate or self-explanatory explanations.The essentialist tradition is buttressed by rhetorical questions like these. Do we rea lly explain why sticks look bent in water by postulating some mysterious and unexplained law of refraction? Did Newton rea lly  explain the tides by postulating his mysterious and unexplained force of gravity? The intuition is that a rea l explanation does not remove one mys­tery by postulating another one. And behind this intuition lies another one: the intuition that a real explanation should serve the pragm atic  function of removing puzzlement, setting the curiosity of the inquirer at rest. It is because nonultimate scientific explanations do not serve this pragmatic function, do not remove puzzlement so much as relocate and enhance it, that they are said not to be real explanations at all.I use the term pragm atic here advisedly and roughly as van Fraassen uses it (sometimes). Whether an explanation removes puzzlement depends very much on the person we are considering. What relieves one man’s puzzlement may enhance the next woman’s. I dare say that some of the most efficacious puzzlement relievers in the history of thought have been explanations which are not scientific at all and which are, from a scientific point of view, quite inadequate (what about “God moves in mysterious ways,” said in explanation of anything whatever which is puzzling?). I dare say that on occasions the incurious have had their puzzlement removed by a scientific explanation—but they should not have. For if it is feelings of puzzlement we want to get rid of, we should turn not to science but to the whiskey bottle!I think that essentialism and the intuitions which lie behind it are to be rejected. And I think it one of Newton’s chief claims to methodological fame that he was among the first to see this. Newton admitted that he could not explain gravity and  that gravity was a perfectly proper thing to try to explain (since it was not an “essential property” of matter). Yet in the same breath he insisted that his theory of gravity did explain celestial motions and the tides:
Hitherto we have explained the phenomena of the heavens and of our sea by 
the power of gravity, but we have not yet assigned the cause of this power 
. . . hitherto I have not been able to discover the cause of . . . gravity from 
phenomena, and I frame no hypotheses . . .  to us it is enough that gravity 
does really exist, and act according to the laws we have explained, and abun­
dantly serves to account for all the motions of the celestial bodies, and of our 
sea.12
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Elsewhere Newton contrasted his procedure with that of his opponents, 
the Cartesian essentialists: he gives precise deductive explanations; they 
mutter about essences and can explain nothing:

To tell us that every Species of Things is endow’d with an occult speeifick 
Quality by which it acts and produces manifest Effects, is to tell us nothing: 
But to derive two or three general Principles of Motion from Phaenomena, 
and afterwards to tell us how the Properties and Actions of all corporeal 
Things follow from these manifest Principles, would be a very great step in 
Philosophy, though the Causes of those Principles were not yet discover’d: 
And therefore 1 scruple not to propose the Principles of Motion above men­
tion’d, they being of very general Extent, and leave their Causes to be found 
out.1'

Van Fraassen quotes from the first of these famous passages (p. 94), 
but he misunderstands Newton (as Duhern and others have misunderstood 
him) in a way that can only stem from a tacit conflation of realism with 
essentialism. He says that Newton “decline[d] to explain” (p. 94) and that 
Newton’s opinion was that his theory “did not contain an explanation of 
gravitational phenomena, but only a description” (p. 112). But Newton 
explicitly claimed to have explained or accounted for gravitational phe­
nomena such as the tides b y  describing precisely how gravity works. The 
antithesis between explanation and description is quite illusory: we explain 
one thing b y  describing another. Newton did decline to explain gravity'. 
But to take this as a confession that nothing can be explained by the law 
of gravity is to father upon Newton a view that was not his.

It is, however, the view which van Fraassen calls the “realist demand 
for explanation” and attacks. He formulates the demand innocently 
enough as “every theory should explain every fact in its domain” and then 
takes “every fact” to include th e  th eo ry  it s e l f (p. 94, quoted earlier). Only 
a theory which was somehow self-explanatory could meet this demand. 
But one can demand explanation without also demanding ultimate or self- 
explanatory explanation, as Newton tried to teach us. Van Fraassen’s re­
jection of the latter demand leaves the former quite intact.

The tacit conflation of explanation with ultimate explanation also 
emerges from the delightful joke which forms the last chapter of van Fraas­
sen’s book. There, taking his cue from the remark that “everyone believed 
in the existence of God until the Boyle lectures proved it” (p. 229), he 
modifies Aquinas’s Five Ways into proofs of scientific realism. What gets 
proved is actually Aristotelian essentialism, which is perhaps not surprising 
considering the provenance of the arguments. The First Way gives the 
flavor of the whole:

So I argue: Everything that is to be explained, is to be explained by something 
else. That some things are to be explained is evident, for the regularities in
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natural phenomena are obvious to the senses and surprising to the intellect. 
So we must either proceed to infinity, or arrive at something which explains, 
but is not itself, a regularity in the natural phenomena. However, in this we 
cannot proceed to infinity, (pp. 205-6)

Now, what gets “proved” here is that science can achieve something which 
explains but is not itself a regularity in the natural phenomena, something, 
in other words, which is not itself to be explained. What gets proved is 
the essentialist view that science can achieve ultimate explanation. But 
the “proof” has a missing premise (required to obtain the statement be­
ginning with “So”): the essentialist principle that A does not really explain 
B if A also requires explanation and has not received it. Van Fraassen 
hopes that readers skeptical of ultimate explanations will reject the con­
clusion, miss the missing premise, and infer by m o d u s  fatten s that science 
cannot explain anything at all. But I am spoiling a clever joke.

I cannot leave this topic without saying a word about van Fraassen’s 
favorite example of how science has transcended realist demands for ex­
planation, quantum mechanics. Hidden variable explanations of quantum 
mechanics are said to “run counter to at least one modern school of 
thought” (p. 23) [1077]. A philosophy of science is not refuted by pointing 
out that it runs counter to a scientific school of thought, not even a dom­
inant school of thought. But this school can point to p ro o fs that hidden 
variable theories are impossible, and this should give the realist pause. Van 
Fraassen’s comments on these proofs (which he seems to approve of) re­
veal some interesting things. One proof apparently assumes that “if we 
cannot point to some possible differences in empirical predictions, then 
there is no real difference at all” between two theories (p. 34) [1081], In 
endorsing this proof, van Fraassen’s earlier resolute antipositivism has wa­
vered, for this assumption requires a positivist reinterpretation of scientific 
language to show that empirically equivalent theories are really the same 
theory. Not that realists would be too happy with an explanation of quan­
tum mechanics which was demonstrably empirically equivalent with it: 
such an explanation could have no in d e p e n d e n t  evidence in its favor. Now, 
if we assume the truth and completeness of quantum mechanics (or even 
its empirical adequacy and completeness), we will be able to prove that 
no explanation of it could have independent evidence in its favor. And if 
we assume that quantum mechanics is not only true and complete hut 
also ultimately so, we will be able to prove that no explanation of it (in­
dependently confirmable or not) will be adequate. These various assump­
tions are no part of quantum mechanics; rather, they are philosophical 
assertions about quantum mechanics. Insofar as the various proofs rest 
upon assumptions like these (I do not know whether they do), they are 
not so much proofs as philosophical arguments, and pretty questionable 
ones to boot. Finally, the issue of determinism, important though it is in 
other contexts, is something of a red herring in this context. It is true that



some hidden-variable theorists wanted a deterministic explanation of quan­
tum mechanics. But there is no a p r io r i reason why a deeper explanation 
of quantum mechanics has to be deterministic.

Van Fraassen says nothing to impugn a modest realist demand for 
nonultimate explanation. And realists can defend such a demand by point­
ing to cases where the attempt to explain, even to explain theories regarded 
as empirically adequate, has paid off handsomely. Van Fraassen is not 
impressed with the argument:

Paid off handsomely, how? Paid off in new theories we have more reason to 
believe empirically adequate. But in that case even the anti-realist, when 
asked questions about methodology will ex cathedra counsel the search for 
explanation! We might even suggest a loyalty oath for scientists, if realism is 
so efficacious, (p. 93)

Realists might retort that explanation has a payoff in terms of u n d e r s ta n d ­

in g  the world—but that is unlikely to impress van Fraassen. And realists 
who are also empiricists are impaled on the horns of a dilemma here (as 
the case of the hidden-variable theories suggested). Realists who are also 
empiricists will want any proposed explanation to yield empirical regular­
ities other than those it was devised to explain; otherwise there could be 
no independent evidence for the truth of the explanation. If an explanation 
does yield them, then the constructive empiricist can value it, too, but for 
its predictive rather than its explanatory power. If an explanation does not 
yield them, then it should be rejected as mere “metaphysical baggage.” 
ffeads constructive empiricism wins, tails realism loses:

I think we must conclude that science, in contrast to scientific realism, does 
not place an overriding value on explanation in the absence of any gain for 
empirical results. . . . the point is that the true demand on science is not for 
explanation as such, but for imaginative pictures which have a hope of sug­
gesting new statements of observable regularities and of correcting old ones, 
(p. 34) [1081-82]

This true demand is not, it seems, to be vouchsafed to scientists them­
selves. They are to take an oath of loyalty to realism, the desire to under­
stand the world, and the search for explanatory truths. Realism is the 
constructive empiricist’s Noble Tie, propounded ex  c a th e d ra  in case sci­
entists should find the true aim (enhancing the empirical adequacy of 
“imaginative pictures”) uninspiring! More seriously, is van Fraassen right 
to say that “the interpretation of science, and the correct view of its meth­
odology, are two separate topics” (p. 93)? I think it preferable to have an 
interpretation of science which harmonizes with methodological pro­
nouncements.

At any rate, this is part of what van Fraassen means when he calls
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explanation a p rag m atic virtue. The search for explanation works because theories which are good explainers will ipso facto be good savers of phe­nomena and the real “name of the game is saving the phenomena” (p. 93). But this is not all that he means. The rest is meant to undercut the simple realist idea that adequate explanations must contain theories that are true (or nearly so). Van Fraassen defends a “pragmatic” analysis of explanation according to which theories do not figure in explanations at all but somehow lie behind or underpin them. And he says that good explanations can be underpinned by empirically adequate theories just as well as true ones. At least, I think that is what is going on.Charles Morris divided the study of language into syntax, semantics, and pragmatics. The last was meant to deal, among other things, with 
context dependence, as when the truth or falsity of “I’m hungry” depends upon the context of utterance, upon who says it and when. In philosoph­ical circles, “pragmatic” (or better “merely pragmatic”) has also come to mean “useful but not true.” There is no obvious connection between these two philosophical usages. Utterances can express both truths and false­hoods in virtue of contextual factors. And an utterance can Ire useful but not true whether or not contextual factors enter into it. (“Fie went that- away” may be useful for diverting the pursuer though it is false; it is also heavily context-dependent. “John Brown took the road to California” may be similarly useful but false, and it is less context-dependent.)

Van Fraassen thinks that explanation is also heavily context- 
dependent. He begins from Bromberger’s puzzle about explanatory asym­
metries: the height of the flagpole explains the length of its shadow but 
not vice versa, though the two deductions may be structurally identical. 
(Actually, van Fraassen also tells a blue story which is meant to show—I 
do not think it does show it—that there are “contexts” in which the length 
of the shadow does explain the height of the flagpole.) The obvious so­
lution to this puzzle is an appeal to causality: explanations exhibit causes, 
while nonexplanatory deductions do not. But this is to jump out of the 
contextual frying pan into the contextual fire, for which factor is picked 
out as “the cause” also varies enormously with the context:

. . . [T]he salient feature picked out as “the cause” . . .  is salient to a given
person because of his orientation, his interests, and various other peculiarities
in the way he . . . comes to know the problem—contextual factors, (p, 125)

Now, John Stuart Mill, who first drew attention to this kind of thing, 
insisted that only the entire constellation of factors, amounting to a suffi­
cient condition for the event to be explained, is really entitled to be called 
the cause of it. And John Mackie, with Mill in spirit though more ame­
nable to ordinary ways of talking, said that a cause is an insufficient but 
necessary part of an unnecessary but sufficient condition. Both Mill and 
Mackie can admit that contextual factors may influence w h ic h  e v e n t  a



person w ants exp la ined . And this is enough to dispose of many of the usual examples adduced to demonstrate context dependence of the explanations given (car crashes, fires, and such like).14Van Fraassen takes a different course: he accepts the context depen­dence of explanations and tries to make it more precise. An explanation “is an answ er .. . to a why-question” (p. 134). Every why-question has a 
topic (if we ask, “Why P?” the topic is P), an implied contrast-class (what we actually ask is, “Why P rather than Q, R, etc.?”), and an implied relation of exp lan atory-re levan ce which determines what shall count as a possible answer to the question (pp. 142-43). The topic, contrast class, and relation of explanatory relevance all depend upon the context, in particular upon “a certain body K  of accepted background theory and factual information,” which in turn depends “on who the questioner and his audience are” (p. 145). This gets complicated. The upshot of it is that

the discussion of explanation went wrong at the very beginning when expla­
nation was conceived of as a relationship like description: a relation between 
theory and fact. Really it is a three-term relation, between theory, fact, and 
context. . . .  So to say that a given theory can be used to explain a certain 
fact, is always elliptic for: there is a proposition which is a telling answer, 
relative to this theory, to the request for information about certain facts (those 
counted as relevant for this question) that bear on a comparison between this 
fact which is the case, and certain (contextually specified) alternatives which 
are not the case. (p. 156)

Is it re a lly e l l ip t i c  fo r  all this? At the outset of his discussion, in order to combat “the increasing sense of unreality” the usual examples bring, van F r a a s s e n  s e ts  fo r th  t h r e e  “workaday examples of scientific explanation” 
(p p . 1 0 1 - 3 ) .  A n d  h e  manages to set these examples forth w ith ou t m en­
tion ing  co n tex tu a l factors a t a ll. There are why-questions all right, but 
t h e r e  a re  n o  im p l i e d  contrast classes, relevance relations, or anything else 
w h ic h  d e p e n d s  “ o n  who the questioner and his audience are.” Contextual 
c o m p l i c a t io n s  h a v e  little to do with explanation in science, if v a n  Fraas- 
s e n ’s o w n  “w o r k a d a y  examples” are anything to go b y .

Is it true to say that explanation was ever “conceived of as a relation­ship like description: a relation between theory and fact”? The orthodox account says that explanations are arguments in which three things figure: theories or general laws, initial conditions specifying the cause of the event being explained, and in the conclusion a statement of the event being explained. Explanations con tain descriptions, but they are not like them.Van Fraassen (his earlier examples notwithstanding) wants to drop the theories out of explanations and relegate them to the “context,” to the “background information” relative to which why-questions are asked and answered. (Here I was reminded of the Wittgensteinians, who assimilate theories to rules of inference and insist that these rules do not figure as
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premises in the inferences constructed in accordance with them.)1’ Still, 
one might think, the theories must be true if the explanations proffered 
in the light of them (or constructed in accordance with them) are to be 
correct. Van Fraassen thinks not. Empirically adequate and empirically 
strong theories will do just as well as true ones. His argument seems to be 
as follows. The fact to be explained is always an observable fact. The facts 
cited in explanation of it are also always observable facts. So what the 
theory has to get right, to be a good explainer, are just the observable facts. 
And empirically adequate theories, by definition, do just that:

So scientific explanation is not (pure) science but an application of science. 
It is a use of science to satisfy certain of our desires; and these desires are 
quite specific in a specific context, but they are always desires for descriptive 
information. . . .  in each case, a success of explanation is a success of adequate 
and informative description [of the phenomena]. And while it is true that we 
seek for explanation, the value of this search for science is that the search for 
explanation is ipso facto a search for empirically adequate, empirically strong 
theories, (pp. 1 56-57)lfi
I am not sure that I har e got the argument right here—but, if I have, 

there is lots wrong with it. Sometimes we explain observable facts by citing 
other observable facts (and laws). But this is not always the case, though 
it tends to he the case in the usual philosopher’s examples, which bring 
an “increasing sense of unreality” to the subject. The flagpole is a good 
example again: both its height and the length of its shadow are presumably 
observable tacts. (I can scarcely bring myself to mention the “explanation” 
of why some bird is black, which consists in pointing out that it’s a raven 
and they are all black!) But, in van Fraassen’s own examples of scientific 
explanations, there are initial conditions such as: the specific heats of water 
and copper are 1 and 0.1, respectively; the earth’s magnetic field at a 
certain point has a vertical component of approximately s/in5 Tesla; the 
energy levels associated with stable electron orbits in hydrogen atoms take 
the form E„ = -  EJn2 where E„ is called the ground state energy. These 
initial conditions are generalized ones because the facts to be explained 
are general ones (with the possible exception of the second). But, setting 
aside the problem of their generality, they do not look much like observ­
able facts, and their provision docs not look much like providing descrip­
tions of the observable phenomena. Nor, in science, is it always observable 
phenomena that we try to explain: we sometimes try to explain theories.

Van Fraassen not only thinks that explanation is a pragmatic affair in 
Morris’s sense (context dependence), he also thinks that explanatory power 
is one of the pragmatic virtues, concerning which he says in general:

In so far as they go beyond consistency, empirical adequacy, and empirical 
strength, they do not concern the relation between the theory and the world,
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but rather the use and usefulness of the theory; they provide reasons to prefer 
the theory independently of questions of truth, (p. 88)

If what I have said about scientific explanation is right, then the explan­atory power of a scientific theory does depend on whether it tells the truth about the unobservable and therefore does go beyond empirical adequacy and empirical strength. But van Fraassen is obviously right when he says:
Nor can there be any question of explanatory success as providing evidence 
for the truth of a theory that goes beyond any evidence we have for its pro­
viding an adequate description of the phenomena, (pp. 156-57)

This is obviously right, because empirical adequacy is d efin ed as correct­ness so far as the observable evidence is concerned. Explaining things cannot provide a special sort of evidence that theories are true rather than just empirically adequate. Realists, made of sterner stuff than constructive empiricists, still demand that a theory be true for the explanations in which it figures to be adequate. And realism carries this much metaphysical bag­gage: realists can point to no evidence over and above evidence of empir­ical adequacy that their sterner requirement has been met.But there is excess baggage of a different kind in the constructive empiricist position. There is, above all, the philosophical excess baggage of defending an observable/unobservable distinction and giving it crucial epistemological significance. There is the excess baggage of providing an alternative to the obvious realist explanation of science’s novel predictive success. And there is the excess baggage of a complex account of the pragmatics of explanation.I suggested earlier that, in comparing constructive empiricism with scientific realism, we should assess the risks, penalties, and gains associated with each. The risks have been discussed, as have the penalties in the form of philosophical “excess baggage” of various kinds. As to the respec­tive gains (or losses), I can only repeat a hackneyed point. The realist values theoretical science as an attempt to u n d erstan d the world and sees continuity between commonsense and scientific knowledge. The construc­tive empiricist, browbeaten as much by the positivist emphasis on predic­tion as by esoteric problems in interpreting quantum theory realistically, jettisons understanding and seeks to drive a wedge between theoretical science and commonsense (taking his excess baggage aboard to do so).Let me conclude by agreeing with van Fraassen that it would be a pity if scientific realism were to become a philosophical dogma. Bas van Fraassen’s book certainly roused me from any dogmatic slumber to which I might have been prone. It has, in fact, given me sleepless nights! His antirealism is more viable than earlier antirealist positions. But, in philos­ophy of science as well as in science, viability directly depends on weak­ness. Constructive empiricism is weaker than earlier antirealist views in
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all kinds of ways, and correspondingly closer to realism. This is why I conclude, undogmatically I hope, that realism emerges a little bloodied but unbowed from its encounter with constructive empiricism.17

■ | Notes

1. The Scientific Image (Oxford: Clarendon Press, 1980), 8 [1066]. Henceforth, 
all page numbers in the text refer to this book. [The numbers in brackets refer to 
the excerpt from this book included as the second reading in this chapter.]

2. Here and in what follows I ignore, through lack of space, a central feature of 
van Fraassen’s position, his preference for a semantic approach to scientific theo­
ries whereby they emerge as sets of models rather than as sets of (true or false) 
sentences. I have two excuses for this. First, in much of his own discussion van 
Fraassen ignores it too, and talks as though theories consisted of true or false 
sentences. Second, and more important, I think that there is little to choose be­
tween the two approaches from a logical point of view. As van Fraassen himself 
once wrote, “There are natural interrelations between the two approaches: an 
axiomatic theory may be characterized by the class of interpretations which satisfy 
it, and an interpretation may be characterized by the set of sentences which it 
satisfies. . . . These interrelations make implausible any claim  of superiority for 
either approach” (“On the Extension of Beth’s Semantics of Physical Theories,” 
Philosophy o f Science 37 [Sept. 1970]: 325-39; cf. p. 326). 1 am indebted, both 
for the general point and for the reference to van Fraassen's endorsement of it, to 
John W orrall’s review article of The Scientific Image, [“An Unreal Image,”] British 
Journal for the Philosophy of Science [35 (1984): 65-80],

3. Here I assume that Berkeley’s immaterialism is empirically equivalent to com- 
monsense realism. I am not sure that this is so. Immaterialism can be formulated 
so as to be consistent with all possible experience and so irrefutable by it. But 
empirical adequacy should require more than mere consistency with the evidence; 
it should require (at least) that the theory in question entail the evidence. It might 
be argued that commonsense realism entails consequences about the stability and 
reobservabilitv of physical objects which Berkeley’s immaterialism does not. Berke­
ley does invoke God’s benevolence to “explain” post factum the stability of tables 
and trees. But Berkeley cannot predict it because of his admission that God might 
always make an exception to his “laws of nature” and work a miracle instead.

4. Einstein was always appealing to simplicity or unity. For an analysis of how 
these vague appeals were articulated into quite powerful principles of theory con­
struction, see E. Zahar, “W hy Did Einstein’s Programme Supersede Lorentz’s 
(11)?” British Journal for the Philosophy of Science 24 (1973): 223-62.

Philosophers of science still, of course, lack a precise and general account of 
what simplicity is; perhaps there is none to be had and simplicity is, as van Fraassen 
says, a patchwork of virtues, some pragmatic and some not. Popper’s identification 
of simplicity and strength works nicely sometimes (“All swans are white” is simpler 
and stronger than “All non-Australasian swans are white”) and badly at other times 
("All swans are white and ferocious” is less simple and stronger than “All swans 
are white”).
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5. For more detail of how certain metaphysical principles can be rationally as­
sessed in this way, see Watkins, “Confirmable and Influential Metaphysics,” Mind 
67 (July 1958): 344-65, especially pp. 363-65. Watkins does not apply these ideas 
to principles of simplicity.

6. See K. R. Popper, Conjectures and Refutations (London: Routledee and Ketran 
Paul, 1963), 274-76.

7. Here, incidentally, there is a curious prejudice in favor of vision. True, I have 
not seen the mouse, but have 1 not heard it, and is this not a way of observing it? 
There is a curious tension in the view that, though we can see (and touch) things, 
we never hear (or taste or smell) things but only the noises they make (or the tastes 
and smells they emit). Notoriously, one way to resolve the tension is to say that 
we never really see things, either, but only visions (visual sense-data) caused by 
them (and the same will have to go, even more implausibly, for touch). That w'ay 
leads to idealism. Realists resolve the tension by saying that we can hear, taste, 
and smell things as well as see and touch them. Van Fraassen, for all his talk 
about hearing “an apparent sign of mousely presence” rather than a mouse, is 
once again with the realists. He says that “sense-data, I am sure, do not exist” 
(p. 72). And he has to be with the realists if truth and empirical adequacy are to 
be the same so far as observable things are concerned. If all observable phenomena 
were only apparent signs of mousely presence (mousely visions, mousely noises, 
mousely smells, etc.), then “All observable phenomena are as if there is a mouse 
in the wainscoting” would not entail “There is a mouse in the wainscoting,” 
contrary to what van Fraassen says on p. 21 [ 1077 ].

8. In case anyone is reminded here of the talk of “observables” in quantum me­
chanics, w/e should remind ourselves that the so-called "observables” of quantum 
mechanics are in the present context remotely calculable theoretical quantities. If 
electrons are not observable, neither is their charge, momentum, or spin.

9. P. Duhern, The Aim and Structure o f  Physical Theory (Princeton, N.J.: Prince­
ton University' Press, 1954), 28 (see also pp. 297ff).

10. For example, Laudan presents as historical counterexamples successful theo­
ries which did not genuinely refer and were not true or nearly true (“A Confutation 
of Convergent Realism ,” Philosophy o f  Science 48, no. 1 (March 1981], 19-49). 
But few, arguably none, of the theories cited had any novel predictive success. 
Laudan also saddles the realist with the principle that successful reference alone 
breeds success. I do not know if any realist has thought this, but no realist should 
think it. For, as Laudan shows, w'e can construct referring theories which w'ill be 
quite unsuccessful: take a successful theory containing the term t and negate it. 
Successful reference is a necessary condition for truth (or near truth) but not a 
sufficient one. And when it comes to success, it is the truth (or near truth) of what 
a theory says about its theoretical entities which counts, not whether those entities 
exist. [Laudan’s paper follow's next in this chapter.]

11. Further detail can be found in my “Explanation, Description and Scientific 
Realism ,” Scientia 112 (1977), 727-55.

12. Principia, Book 3, General Scholium; Motte’s translation, revised by Cajori, 
vol. 2 (Berkeley and Los Angeles: University of California Press, 1962), 546-47. 
Italics mine. Also important is the famous passage where Newton says he will treat
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forces “not physically but mathematically” (Principia, Book 1, Definition 8; Cajori, 
vol. 1, 5-6 ). Newton is saying that he will describe how gravity works in precise 
mathematical terms, rather than try to explain it physically. He is often misinter­
preted as saying that gravity does not really exist.

13. Opticks, Book 3, Query 31; Dover edition (New York, 1952), 401-2 . The 
most extended defense of Newton and attack on Cartesian essentialism is, of 
course, Roger Cotes’s preface to the second edition of the Principia. Yet Cotes is 
sometimes interpreted as defending the essentialist view that gravity is, after all 
that Newton had said to the contrary, essential to matter (for example, by Popper 
in Conjectures and Refutations, 106). It is unlikely that Newton would have al­
lowed Cotes to defend a view he himself had specifically denied Cotes himself 
specifically denied that this was the view he was defending, in a letter to Samuel 
Clarke, who had questioned him on the point (see Cajori's appendix, n. 6; vol. 2, 
634-35).

14. This is shown in John W orrall’s review article, referred to in note 2 above. 
Worrall also shows that we can dispose in the same way of van Fraassen’s story 
about the length of a flagpole’s shadow explaining its height.

15. For a discussion of this view, see my “Wittgensteinian Instrumentalism,” Theo- 
ria 46 (1980), pts. 2 -3 , 65-105.

16. The italics in this quotation are mine. And I felt justified in adding “of the 
phenomena” to “description” because in the preceding sentence (not quoted here) 
the phrase “adequate description of the phenomena” occurs.

17. Previously published in a shorter form as “Constructive Empiricism versus 
Scientific Realism ,” Philosophical Quarterly 32 (July 1982): 262-71. Reproduced 
by permission. I am grateful to C liff Hooker for his helpful suggestions about what 
I might focus attention upon in the paper and to Greg Currie, Bob Durrant, and 
Martin Fricke for comments on earlier versions.



L a r r y  L a u d a n

A Confutation o f 
Convergent Realism

The positive argument for realism is that it is the only philosophy that doesn’t 
make the success of science a miracle.

- H .  Putnam (1975)
1 I The Problem

It is b e c o m i n g  in c r e a s in g ly  c o m m o n  to  s u g g e s t  th a t  e p i s t e m o l o g i c a l  r e a l­
is m  is a n  e m p ir ic a l  h y p o t h e s is ,  g r o u n d e d  in , a n d  to  b e  a u t h e n t ic a t e d  b y  
its  a b i l i t y  t o  e x p la in  t h e  w o r k in g s  o f  s c i e n c e .  A  g r o w in g  n u m b e r  o f  p h i ­
lo s o p h e r s  ( i n c l u d i n g  B o y d , N e w t o n - S m i t h ,  S h im o n y ,  P u t n a m , F r ie d m a n  
a n d  N i i n i l u o t o )  h a v e  a r g u e d  th a t  th e  t h e s e s  o f  e p i s t e m ic  r e a l is m  a re  o p e n  
to  e m p ir ic a l  te s t . T h e  s u g g e s t io n  th a t e p i s t e m o l o g i c a l  d o c t r in e s  h a v e  m u c h  
t h e  s a m e  e m p ir ic a l  s ta tu s  as t h e  s c i e n c e s  is a w e l c o m e  o n e :  fo r , w h e t h e r  
it  s ta n d s  u p  to  d e t a i l e d  s c r u t in y  o r  n o t , it m a r k s  a s ig n i f i c a n t  f a c in g - u p  by  
t h e  p h i l o s o p h ic a l  c o m m u n i t y  to  o n e  o f  th e  m o s t  n e g l e c t e d  (a n d  m o s t  
n o t o r io u s )  p r o b le m s  o f  p h i lo s o p h y :  t h e  s ta tu s  o f  e p i s t e m o l o g i c a l  c la im s .

B u t  t h e r e  a re  p o t e n t ia l  h a z a r d s  as w e l l  as a d v a n t a g e s  a s s o c ia t e d  w ith  
t h e  ‘s c i e n t i z i n g ’ o f  e p i s t e m o lo g y .  S p e c i f i c a l ly ,  o n c e  o n e  c o n c e d e s  th a t  e p ­
i s t e m ic  d o c t r in e s  a re  to  b e  t e s t e d  in  t h e  c o u r t  o f  e x p e r i e n c e ,  it is p o s s ib le  
th a t  o n e 's  fa v o r ite  e p i s t e m i c  t h e o r ie s  m a y  b e  r e fu te d  r a th e r  th a n  c o n ­
f ir m e d . It is t h e  th e s is  o f  th is  p a p e r  th a t  p r e c i s e ly  s u c h  a fa te  a f f l ic t s  a fo r m  
o f  r e a l i s m  a d v o c a t e d  b y  t h o s e  w h o  h a v e  b e e n  in  t h e  v a n g u a r d  o f  t h e  m o v e  
to  s h o w  th a t  r e a l i s m  is s u p p o r te d  b y  a n  e m p i r ic a l  s t u d y  o f  t h e  d e v e l o p m e n t  
o f  s c i e n c e .  S p e c i f i c a l l y ,  I s h a l l  s h o w  th a t  e p i s t e m ic  r e a l i s m , a t le a s t  in  
c e r t a in  o f  its  e x t a n t  f o r m s , is n e i t h e r  s u p p o r te d  b y , n o r  h a s  it m a d e  s e n s e  
o f ,  m u c h  o f  t h e  a v a i la b le  h is t o r ic a l  e v id e n c e .

2 | Convergent Realism

L ik e  o t h e r  p h i lo s o p h ic a l  -isms, th e  te r m  ‘r e a l i s m ’ c o v e r s  a v a r ie ty  o f  s in s .  
M a n y  o f  t h e s e  w i l l  n o t  b e  a t is s u e  h e r e .  F o r  in s t a n c e ,  ‘s e m a n t i c  r e a l i s m ’ 
( in  b r ie f , t h e  c l a i m  th a t  a ll  t h e o r ie s  h a v e  tr u th  v a lu e s  a n d  th a t  s o m e

From Philosophy o f Science 48 (1981): 19-49.
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theories—we know not which—are true) is not in dispute. Nor shall I discuss what one might call ‘intentional realism’ (i.e., the view that theo­ries are generally intended by their proponents to assert the existence of entities corresponding to the terms in those theories). What I shall focus on instead are certain forms of epistem olog ica l realism. As Hilary Putnam has pointed out, although such realism has become increasingly fashion­able, “very little is said about what realism is” (1978). The lack of speci­ficity about what realism asserts makes it difficult to evaluate its claims, since many formulations are too vague and sketchy to get a grip on. At the same time, any efforts to formulate the realist position with greater precision lay the critic open to charges of attacking a straw man. In the course of this paper, I shall attribute several theses to the realists. Although there is probably no realist who subscribes to all of them, most of them have been defended by some self-avowed realist or other; taken together, they are perhaps closest to that version of realism advocated by Putnam, Boyd and Newton-Smith. Although I believe the views I shall be discussing can be legitimately attributed to certain contemporary philosophers (and will frequently cite the textual evidence for such attributions), it is not crucial to my case that such attributions can be made. Nor will I claim to do justice to the complex epistemologies of those whose work I will criticize. My aim, rather, is to explore certain epistemic claims which those who are realists might be tempted (and in some cases have been tempted) to embrace. If my arguments are sound, we will discover that some of the most intuitively tempting v e r s io n s  of realism prove to be chimeras.
T h e  fo r m  of r e a l i s m  I s h a l l  d is c u s s  in v o lv e s  v a r ia n ts  o f  t h e  f o l l o w in g  

c la im s :

R1 S c i e n i i f i c  t h e o r ie s  (a t  le a s t  in  t h e  ‘m a t u r e ’ s c i e n c e s )  a r e  t y p ic a l ly  
a p p r o x im a t e ly  tr u e  a n d  m o r e  r e c e n t  t h e o r ie s  a re  c lo s e r  to  t h e  tr u th  
t h a n  o ld e r  t h e o r ie s  in  t h e  s a m e  d o m a in .R2 T h e  o b s e r v a t io n a l  a n d  t h e o r e t i c a l  t e r m s  w it h in  t h e  t h e o r ie s  o f  a  
m a tu r e  s c i e n c e  g e n u i n e l y  r e fe r  ( r o u g h ly ,  t h e r e  a r e  s u b s t a n c e s  in  
t h e  w o r ld  th a t  c o r r e s p o n d  to  t h e  o n t o l o g i e s  p r e s u m e d  b y  o u r  b e s t  
th e o r ie s ) .R3 S u c c e s s iv e  t h e o r ie s  in  a n y  m a tu r e  s c i e n c e  w il l  b e  s u c h  th a t  th e y  
‘p r e s e r v e ’ t h e  t h e o r e t i c a l  r e la t io n s  a n d  t h e  a p p a r e n t  r e fe r e n t s  o f  
e a r l ie r  t h e o r ie s  ( i . e . ,  e a r l ie r  t h e o r ie s  w i l l  b e  ‘l i m i t i n g  c a s e s ’ o f  la te r  
t h e o r i e s ) .1R4 Acceptable new theories do and should explain why their prede­cessors were successful insofar as they were successful.

T o  t h e s e  s e m a n t i c ,  m e t h o d o lo g i c a l  a n d  e p i s t e m ic  t h e s e s  is c o n j o in e d  
a n  im p o r ta n t  m e t a - p h i lo s o p h i c a l  c l a i m  a b o u t  h o w  r e a l is m  is  to  b e  e v a lu ­
a te d  a n d  a s s e s s e d . S p e c i f i c a l ly ,  it is m a in t a in e d  th a t:



R5 Theses (R1)-(R4) entail that (‘mature’) scientific theories should be successful; indeed, these theses constitute the best, if not the only, explanation for the success of science. The empirical success of science (in the sense of giving detailed explanations and ac­curate predictions) accordingly provides striking empirical confir­mation for realism.
I shall call the position delineated by (Rl) to (R5) convergent episte­

m olog ica l rea lism , or CER for short. Many recent proponents of CER maintain that (Rl), (R2), (R3), and (R4) are empirical hypotheses which, via the linkages postulated in (R5), can be tested by an investigation of science itself. They propose two elaborate abductive [inference-to-the-best- explanation] arguments. The structure of the first, which is germane to (Rl) and (R2), is something like this:
A r g u m e n t  I

1 If scientific theories are approximately true, they will typically beempirically successful.2 If the central terms in scientific theories genuinely refer, those the­ories will generally be empirically successful.3 Scientific theories are empirically successful.
4 (Probably) Theories are approximately true and their terms genu­inely refer.

The argument relevant to (R3) is of slightly different form, specifically: 
A r g u m e n t  II

1 If the earlier theories in a ‘mature’ science are approximately true and if the central terms of those theories genuinely refer, then later more successful theories in the same science will preserve the ear­lier theories as limiting cases.2 Scientists seek to preserve earlier theories as limiting cases and gen­erally succeed.
3 (Probably) Earlier theories in a ‘mature’ science are approximately true and genuinely referential.
Taking the success of present and past theories as givens, proponents of CER claim that if CER were true, it would follow that the success and the progressive success of science would be a matter of course. Equally, they allege that if CER were false, the success of science would be ‘mi­raculous’ and without explanation.2 Because (on their view) CER explains the fact that science is successful, the theses of CER are thereby confirmed by the success of science and non-realist epistemologies are discredited by
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the latter’s alleged inability to explain both the success of current theories 
and the progress which science historically exhibits.

As Putnam and certain others (e.g., Newton-Smith) see it, the fact 
that statements about reference (R2, R3) or about approximate truth (Rl, R3) function in the explanation of a contingent state of affairs, establishes 
that “the notions of ‘truth’ and ‘reference’ have a causal explanatory role 
in epistemology” (Putnam 1978, p. 21).3 In one fell swoop, both episte­
mology and semantics are ‘naturalized’ and, to top it all off, we get an 
explanation of the success of science into the bargain!

The central question before us is whether the realist’s assertions about 
the interrelations between truth, reference and success are sound. It will 
be the burden of this paper to raise doubts about both I and II. Specifically, 
I shall argue that four of the five premises of those abductions are either 
false or too ambiguous to be acceptable. I shall also seek to show that, 
even if the premises were true, they would not warrant the conclusions 
which realists draw from them. . . .
3 | Reference and Success

The specifically referential side of the ‘empirical’ argument for realism has 
been developed chiefly by Putnam, who talks explicitly of reference rather 
more than most realists. On the other hand, reference is usually implicitly 
smuggled in, since most realists subscribe to the (ultimately referential) 
thesis that “the world probably contains entities very like those postulated 
by our most successful theories."

If R2 is to fulfill Putnam’s ambition that reference can explain the 
success of science, and that the success of science establishes the pre­
sumptive truth of R2, it seems he must subscribe to claims similar to these:

51 The theories in the advanced or mature sciences are successful.
52 A theory whose central terms genuinely refer will be a successful 

theory.
53 If a theory is successful, wc can reasonably infer that its central 

terms genuinely refer.
54 All the central terms in theories in the mature sciences do refer.
There are complex interconnections here. (S2) and (S4) explain (SI), 

while (SI) and (S3) provide the warrant for (S4). Reference explains suc­
cess and success warrants a presumption of reference. The arguments are 
plausible, given the premises. Bril there is the rub, for with the possible 
exception of (SI), none of the premises is acceptable.

The first and toughest nut to crack involves getting clearer about the 
nature of that ‘success’ which realists are concerned to explain. Although 
Putnam, Sellars and Boyd all take the success of certain sciences as a



given, they say little about what this success amounts to. So far as I can see, they are working with a largely p rag m atic notion to be cashed out in terms of a theory’s workability or applicability. On this account, we would say that a theory is successful if it makes substantially correct predictions, if it leads to efficacious interventions in the natural order, if it passes a batter)7 of standard tests. One would like to be able to be more specific about what success amounts to, but the lack of a coherent theory of con­firmation makes further specificity very difficult.Moreover, the realist must be wary—at least for these purposes—of adopting too strict a notion of success, for a highly robust and stringent construal of ‘success’ would defeat the realist’s purposes. What he wants to explain, after all, is why science in general has worked so well. If he were to adopt a very demanding characterization of success (such as those advocated by inductive logicians or Popperians) then it would probably turn out that science has been largely ‘unsuccessful’ (because it does not have high confirmation) and the realist’s avowed explanandum would thus be a non-problem. Accordingly, I shall assume that a theory is ‘successful’ so long as it has worked well, i.e., so long as it has functioned in a varietv of explanatory contexts, has led to confirmed predictions and has been of broad explanatory scope. As I understand the realist’s position, his concern is to explain why certain theories have enjoyed this kind of success.If we construe ‘success’ in this way, (SI) can be conceded. Whether one’s criterion of success is broad explanatory scope, possession of a large number of confirming instances, or conferring manipulative or predictive control, it is clear that science is, by and large, a successful activity.What about (S2)? I am not certain that any realist would or should endorse it, although it is a perfectly natural construal of the realist’s claim that ‘reference explains success’. The notion of reference that is involved here is highly complex and unsatisfactory in significant respects. Without endorsing it, I shall use it frequently in the ensuing discussion. The realist sense of reference is a rather liberal one, according to which the terms in a theory may be genuinely referring even if many of the claims the theory makes about the entities to which it refers are false. Provided that there are entities which “approximately fit” a theory's description of them, Put­nam’s charitable account of reference allows us to say that the terms of a theory genuinely refer.4 On this account (and these are Putnam’s exam­ples), Bohr’s ‘electron’, Newton’s ‘mass’, Mendel’s ‘gene’, and Dalton’s ‘atom’ are all referring terms, while ‘phlogiston’ and ‘aether’ are not (Put­nam 1978, pp. 20-22).Are genuinely referential theories (i.e., theories whose central terms genuinely refer) invariably or even generally successful at the empirical level, as (S2) states? There is ample evidence that they are not. The chem­ical atomic theory in the 18th century was so remarkably unsuccessful that most chemists abandoned it in favor of a more phenomenological, elective affinity chemistry. The Proutian theory that the atoms of heavy elements
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are composed of hydrogen atoms had, through most of the 19th century, a strikingly unsuccessful career, confronted by a long string of apparent refutations. The Wegenerian theory that the continents are carried by large subterranean objects moving laterally across the earth’s surface was, for some thirty years in the recent history of geology, a strikingly unsuccessful theory until, after major modifications, it became the geological orthodoxy of the 1960s and 1970s. Yet all of these theories postulated basic entities which (according to Putnam’s principle of charity’) genuinely exist.The realist’s claim that we should expect referring theories to be em­pirically successful is simply false. And, with a little reflection, we can see good reasons why it should be. To have a genuinely referring theory is to have a theory which “cuts the world at its joints”, a theory which postulates entities of a kind that really exist. But a genuinely referring theory need not be such that all—or even most—of the specific claims it makes about the properties of those entities and their modes of interaction are true. Thus, Dalton’s theory makes many claims about atoms which are false; Bohr’s early theory of the electron was similarly flawed in important re­spects. Conlra-(S2), genuinely referential theories need not be strikingly successful, since such theories may be ‘massively false’ (i.e., have far greater falsity content than truth content).(S2) is so patently false that it is difficult to imagine that the realist need be committed to it. But what else will do? The (Putnamian) realist wants attributions of reference to a theory’s terms to function in an expla­nation of that theory’s success. The simplest and crudest way of doing that involves a claim like (S2). A less outrageous way of achieving the same end would involve the weaker,
S2' A theory whose terms refer will usually (but not always) be suc­cessful.
Isolated instances of referring but unsuccessful theories, sufficient to refute (S2), leave (S21) unscathed. But, if we were to find a broad range of referring but unsuccessful theories, that would be evidence against (S21). Such theories can be generated at will. For instance, take any set of terms which one believes to be genuinely referring. In any language rich enough to contain negation, it will be possible to construct indefinitely many un­successful theories, all of whose substantive terms are genuinely referring. Now, it is always open to the realist to claim that such ‘theories’ are not really theories at all, but mere conjunctions of isolated statements—lacking that sort of conceptual integration we associate with ‘real’ theories. Sadly a parallel argument can be made for genuine theories. Consider, for in­stance, how many inadequate versions of the atomic theory there were in the 2000 years of atomic ‘speculating’, before a genuinely successful theory emerged. Consider how many unsuccessful versions there were of the wave theory of light before the 1820s, when a successful wave theory first
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e m e r g e d .  K in e t ic  t h e o r ie s  o f  h e a t  in  t h e  s e v e n t e e n t h  a n d  e i g h t e e n t h  c e n ­
tu ry , d e v e l o p m e n t a l  t h e o r ie s  o f  e m b r y o lo g y  b e f o r e  t h e  la te  n i n e t e e n t h  c e n ­
tu r y  s u s ta in  a s im i la r  s to r y . ( S 2 ' ) ; e v e r y  b i t  as m u c h  as ( S 2 ) ,  s e e m s  h a r d  
to  r e c o n c i l e  w it h  t h e  h is to r ic a l  r e c o r d .

A s  R ic h a r d  B u r ia n  h a s  p o i n t e d  o u t  to  m e  ( i n  p e r s o n a l  c o m m u n i c a ­
t i o n ) ,  a r e a lis t  m ig h t  a t t e m p t  to  d i s p e n s e  w it h  b o t h  o f  t h o s e  t h e s e s  a n d  
s im p ly  r e s t  c o n t e n t  w i t h  ( S 3 )  a lo n e .  U n l ik e  (S 2 )  a n d  ( S 2 1), (S 3 )  is n o t  
o p e n  to  t h e  o b j e c t io n  th a t  r e fe r r in g  t h e o r ie s  a re  o f t e n  u n s u c c e s s f u l ,  fo r  it 
m a k e s  n o  c l a i m  th a t  r e fe r r in g  t h e o r ie s  a re  a lw a y s  o r  g e n e r a l ly  s u c c e s s f u l .  
B u t  (S 3 )  h a s  d i f f i c u l t i e s  o f  its o w n .  I n  t h e  fir s t p la c e ,  it s e e m s  h a r d  to  
s q u a r e  w it h  t h e  fa c t  th a t  th e  c e n tr a l  te r m s  o f  m a n y  r e la t iv e ly  s u c c e s s ­
fu l t h e o r ie s  ( e .g . ,  a e t h e r  th e o r ie s ,  p h lo g i s t i c  t h e o r ie s )  a re  e v id e n t ly  n o n ­
r e fe r r in g . I s h a l l  d is c u s s  th is  t e n s io n  in  d e t a i l  b e lo w . M o r e  c r u c ia l  fo r  o u r  
p u r p o s e s  h e r e  is  th a t  (S 3 )  is not strong enough to  p e r m it  t h e  r e a lis t  to  
u t i l i z e  r e f e r e n c e  to  e x p la in  s u c c e s s .  U n le s s  g e n u i n e n e s s  o f  r e f e r e n c e  e n ­
ta ils  th a t  a l l  o r  m o s t  r e fe r r in g  t h e o r ie s  w i l l  b e  s u c c e s s f u l ,  t h e n  t h e  fa c t  th a t  
a th e o r y ’s t e r m s  r e fe r  s c a r c e ly  p r o v id e s  a c o n v i n c i n g  e x p la n a t io n  o f  th a t  
th e o r y ’s s u c c e s s .  If. as ( S 3 )  a l lo w s ,  m a n y  (o r  e v e n  m o s t )  r e fe r r in g  th e o r ie s  
c a n  b e  u n s u c c e s s f u l ,  h o w  c a n  t h e  fa c t  th a t  a s u c c e s s f u l  t h e o r y ’s te r m s  re fer  
b e  ta k e n  to  e x p la in  w h y  it is s u c c e s s f u l?  ( S 3 )  m a y  o r  m a y  n o t  b e  tr u e ;  b u t  
in  e i t h e r  c a s e  it  a r g u a b ly  g iv e s  t h e  r e a lis t  n o  e x p la n a t o r y  a c c e s s  to  s c ie n t i f ic  
s u c c e s s .

A  m o r e  p la u s ib le  c o n s t r u a l  o f  P u t n a m ’s c la im  th a t  r e f e r e n c e  p la y s  a 
r o le  in  e x p la in in g  t h e  s u c c e s s  o f  s c i e n c e  in v o lv e s  a r a th e r  m o r e  in d ir e c t  
a r g u m e n t .  I t m ig h t  b e  s a id  (a n d  P u t n a m  d o e s  say  th is  m u c h )  th a t  w e  c a n  
e x p la in  w h y  a th e o r y  is s u c c e s s f u l  b y  a s s u m i n g  th a t  th e  th e o r y  is  tr u e  or  
a p p r o x im a t e ly  tr u e . S in c e  a th e o r y  c a n  o n ly  b e  tr u e  o r  n e a r ly  tr u e  ( in  a n y  
s e n s e  o f  t h o s e  te r m s  o p e n  to  t h e  r e a lis t )  i f  its te r m s  g e n u in e l y  re fe r , it 
m ig h t  b e  a r g u e d  th a t  r e f e r e n c e  g e ts  in t o  t h e  a c t  w i l ly - n i l l y  w h e n  w e  e x ­
p la in  a t h e o r y ’s s u c c e s s  in  te r m s  o f  its t r u th ( l ik e )  s ta tu s . O n  th is  a c c o u n t ,  
r e f e r e n c e  is p ig g y - b a c k e d  o n  a p p r o x im a te  tr u th . T h e  v ia b i l i t y  o f  th is  in ­
d ir e c t  a p p r o a c h  is tr e a te d  at le n g t h  in  s e c t i o n  4  b e l o w  s o  I s h a l l  n o t  d is c u s s  
it  h e r e  e x c e p t  to  o b s e r v e  th a t  i f  th e  o n ly  c o n t a c t  p o in t  b e t w e e n  r e fe r e n c e  
a n d  s u c c e s s  is p r o v id e d  th r o u g h  th e  m e d i u m  o f  a p p r o x im a te  tr u th , t h e n  
t h e  l in k  b e t w e e n  r e f e r e n c e  a n d  s u c c e s s  is e x t r e m e ly  t e n u o u s .

W h a t  a b o u t  ( S 3 ) ,  th e  r e a l is t ’s c l a i m  th a t  s u c c e s s  c r e a te s  a r a t io n a l  
p r e s u m p t io n  o f  r e fe r e n c e ?  W e  h a v e  a lr e a d y  s e e n  th a t  (S 3 )  p r o v id e s  n o  
e x p la n a t io n  o f  t h e  s u c c e s s  o f  s c i e n c e ,  b u t  d o e s  it h a v e  in d e p e n d e n t  m e r it s?  
T h e  q u e s t io n  s p e c i f i c a l ly  is w h e t h e r  t h e  s u c c e s s  o f  a th e o r y  p r o v id e s  a  
w a r r a n t  fo r  c o n c l u d i n g  th a t  its c e n tr a l  te r m s  re fer . I n s o fa r  a s  th is  i s — as 
c e r t a in  re a lis ts  s u g g e s t — a n  e m p ir ic a l  q u e s t io n ,  it r e q u ir e s  u s  to  in q u ir e  
w h e t h e r  p a s t  t h e o r ie s  w h ic h  h a v e  b e e n  s u c c e s s f u l  a re  o n e s  w h o s e  c e n ­
tral te r m s  g e n u i n e l y  r e fe r r e d  ( a c c o r d in g  to  t h e  r e a l i s t ’s o w n  a c c o u n t  o f  
r e f e r e n c e ) .

A  p r o p e r  e m p ir ic a l  te s t  o f  th is  h y p o t h e s is  w o u l d  r e q u ir e  e x t e n s iv e  sift-
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ing of the historical record of a kind that is not possible to perform here. 
What I can do is to mention a range of once successful, but (by present 
lights) non-referring, theories. A fuller list will come later (see section 5), 
but for now we shall focus on a whole family of related theories, namely, 
tire subtle fluids and aethers of 18th and 19th century physics and chem­
istry.

Consider specifically the state of aetherial theories in the 1830s and 
1840s. The electrical fluid, a substance which was generally assumed to 
accumulate on the surface rather than permeate the interstices of bodies, 
had been utilized to explain inter alia the attraction of oppositely charged 
bodies, the behavior of the Leyden jar, the similarities between atmos­
pheric and static electricity and many phenomena of current electricity. 
Within chemistry and heat theory, the caloric aether had been widely 
utilized since Boerhaave (by, among others, Lavoisier, Laplace, Black, 
Rumford, Hutton, and Cavendish) to explain everything from the role of 
heat in chemical reactions to the conduction and radiation of heat and 
several standard problems of thermometry. Within the theory of light, the 
optical aether functioned centrally in explanations of reflection, refraction, 
interference, double refraction, diffraction and polarization. (Of more than 
passing interest, optical aether theories had also made some very startling 
predictions, e.g., Fresnel’s prediction of a bright spot at the center of the 
shadow of a circular disc; a surprising prediction which, when tested, 
proved correct. If that does not count as empirical success, nothing does!) 
There were also gravitational (e.g., LeSage’s) and physiological (e.g., Hart­
ley’s) aethers which enjoyed some measure of empirical success. It would 
be difficult to find a family of theories in this period which were as suc­
cessful as aether theories; compared to them, 19th century atomism (for 
instance), a genuinely referring theory' (on realist accounts), was a dismal 
failure. Indeed, on any account of empirical success which I can conceive 
of, non-referring 19th-century aether theories were more successful than 
contemporary, referring atomic theories. In this connection, it is worth 
recalling the remark of the great theoretical physicist, J. C. Maxwell, to 
the effect that the aether was better confirmed than any other theoretical 
entity in natural philosophy!

What we are confronted by in 19th-century aether theories, then, is 
a wide variety of once successful theories, whose central explanatory con­
cept Putnam singles out as a prime example of a non-referring one (Put­
nam 1978, p. 22). What are (referential) realists to make of this historical 
case? On the face of it, this case poses two rather different kinds of chal­
lenges to realism: (1) it suggests that (S3) is a dubious piece of advice in 
that there can be (and have been) highly successful theories some central 
terms o f which are non-referring; and (2) it suggests that the realist’s claim 
that he can explain why science is successful is false at least insofar as a 
part o f the historical success o f science has been success exhibited by theories 
whose central terms did not refer.
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But perhaps I am being less than fair when I suggest that the realist 
is committed to the claim that a l l the central terms in a successful theory 
refer. It is possible that when Putnam, for instance, says that “terms in a 
mature [or successful] science typically refer’’ (Putnam 1978, p. 20), he 
only means to suggest that so m e terms in a successful theory or science 
genuinely refer. Such a claim is fully consistent with the fact that certain 
other terms (e.g., aether’) in certain successful, mature sciences (e.g., 
19th-century physics) are nonetheless non-referring. Put differently, the 
realist might argue that the success of a theory warrants the claim that at 
least some (but not necessarily all) of its central concepts refer.

Unfortunately, such a weakening of (S3) entails a theory of evidential 
support which can scarcely give comfort to the realist. After all, part of 
what separates the realist from the positivist is the former’s belief that the 
evidence for a theory is evidence for e v e ry th in g  which the theory asserts. 
Where the stereotypical positivist argues that the evidence selectively con­
firms only the more ‘observable’ parts of a theory, the realist generally 
asserts (in the language of Boyd) that:

the sort of evidence which ordinarily counts in favor of the acceptance of a 
scientific law or theory is, ordinarily, evidence for the (at least approximate) 
truth of the law or theory as an account of the causal relations obtaining 
between the entities [“observational or theoretical”! quantified over in the 
law or theory in question. (Boyd 1973, p 1)’

For realists such as Boyd, either all parts of a theory (both observational 
and non-observational) are confirmed by successful tests or none are. In 
general, realists have been able to utilize various holistic arguments to 
insist that it is not merely the lower-level claims of a well-tested theory 
which are confirmed but its deep-structural assumptions as well. This tac­
tic has been used to good effect by realists in establishing that inductive 
support ‘flows upward’ so as to authenticate the most ‘theoretical’ parts of 
our theories, Certain latter-day realists (e.g., Glymour) want to break out 
of this hoiist web and argue that certain components of theories can be 
‘directly’ tested. This approach runs the very grave risk of undercutting 
what the realist desires most: a rationale for taking our deepest-structure 
theories seriously, and a justification for linking reference and success. 
After all, if the tests to which we subject our theories only test p o rtio n s of 
those theories, then even highly successful theories may well have central 
terms which are non-referring and central tenets which, because untested, 
we have no grounds for believing to be approximately true. Under those 
circumstances, a theory might be highly successful and yet contain im­
portant constituents which were patently false. Such a state of affairs would 
wreak havoc with the realist’s presumption (Rl) that success betokens ap­
proximate truth. In short, to be less than a holist about theory' testing is
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to put at risk precisely that predilection for deep-structure claims which 
motivates much of the realist enterprise.

There is, however, a rather more serious obstacle to this weakening 
of referential realism. It is true that by weakening (S3) to only certain 
terms in a theory', one would immunize it from certain obvious counter­
examples. But such a maneuver has debilitating consequences for other 
central realist theses. Consider the realist’s thesis (R3) about the retentive 
character of inter-theory relations (discussed below in detail). The realist 
both recommends as a matter of policy and claims as a matter of fact that 
successful theories are (and should be) rationally replaced only by theories 
which preserve reference for the central terms of their successful prede­
cessors. The rationale for the normative version of this retentionist doc­
trine is that the terms in the earlier theory, because it was successful, must 
have been referential and thus a constraint on any successor to that theory 
is that reference should be retained for such terms. This makes sense 
just in case success provides a blanket warrant for presumption of refer­
ence. But if (S3) were weakened so as to say merely that it is reason­
able to assume that some of the terms in a successful theory genuinely 
refer, then the realist would have no rationale for his retentive theses 
(variants of R3), which have been a central pillar of realism for several 
decades.6

Something apparently has to give. A version of (S3) strong enough to 
license (R3) seems incompatible with the fact that many successful theo­
ries contain non-referring central terms. But any weakening of (S3) dilutes 
the force of, and removes the rationale for, the realist’s claims about con­
vergence, retention and correspondence in inter-theory relations.7 If the 
realist once concedes that some unspecified set of the terms of a successful 
theory may well not refer, then his proposals for restricting “the class of 
candidate theories” to those which retain reference for the prima facie 
referring terms in earlier theories is without foundation. (Putnam 1975,
p. 22)

More generally, we seem forced to say that such linkages as there are 
between reference and success are rather murkier than Putnam’s and 
Boyd’s discussions would lead us to believe. If the realist is going to make 
his case for CF.R, it seems that it will have to hinge on approximate truth, 
(Rl), rather than reference, (R2).

4 I Approximate Truth and Success: 
the ‘Downward Path’

Ignoring the referential turn among certain recent realists, most realists 
continue to argue that, at bottom, epistemic realism is committed to the 
view that successful scientific theories, even if strictly false, are nonetheless
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‘approximately true’ or ‘close to the truth’ or Verisimilar'.8 The claim gen­erally amounts to this pair:
T1 if a theory is approximately true, then it will be explanatorily successful; andT2 if a theory is explanatorily successful, then it is probably approx­imately true.

What the realist would like to be able to say, of course, is:
TT if a theory is true, then it will be successful.

(Tl1) is attractive because self-evident. But most realists balk at invoking (Tl1) because they are (rightly) reluctant to believe that we can reasonably presume of any given scientific theory that it is true. If all the realist could explain was the success of theories which were true s im p lic iter [uncondi­tionally], his explanatory repertoire would be acutely limited. As an at­tractive move in the direction of broader explanatory scope, (Tl) is rather more appealing. After all, presumably many theories which we believe to be false (c.g., Newtonian mechanics, thermodynamics, wave optics) were —and still are—highly successful across a broad range of applications.Perhaps, the realist evidently conjectures, we can find an epistem ic  account of that pragmatic success by assuming such theories to be ap­proximately true’. But we must be wary of this potential sleight of hand. It may be that there is a connection between success and approximate truth; b u t i f  there is such a connection  it m ust be ind ep en d en tly  a rgu ed  for. The acknowledgedly uncontroversial character of (Tl1) must not be sur­reptitiously invoked—as it sometimes seems to be—in order to establish (Tl). When (Tl')’s antecedent is appropriately weakened by speaking of approximate truth, it is by no means clear that (Tl) is sound.Virtually all the proponents of epistemic realism take it as unproble­matic that if a theory were approximately true, it would deductively follow that the theory would be a relatively successful predictor and explainer of observable phenomena. Unfortunately, few of the writers of whom 1 am aware have defined what it means for a statement or theory to be ‘approx­imately true’. Accordingly, it is impossible to say whether the alleged en- tailment is genuine. This reservation is more than perfunctory. Indeed, on the best known account of what it means for a theory to be approximately true, it does not follow that an approximately true theory will be explan­atorily successful.Suppose, for instance, that we were to say in a Popperian vein that a theory, T h is approximately true if its truth content is greater than its falsity content, i.e.,
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C M .T O  »  C t F( T , ) .9

( W h e r e  Ct^Tf)  is t h e  c a r d in a l i t y  o f  th e  s e t  o f  t r u e  s e n t e n c e s  e n t a i l e d  b y  
Tj a n d  Ct^fTf) is t h e  c a r d in a l i t y  o f  t h e  s e t  o f  fa ls e  s e n t e n c e s  e n t a i l e d  
b y  T , . )  W h e n  a p p r o x im a t e  tr u th  is s o  c o n s t r u e d ,  it d o e s  not l o g i c a l l y  f o l l o w  
th a t  a n  a r b itr a r ily  s e l e c t e d  c la s s  o f  a th e o r y ’s e n t a i lm e n t s  ( n a m e ly ,  s o m e  
o f  its o b s e r v a b le  c o n s e q u e n c e s )  w i l l  b e  tr u e . I n d e e d ,  it is  e n t ir e ly  c o n ­
c e iv a b l e  th a t  a th e o r y  m ig h t  b e  a p p r o x im a t e ly  tr u e  in  t h e  in d ic a t e d  s e n s e  
a n d  y e t  b e  s u c h  th a t  a l l o f  its th u s  far te s t e d  c o n s e q u e n c e s  a re  falsed"

S o m e  re a lis ts  c o n c e d e  th e ir  fa i lu r e  to  a r t i c u la t e  a c o h e r e n t  n o t io n  o f  
a p p r o x im a t e  tr u th  o r  v e r i s i m i l i t u d e ,  b u t  in s is t  th a t  th is  fa i lu r e  in  n o  w a y  
c o m p r o m is e s  t h e  v ia b i l i t y  o f  ( T l ) .  N e w t o n - S m i t h ,  fo r  i n s t a n c e ,  g r a n ts  th a t  
“ n o  o n e  h a s  g iv e n  a s a t is fa c to r y  a n a ly s is  o f  t h e  n o t io n  o f  v e r i s i m i l i t u d e ” 
( N e w t o n - S m i t h  1 9 8 1 ,  p . 1 9 7 ) ,  b u t  in s is t s  th a t  t h e  c o n c e p t  c a n  b e  l e g i t i ­
m a t e ly  in v o k e d  “ e v e n  i f  o n e  c a n n o t  a t t h e  t im e  g iv e  a p h i lo s o p h ic a l l y  
s a t is fa c to r y  a n a ly s is  o f  i t .” H e  q u i t e  r ig h t ly  p o in t s  o u t  th a t  m a n y  s c ie n t i f i c  
c o n c e p t s  w e r e  e x p la n a t o r i ly  u s e f u l  lo n g  b e f o r e  a p h i lo s o p h ic a l l y  c o h e r e n t  
a n a ly s is  w a s  g iv e n  fo r  t h e m .  B u t  t h e  a n a lo g y  is u n s e e m ly ,  fo r  w h a t  is b e in g  
c h a l l e n g e d  is n o t  w h e t h e r  th e  c o n c e p t  o f  a p p r o x im a te  tr u th  is p h i l o s o p h ­
ic a l ly  r ig o r o u s  b u t  r a th e r  w h e t h e r  it is e v e n  c le a r  e n o u g h  fo r  u s  to  a s c e r t a in  
w h e t h e r  it e n t a i l s  w h a t  it  p u r p o r t e d ly  e x p la in s .  U n t i l  s o m e o n e  p r o v id e s  a 
c le a r e r  a n a ly s is  o f  a p p r o x im a t e  tr u th  th a n  is n o w  a v a i la b le ,  it is n o t  e v e n  
c l e a r  w h e t h e r  t r u t h - l ik e n e s s  w o u ld  e x p la in  s u c c e s s ,  l e t  a lo n e  w h e t h e r ,  as 
N e w t o n - S m i t h  in s is t s , “ th e  c o n c e p t  o f  v e r i s im i l i t u d e  is required in  o r d e r  
to  g iv e  a s a t is fa c to r y  t h e o r e t i c a l  e x p la n a t io n  o f  a n  a s p e c t  o f  th e  s c ie n t i f i c  
e n t e r p r is e .” I f  t h e  r e a lis t  w o u ld  d e - m y s t i f y  t h e  ‘m ir a c u lo u s n e s s ’ ( P u t n a m )  
o r  t h e  ‘m y s t e r io u s n e s s '  ( N e w t o n - S m i t h 11) o f  th e  s u c c e s s  o f  s c i e n c e ,  h e  
n e e d s  m o r e  th a n  a p r o m is s o r y  n o t e  th a t  s o m e h o w ,  s o m e d a y ,  s o m e o n e  w il l  
s h o w  th a t  a p p r o x im a t e ly  tr u e  t h e o r ie s  m u s t  b e  s u c c e s s f u l  t h e o r i e s .12

W h e t h e r  t h e r e  is  s o m e  d e f in i t i o n  o f  a p p r o x im a t e  tr u th  w h ic h  d o e s  
in d e e d  e n t a i l  th a t  a p p r o x im a t e ly  tr u e  t h e o r ie s  w il l  b e  p r e d ic t iv e ly  s u c c e s s ­
fu l (a n d  y e t  s t i l l  p r o b a b ly  fa ls e )  is n o t  c l e a r .n  W h a t  c a n  b e  sa id  is th a t ,  
p r o m is e s  to  t h e  c o n tr a r y  n o t w i t h s t a n d in g ,  none o f  th e  p r o p o n e n t s  o f  r e a l­
is m  h a s  y e t  a r t i c u la t e d  a c o h e r e n t  a c c o u n t  o f  a p p r o x im a t e  tr u th  w h ic h  
e n t a i l s  th a t  a p p r o x im a t e ly  tr u e  t h e o r ie s  w i l l ,  a c r o s s  t h e  r a n g e  w h e r e  w e  
c a n  te s t  t h e m ,  b e  s u c c e s s f u l  p r e d ic t o r s .  F u r t h e r  d i f f i c u l t i e s  a b o u n d .  E v e n  
i f  t h e  r e a lis t  h a d  a s e m a n t ic a l l y  a d e q u a t e  c h a r a c t e r iz a t io n  o f  a p p r o x im a te  
o r  p a r tia l tr u th , a n d  e v e n  i f  th a t  s e m a n t ic s  e n t a i l e d  th a t  m o s t  o f  t h e  c o n ­
s e q u e n c e s  o f  a n  a p p r o x im a t e ly  tr u e  th e o r y  w o u ld  b e  tr u e ,  h e  w o u ld  s til l  
b e  w i t h o u t  a n y  c r it e r io n  th a t  w o u ld  epistemically w a r r a n t t h e  a s c r ip t io n  o f  
a p p r o x im a te  tr u th  to  a th e o r y . A s it is , t h e  r e a lis t  s e e m s  to  b e  lo n g  o n  
in t u i t io n s  a n d  s h o r t  o n  e i t h e r  a  s e m a n t ic s  o r  a n  e p i s t e m o l o g y  o f  a p p r o x i­
m a te  tr u th .

T h e s e  s h o u ld  b e  u r g e n t  i t e m s  o n  t h e  r e a l is t s ’ a g e n d a  s in c e ,  u n t i l  w e
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h a v e  a  c o h e r e n t  a c c o u n t  o f  w h a t  a p p r o x im a t e  tr u th  is , c e n t r a l  r e a lis t  t h e s e s  
l ik e  ( R l ) ,  ( T l )  a n d  ( T 2 )  a r e  ju s t  s o  m u c h  m u m b o - j u m b o .

5 | Approximate Truth and Success: the ‘Upward Path’

Despite the doubts voiced in section 4, let us grant for the sake of argu­ment that if a theory is approximately true, then it will be successful. Even granting (Tl), is there any plausibility to the suggestion of (T2) that ex­planatory success can be taken as a rational warrant for a judgment of approximate truth? The answer seems to be “no”.To see why, we need to explore briefly one of the connections be­tween 'genuinely referring’ and being ‘approximately true’. However the latter is understood, I take it that a rea lis t w o u ld  never w a n t to say th a t a  

theory w as ap p ro x im ate ly  true i f  its ce n tra l th eo re tica l term s fa ile d  to refer. If there were nothing like genes, then a genetic theory, no matter how well confirmed it was, would not be approximately true. If there were no entities similar to atoms, no atomic theory could be approximately true; if there were no sub-atomic particles, then no quantum theory of chemistry could be approximately true. In short, a necessary condition—especially for a scientific realist—lor a theory being close to the truth is that its central explanatory terms genuinely refer. (An in stru m en ta lis t, of course, could countenance the weaker claim that a theory was approximately true so 
long as its directly testable consequences were close to the observable values. But as I argued above, the realist must take claims about approxi­mate truth to refer alike to the observable and the deep-structural dimen­sions of a theory.)Now, what the history of science offers us is a plethora of theories which were both successful and (so far as we can judge) non-referential with respect to many of their central explanatory concepts. I discussed earlier one specific family of theories which fits this description. Let me add a few more prominent examples to the list:

■ the crystalline spheres of ancient and medieval astronomy;
■ the humoral theory of medicine;
■ the effluvial theory of static electricity;
■ ‘catastrophist’ geology, with its commitment to a universal (Noachian) deluge;
■ the phlogiston theory of chemistry;
■ the caloric theory of heat;
■ the vibratory theory of heat;
■ the vital force theories of physiology;
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■  the electromagnetic aether;
■  the optical aether;
■  the theory of circular inertia;
■  theories of spontaneous generation.

This list, which could be extended ad nauseam, involves in every case a 
theory which was once successful and well confirmed, lint which con­
tained central terms which (we now believe) were non-referring. Anyone 
who imagines that the theories which have been successful in the history 
of science have also been, with respect to their central concepts, genuinely 
referring theories has studied only the more ‘whiggish’ versions of the 
history of science (i.e., the ones which recount only those past theories 
which are referentially similar to currently prevailing ones).

It is true that proponents of CER sometimes hedge their bets by sug­
gesting that their analysis applies exclusively to ‘the mature sciences’ (e.g., 
Putnam and Krajewski). This distinction between mature and immature 
sciences proves convenient to the realist since he can use it to dismiss any 
prima facie counter-example to the empirical claims of CER on the 
grounds that the example is drawn from an ‘immature’ science. But this 
insulating maneuvre is unsatisfactory in two respects. In the first place, it 
runs the risk of making CER vacuous since these authors generally define 
a mature science as one in which correspondence or limiting case rela­
tions obtain invariably between any successive theories in the science once 
it has passed ‘the threshold of maturity’. Krajewski grants the tautological 
character of this view when he notes that “the thesis that there is [corre­
spondence] among successive theories becomes, indeed, analytical’’ (1977, 
p. 91). Nonetheless, he believes that there is a version of the maturity 
thesis which “may be and must be tested by the history of science”. That 
version is that “every branch of science crosses at some period the thresh­
old of maturity”. But the testability of this hypothesis is dubious at best. 
There is no historical observation which could conceivably refute it since, 
even if we discovered that no sciences yet possessed ‘corresponding’ the­
ories, it could be maintained that eventually every science will become 
corresponding. It is equally difficult to confirm it since, even if we found 
a science in which corresponding relations existed between the latest the­
ory and its predecessor, we would have no way of knowing whether that 
relation will continue to apply to subsequent changes of theory in that 
science. In other words, the much-vaunted empirical testability of realism 
is seriously compromised by limiting it to the mature sciences.

But there is a second unsavory dimension to the restriction of CER 
to the ‘mature’ sciences. The realists’ avowed aim, after all, is to explain 
why science is successful: that is the ‘miracle’ which they allege the non­
realists leave unaccounted for. The fact of the matter is that parts of sci­
ence, including many ‘immature’ sciences, have been successful for a very
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long time; indeed, many of the theories I alluded to above were empiri­cally successful by any criterion I can conceive of (including fertility, in­tuitively high confirmation, successful prediction, etc.). If the realist restricts himself to explaining only how the ‘mature’ sciences work (and recall that very few sciences indeed are yet ‘mature’ as the realist sees it), then he will have completely failed in his ambition to explain why science in general is successful. Moreover, several of the examples I have cited above come from the history of mathematical physics in the last century (e.g., the electromagnetic and optical aethers) and, as Putnam himself concedes, “physics surely counts as a ‘mature’ science if any science does” (1978, p. 21). Since realists would presumably insist that many of the central terms of the theories enumerated above do not genuinely refer, it follows that none of those theories could be approximately true (recalling that the former is a necessary condition for the latter). Accordingly, cases of this kind cast very grave doubts on the plausibility of (T2), i.e., the claim that nothing succeeds like approximate truth.I daresay that for every highly successful theory in the past of science which we now believe to be a genuinely referring theory, one could find half a dozen once successful theories which we now regard as substantially non-referring. If the proponents of CER are the empiricists they profess to be about matters epistemological, cases of this kind and this frequency should give them pause about the well-foundedness of (T2).But we need not limit our counter-examples to non-referring theories. There were many theories in the past which (so far as we can tell) were both genuinely referring and empirically successful which we are none­theless loath to regard as approximately true. Consider, for instance, vir­tually all those geological theories prior to the 1960s which denied any lateral motion to the continents. Such theories were, by any standard, highly successful (and apparently referential); but would anyone today be prepared to say that their constituent theoretical claims—committed as they were to laterally stable continents—are almost true? Is it not the fact of the matter that structural geology was a successful science between (say) 1920 and 1960, even though geologists were fundamentally mistaken about many—perhaps even most—of the basic mechanisms of tectonic construction? Or what about the chemical theories of the 1920s which assumed that the atomic nucleus was structurally homogenous? Or those chemical and physical theories of the late 19th century which explicitly assumed that matter was neither created nor destroyed? I am aware of no sense of approximate truth (available to the realist) according to which such highly successful, but evidently false, theoretical assumptions could be regarded as ‘truthlike’.More generally, the realist needs a riposte to the prim a fac ie plausible claim that there is no necessary connection between increasing the ac­curacy of our deep-structural characterizations of nature and improve­ments at the level of phenomenological explanations, predictions and
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manipulations. It seems entirely conceivable intuitively that the theoretical 
mechanisms of a new theory, T2, might be closer to the mark than those 
of a rival T, and yet T, might be more accurate at the level of testable 
predictions. In the absence of an argument that greater correspondence at 
the level of unobservable claims is more likely than not to reveal itself in 
greater accuracy at the experimental level, one is obliged to say that the 
realist’s hunch that increasing deep-structural fidelity must manifest it­
self pragmatically in the form of heightened experimental accuracy has 
yet to be made cogent. (Equally problematic, of course, is the inverse 
argument to the effect that increasing experimental accuracy betokens 
greater truthlikeness at the level of theoretical, i.e., deep-structural, com­
mitments.)’5 . . .

The Realists’ Ultimate ‘Petitio Principii’

It is time to step back a moment from the details of the realists’ argument 
to look at its general strategy. Fundamentally, the realist is utilizing, as we 
have seen, an abductive inference which proceeds from the success of 
science to the conclusion that science is approximately true, verisimilar, 
or referential (or any combination of these). This argument is meant to 
show the sceptic that theories are not ill-gotten, the positivist that theories 
are not reducible to their observational consequences, and the pragmatist 
that classical epistemic categories (e.g., ‘truth’, ‘falsehood’) are a relevant 
part of meta-scientific discourse.

It is little short of remarkable that realists would imagine that their 
critics would find the argument compelling. As I have shown elsewhere 
(1978), ever since antiquity critics of epistemic realism have based their 
scepticism upon a deep-rooted conviction that the fallacy of affirming the 
consequent is indeed fallacious. When Sextus or Bellarmine or Hume 
doubted that certain theories which saved the phenomena were warrant­
able as true, their doubts were based on a belief that the exhibition that 
a theory had some true consequences left entirely open the truth-status of 
the theory. Indeed, many non-realists have been non-realists precisely be­
cause they believed that false theories, as well as true ones, could have 
true consequences.

Now enters the new breed of realist (e.g., Putnam, Boyd and Newton- 
Smith) who wants to argue that epistemic realism can reasonably be pre- *

* The section that follows in Laudan’s original paper—“6. Confusions about Con­
vergence and Retention”—has been omitted. In it, Laudan criticizes abductive 
arguments for realism of sort II, namely those that conclude that (probably) earlier 
theories in a mature science are approximately true and their ternis refer because 
later, more successful theories in the science preserve those earlier theories as 
limiting cases.
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sumed to be true by virtue of the fact that it has true consequences. But 
this is a monumental case of begging the question. The non-realist refuses 
to admit that a scientific theory can be warrantedly judged to be true simply 
because it has some true consequences. Such non-realists are not likely to 
be impressed by the claim that a philosophical theory like realism can be 
warranted as true because it arguably has some true consequences. If non­
realists are chary about first-order abductions to avowedly true conclusions, 
they are not likely to be impressed by second-order abductions, particularly 
when, as I have tried to show above, the premises and conclusions are so 
indeterminate.

But, it might be argued, the realist is not out to convert the intransi­
gent sceptic or the determined instrumentalist.14 He is perhaps seeking, 
rather, to show that realism can be tested like any other scientific hypoth­
esis, and that realism is at least as well confirmed as some of our best 
scientific theories. Such an analysis, however plausible initially, will not 
stand up to scrutiny. I am aware of no realist who is willing to say that a 
scientific theory can be reasonably presumed to be true or even regarded 
as well confirmed just on the strength of the fact that its thus far tested 
consequences are true. Realists have long been in the forefront of those 
opposed to ad hoc and post hoc theories. Before a realist accepts a scientific 
hypothesis, he generally wants to know whether it has explained or pre­
dicted more than it was devised to explain; he wants to know whether it 
has been subjected to a battery of controlled tests; whether it has success­
fully made novel predictions; whether there is independent evidence for 
it.

What, then, of realism itself as a ‘scientific’ hypothesis?15 Even if we 
grant (contrary to what I argued in section 4) that realism entails and thus 
explains the success of science, ought that (hypothetical) success warrant, 
by the realist’s own construal of scientific acceptability, the acceptance of 
realism? Since realism was devised in order to explain the success of sci­
ence, it remains purely a d  h o c  with respect to that success. If realism has 
made some novel predictions or been subjected to carefully controlled 
tests, one does not learn about it from the literature of contemporary re­
alism. At the risk of apparent inconsistency, the realist repudiates the in­
strumentalist’s view that saving the phenomena is a significant form of 
evidential support while endorsing realism itself on the transparently in­
strumentalist grounds that it is confirmed by those very facts it was in­
vented to explain. No proponent of realism has sought to show that realism 
satisfies those stringent empirical demands which the realist himself min­
imally insists on when appraising scientific theories. The latter-day realist 
often calls realism a ‘scientific’ or ‘well-tested’ hypothesis, but seems cu­
riously reluctant to subject it to those controls which he otherwise takes 
to be a s in e  q u a  n o n  for empirical well-foundedness.
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8 | Conclusion

The arguments and cases discussed above seem to warrant the following 
conclusions:

1 The fact that a theory’s central terms refer does not entail that it 
will be successful; and a theory’s success is no warrant for the claim 
that all or most of its central terms refer.

2 The notion of approximate truth is presently too vague to permit 
one to judge whether a theory consisting entirely of approximately 
true laws would be empirically successful; what is clear is that a 
theory may be empirically successful even if it is not approximately 
true.

3 Realists have no explanation whatever for the fact that many theo­
ries which are not approximately true and whose ‘theoretical’ terms 
seemingly do not refer are nonetheless often successful.

4 The convergentist’s assertion that scientists in a ‘mature’ discipline 
usually preserve, or seek to preserve, the laws and mechanisms of 
earlier theories in later ones is probably false; his assertion that 
when such laws are preserved in a successful successor, we can 
explain the success of the latter by virtue of the truthlikeness of the 
preserved laws and mechanisms, suffers from all the defects noted 
above confronting approximate truth.

5 Even if it could be shown that referring theories and approximately 
true theories would be successful, the realists’ argument that suc­
cessful theories are approximately true and genuinely referential 
takes for granted precisely what the non-realist denies (namely, that 
explanatory success betokens truth).

6 It is not clear that acceptable theories either do or should explain 
why their predecessors succeeded or failed. If a theory is better 
supported than its rivals and predecessors, then it is not epistemi- 
cally decisive whether it explains why its rivals worked.

7 If a theory has once been falsified, it is unreasonable to expect that 
a successor should retain either all of its content or its confirmed 
consequences or its theoretical mechanisms.

8 Nowhere has the realist established—except by fiat—that non-realist 
epistemologists lack the resources to explain the success of science.

With these specific conclusions in mind, we can proceed to a more 
global one: it is not yet established—Putnam, Newton-Smith and Boyd 
notwithstanding—that realism can explain any part of the success of sci­
ence. What is very clear is that realism cannot, even by its own lights, 
explain the success of those many theories whose central terms have evi-
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d e n t ly  n o t  r e fe r r e d  a n d  w h o s e  t h e o r e t i c a l  la w s  a n d  m e c h a n i s m s  w e r e  n o t  
a p p r o x im a t e ly  tr u e . T h e  in e s c a p a b le  c o n c l u s i o n  is th a t  in s o fa r  a s  m a n y  
r e a lis ts  a re  c o n c e r n e d  w it h  e x p la in in g  h o w  s c i e n c e  w o r k s  a n d  w it h  a s s e s s ­
in g  t h e  a d e q u a c y  o f  t h e ir  e p i s t e m o l o g y  b y  th a t  s ta n d a r d , t h e y  h a v e  th u s  
far f a i l e d  to  e x p la in  v e r y  m u c h .  T h e i r  e p i s t e m o l o g y  is c o n f r o n t e d  b y  a n o m ­
a l i e s  w h ic h  s e e m  b e y o n d  its  r e s o u r c e s  to  g r a p p le  w it h .

It is  im p o r t a n t  to  g u a r d  a g a in s t  a p o s s ib le  m is in t e r p r e t a t io n  o f  th is  
e s sa y . Nothing  I h a v e  s a id  h e r e  r e fu te s  t h e  p o s s ib i l i t y  in  p r in c ip le  o f  a  
r e a l is t ic  e p i s t e m o l o g y  o f  s c i e n c e .  T o  c o n c l u d e  as m u c h  w o u ld  b e  to  fa ll  
p r e y  to  t h e  s a m e  in f e r e n t ia l  p r e m a t u r it y  w it h  w h ic h  m a n y  r e a lis ts  h a v e  
r e j e c t e d  in  p r i n c ip le  t h e  p o s s ib i l i t y  o f  e x p la in in g  s c i e n c e  in  a n o n - r e a l i s t  
w a y . M y  ta sk  h e r e  is , r a th e r , th a t  o f  r e m in d in g  o u r s e lv e s  th a t  t h e r e  is a 
d i f f e r e n c e  b e t w e e n  w a n t in g  to  b e l i e v e  s o m e t h in g  a n d  h a v in g  g o o d  r e a s o n s  
fo r  b e l i e v in g  it. A l l  o f  u s  w o u ld  l ik e  r e a l is m  to  b e  tr u e ; w e  w o u ld  l ik e  to  
t h in k  th a t  s c i e n c e  w o r k s  b e c a u s e  it  h a s  g o t  a g r ip  o n  h o w  t h in g s  r e a lly  
a r e . B u t  s u c h  c l a i m s  h a v e  y e t  to  b e  m a d e  o u t . G iv e n  t h e  present  s ta te  o f  
t h e  a rt, it  c a n  o n ly  b e  w is h  f u l f i lm e n t  th a t  g iv e s  r ise  to  t h e  c l a i m  th a t  
r e a l is m , a n d  r e a l is m  a lo n e ,  e x p la in s  w h y  s c i e n c e  w o r k s .16

■ | Notes

1. Putnam, evidently following Boyd, sums up (R l) to (RB) in these words:
“1) Terms in a mature science typically refer.
2) The laws of a theory belonging to a mature science are typically approx­

imately true . . .  I will only consider [new] theories . . . which have this 
property— [they] contain the [theoretical] laws of [their predecessors] as a lim iting
case” (1978, pp. 20-21).

2. Putnam insists, for instance, that if the realist is wrong about theories being 
referential, then “the success of science [is] a miracle". (Putnam 1975, p. 73).

3. Boyd remarks: “scientific realism offers an explanation for the legitimacy of 
ontological commitment to theoretical entities” (Putnam 1978, note 2, p. 20). It 
allegedly does so by explaining why theories containing theoretical entities work 
so well: because such entities genuinely exist. [The quotation is from Bovd's (un­
published) “Realism and Scientific Epistemology.”]

4. W hether one utilizes Putnam's earlier or later versions of realism is irrelevant 
for the central arguments of this essay.

5 See also p. 3: "experimental evidence for a theory is evidence for the truth of 
even its non-observational laws”. See also (Sellars 1963, p. 97).

6. A caveat is in order here. Even i f  all the central terms in some theory refer, it 
is not obvious that every rational successor to that theory must preserve all the 
referring terms of its predecessor. One can easily imagine circumstances when the 
new theory is preferable to the old one even though the range of application of 
the new theory is less broad than the old. W hen the range is so restricted, it may
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well be entirely appropriate to drop reference to some of the entities which figured 
in the earlier theory.

7. For Putnam and Boyd both “it will be a constraint on T2 [i.e., any new theory 
in a domain] . . . that Tz must have this property, the property that from its 
standpoint one can assign referents to the terms of T, [i.e., an earlier theory in the 
same domain].” (Putnam 1978, p. 22). For Boyd, see (1973, p. 8): “new theories 
should, prima facie, resemble current theories with respect to their accounts of 
causal relations among theoretical entities”.

8. For just a small sampling of this view, consider the following: “The claim of a 
realist ontology of science is that the only way of explaining why the models of 
science function so successfully . . .  is that they approximate in some way the 
structure of the object” (M cM ullin 1970, pp. 63-64 ); “the continued success [of 
confirmed theories] can be explained by the hypothesis that they are in fact close 
to the truth . . .” (Niiniluoto 1980, p. 448); the claim that “the laws of a theory 
belonging to a mature science are typically approximately true . . . [provides] an 
explanation of the behavior of scientists and the success of science” (Putnam 1978, 
pp. 20-21). Smart, Sellars, and Newton-Smith, among others, share a similar view.

9. Although Popper is generally careful not to assert that actual historical theories 
exhibit ever increasing truth content (for an exception, see his (1963, p. 220)), 
other writers have been more bold. Thus, Newton-Smith writes that “the histori­
cally generated sequence of theories of a mature science is a sequence in which 
succeeding theories are increasing in truth content without increasing in falsity 
content.” [See Newton-Smith 1981, p. 184. Laudan is quoting from a draft of 
Newton-Smith’s book, the wording of which differs from the published version ]

10. O 11 the more technical side, Niiniluoto has shown that a theory’s degree of 
corroboration co-varies with its “estimated verisim ilitude” (1977, pp. 121-147 and 
1980). Roughly speaking, estimated truthlikeness’ is a measure of how closely (the 
content of) a theory corresponds to what we take to be the best conceptual systems 
that we so far have been able to find (1980, pp. 443ff.). If Niiniluoto’s measures 
work, it follows from the above-mentioned co-variance that an em pirically suc­
cessful theory will have a high degree of estimated truthlikeness. But because 
estimated truthlikeness and genuine verisimilitude are not necessarily related (the 
former being parasitic on existing evidence and available conceptual systems), it 
is an open question whether—as Niiniluoto asserts—the continued success of 
highly confirmed theories can be explained by the hypothesis that they in fact are 
close to the truth at least in the relevant respects. Unless I am mistaken, this remark 
of his betrays a confusion between ‘true verisimilitude’ (to which we have no 
epistemic access) and ‘estimated verisimilitude’ (which is accessible but 11011- 
epistemic).

11. Newton-Smith claims that the increasing predictive success of science through 
time “would be totally mystifying . . .  if it were not for the fact that theories are 
capturing more and more truth about the world” (Newton-Smith 1981, p. 196).

12. 1 must stress again that I am not denying that there may be a connection 
between approximate truth and predictive success. I am only observing that until 
the realists show us what that connection is, they should be more reticent than 
they are about claim ing that realism can explain the success of science.
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13. A non-realist might argue that a theory is approximately true just in case all 
its observable consequences are true or within a specified interval from the true 
value. Theories that were “approximately true” in this sense would indeed be 
demonstrably successful. But the realist’s (otherwise commendable) commitment 
to taking seriously the theoretical claims of a theory precludes him from utilizing 
any such construal of approximate truth, since he wants to say that the theoretical 
as well as the observational consequences are approximately true

14. I owe the suggestion of this realist response to Andrew Lugg.

15. I find Putnam’s views on the em pirical’ or ‘scientific’ character of realism 
rather perplexing. At some points, he seems to suggest that realism is both empir­
ical and scientific. Thus, he writes: “If realism is an explanation of this fact 
[namely, that science is successful], realism must itself be an over-arching scientific 
hypothesis”  (1978, p. 19). Since Putnam clearly maintains the antecedent, he 
seems committed to the consequent. Elsewhere he refers to certain realist tenets 
as being “our highest level empirical generalizations about knowledge” (p. 37). 
He says moreover that realism “could be false”, and that “facts are relevant to its 
support (or to criticizing it)” (pp. 78-79). Nonetheless, for reasons he has not 
made clear, Putnarn wants to deny that realism is either scientific or a hypothesis 
(p. 79). How realism can consist of doctrines which 1) explain facts about the 
world, 2) are empirical generalizations about knowledge, and 3) can be confirmed 
or falsified by evidence and yet be neither scientific nor hypothetical is left opaque.

16. I am indebted to all of the following for clarifying my ideas on these issues 
and for saving me from some serious errors: Peter Achinstein, Richard Burian, 
Clark Glymour, Adolf Griinbaum, Gary Gutting, Allen Janis, Lorenz Kruger, 
James Lennox, Andrew Lugg, Peter Machamer, Nancy M aull, Email M cM ullin , 
Ilkka Niiniluoto, Nicholas Reseller, Ken Schaffner, John Worrall, Stephen 
Wykstra.
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J a m e s  R o b e r t  B r o w n

Explaining the Success 
o f Science

Karl Popper has steadfastly held that the success of science is not to be explained; it is a miracle. . . [N]o theory of knowledge’, he says, ‘should attempt to explain why we are successful in our attempts to explain things.’1 And even though ‘. . . science has been miraculously successful . . as he puts it, ‘[t]his strange fact cannot be explained.’2 Consistency with his other views requires him, no doubt, to disavow any presupposition that a scientific theory is likely to be true. Yet explanations of the success of science often make that very assumption; a theory’s success is explained by assuming that the theory is tm e. Hence Popper’s quandary. But throw­ing up our hands in despair or embracing miracles seem neither the heroic nor the reasonable thing to do. I have nothing heroic to offer by way of accounting for the success of science either, but I will try a moderately reasonable stab at it. My proposal, however, will not be all that different from Popper’s point of view.Before proceeding further, something should be said about the term ‘success’. There are several ways in which science is an overachiever: Its technological accomplishments are undeniable: it’s very handy for build­ing bridges and curing diseases. It is a glorious entertainer: many of us would rather curl up in bed with a good piece of popular physics than with any novel. And science has also been a great success at extracting tax dollars from us all. (I do not say that cynically; I would gladly pay more.)By calling science successful I do not mean that everything that is called science is successful, only that many presently accepted theories are. And by calling these theories successful I simply mean that
1 They are able to organize and unify a great variety of known phenomena.

F r o m  Ratio 21 (1985): 49-66.
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2 This ability to systematize the empirical data is more extensive now than it was for previous theories.3 A statistically significant number of novel predictions pan out; thatis, our theories get more predictions right than mere guessing would allow.
This, I think, is roughly what is involved in the normal use of the phrase ‘the success of science’, and I am simply following tradition here. At any rate these are the senses of success that I shall be dealing with. Even though they are common ingredients, they are not, however, always clearly distinguished by writers on this topic.Before getting on to the main arguments I should also make the real motivation clear. Few concerned with this question care why science is successful p er se. What they really care about are the ontological conse­quences of the various explanations. Realists, for example, think that if they can explain the success of a theory by appeal to the tru th (or ap­proximate truth) of that theory, then the ontological issue will be decided in their favour. Anti-realists, on the other hand, propose rival accounts which they see as ontologically innocuous. Since what is really at stake is the ontological question, it is best if I set the stage in terms of realists vs anti-realists.

■ | Miracles, Darwin, and ‘The Truth’

The thing to be explained is the success of science and the way realists often explain this fact is by claiming that theories are true, or at least approximately true, and that any conclusion deduced from true premisses must itself be true. So the assumption that theories are (approximately) true explains the success of those theories. Realism, as Hilary Putnam puts it, is the only explanation which doesn’t make the success of science a miracle. J. J. C. Smart states the case this way:
If the phenomenalist about theoretical entities is correct, we must believe in 
a cosmic coincidence. That is, if this is so, statements about electrons, etc., are 
of only instrumental value: they simply enable us to predict phenomena 011 

the level of galvanometers and cloud chambers. They do nothing to remove 
the surprising character of these phenomena. . . .  Is it not odd that the phe­
nomena of the world should be such as to make a purely instrumental theory 
true? On the other hand, if we interpret a theory in a realist way, then we 
have no need for such a cosmic coincidence: it is not surprising that galva­
nometers and cloud chambers behave in the sort of way they do, for if there 
really are electrons, etc., this is just what wc should expect. A lot of surprising 
facts no longer seem surprising.’



We can reconstruct the argument which lies buried in this passage in the way which makes it seem quite reasonable and convincing.
1 Conclusion O can be deduced from theory T.2 O is observed to be the case.3 If T is true then the argument for O is soun d and so O h a d  to be true.4 If T is false then the argument for O is m erely v a lid  and the prob­ability of the arbitrary consequence O being true is very small. (I.e., it would be a miracle if O were true.)
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.'. The argument for O is probably sound..'. T is probably true. (That is, even T’s theoretical statements are probably true,)
This argument uses the realist’s explanation of the success of science to draw ontological morals. Let us contrast it with the rival Darwinian view of some anti-realists. The latter goes something like this: Just as there are a great many species struggling for existence, so too, a great many theories have been proposed. And just as species which are not adapted to their environment become extinct, so too, theories which are not making true observational predictions are dropped. The belief that our theories might be true, or even approximately true, is an illusion. It is similar to the illusion that Darwin undermined, that species are evolving tow ard  some 
go a l. Van Fraassen, to pick the most prominent recent anti-realist, gives a Darwinian account of the success of science in The Scien tific  Image:

I can b e s t  m a k e  t h e  p o i n t  b y  c o n t r a s t i n g  t w o  a c c o u n t s  o f  t h e  m o u s e  w h o  r u n s  
f r o m  its e n e m y ,  t h e  ca t .  S t . A u g u s t i n e  . . . p r o v i d e d  a n  i n t e n t i o n a l  e x p l a n a t i o n :  
t h e  m o u s e  perceives that t h e  c a t  is its e n e m y ,  h e n c e  t h e  m o u s e  r u n s .  W h a t  
is p o s t u l a t e d  h e r e  is t h e  ‘a d e q u a c y ’ o f  t h e  m o u s e ’s t h o u g h t  to  t h e  o r d e r  o f  
n a t u r e :  t h e  r e l a t i o n  o f  e n m i t y  is c o r r e c t l y  r e f l e c t e d  in  h i s  m i n d .  B u t  t h e  
D a r w i n i s t  says: D o  n o t  a sk  w h y  t h e  mouse r u n s  f r o m  its e n e m y .  S p e c i e s  w h i c h  
d i d  n o t  c o p e  w i t h  t h e i r  n a t u r a l  e n e m i e s  n o  l o n g e r  ex is t.  T h a t  is w h y  t h e r e  
a r e  o n l y  o n e s  w h o  d o .

And so, continues van Fraassen:
I n  j u s t  t h e  s a m e  w a y ,  I c l a i m  t h a t  t h e  s u c c e s s  o f  c u r r e n t  s c i e n t i f i c  t h e o r i e s  is 
n o  m i r a c l e .  It  is n o t  e v e n  s u r p r i s i n g  to  t h e  s c i e n t i f i c  ( D a r w i n i s t )  m i n d .  F o r  
a n y  s c i e n t i f i c  t h e o r y  is b o r n  i n t o  a l ife  o f  f i e r c e  c o m p e t i t i o n ,  a  j u n g l e  r e d  in  
t o o t h  a n d  c l a w .  O n l y  t h e  s u c c e s s f u l  t h e o r i e s  s u r v i v e — t h e  o n e s  w h i c h  in fact 

l a t c h e d  o n  to  a c t u a l  r e g u l a r i t i e s  i n  n a t u r e .4

‘Truth’ plays no iole at all in the success of science for the Darwinian anti-realist. Yet for the realist it is the central explanatory factor. So here
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we have the two main contenders, but could either of these explanations of the success of science be right?

■ | The Darwinian Answer

I characterized the success of science as having three ingredients. Van Fraassen’s Darwinian explanation seems to account for two of these fea­tures, but not the third. He has an apparently adequate answer to the two questions, Why do theories get so much right?, and Why do newer theories get more right than the ones we have tossed out? The simple answer is that we have tossed out any theory which didn’t organize, unify, and gen­erally get a lot right; and we have tossed out theories which have done less well, comparatively, than others.The third question seems to be still unanswered. Why do our theories make correct predictions more often than one could expect on the basis of mere chance? Here the Darwinian analogy breaks down since most species could not survive a radical change of environment, the analogue of the novel prediction.There is also a more general problem with this Darwinian approach. It is a problem which stems from the empiricism of the anti-realists. An implicit assumption is that rational choice and success go hand in hand. O11 this assumption it is not surprising that science is successful in senses (1) and (2) since we choose theories, says the empiricist, on that very basis. This, I think, is not so. Success, as characterised by the anti-realist, is a totally empirical notion. But in reality theories are rationally evaluated on the basis of several other considerations besides empirical factors. I don’t wish to argue here for any in particular, but let us suppose that conceptual, metaphysical, and aesthetic concerns play a role in actual theory choice. Consequently, it is not a trivial analytic truth that the rational thing to believe is also the most successful. Anyone who is not an extreme empir­icist must concede that it is quite possible that the most rationally accept­able theory is not the most successful theory.So even the Darwinian answers to (1) and (2) which above I tenta­tively conceded to be adequate are, in fact, not adequate after all. And(3), of course, remains entirely unexplained. The Darwinian account, linked to an empiricist methodology, yields a plausible account of two of the three aspects of success, but unlinked from this untenable methodol­ogy, it accounts for nothing.
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■ | Realism and Reference

A belief common to scientific realists is that the succession of theories is 
getting closer to the truth. This belief may well be true (I hope it is), but 
it is often tied to a doctrine that says that the central terms of one theory 
refer to the same things as the central terms of its successor and prede­
cessor theories. Moreover, the intuitive idea of getting-closer-to-the-truth 
will itself need fleshing out in the form of an explicit doctrine of veri­
similitude. Unfortunately, there are terrible problems with both of these. 
Beliefs about the constancy of reference run afoul of the history of science, 
and the concept of verisimilitude is plagued with technical problems. 
Even a cursory glance at the past suggests that there is no royal road to 
the truth such as that implied by the convergence picture, and every ex­
plication of verisimilitude so far proposed has been a crashing failure.

Let’s look at things now in some detail. Putnam gives a forthright 
version of the realist’s explanation of the success of science in the following 
passage:

The positive argument for realism is that it is the only philosophy that doesn’t 
make the success of science a miracle. That terms in mature theories typically 
refer (this formulation is due to Richard Boyd), that the theories accepted in 
a mature science are typically approximately true, that the same term can 
refer to the same thing even when it occurs in different theories—these state­
ments are viewed by the scientific realist not as necessary truths but as part 
of the only scientific explanation of the success of science, and hence as part 
of any adequate scientific description of science and its relations to its 
objects.’

In the next section I will examine the idea that mature theories are 
‘typically approximately true’ by looking at Newton-Smith’s views since 
they are much more developed than Putnam’s. This section will be de­
voted solely to examining the claim that ‘terms in mature theories typically 
refer’. Let us begin by looking at a very simple theory:

T,: JRB went to Dubrovnik in April.

For the sake of the argument, let us suppose that it is quite a successful 
theory (there were reports of his being seen there, etc.) and that all the 
terms in it refer. Is the fact that all the terms refer sufficient to explain 
why the theory is successful? The simplest consideration completely un­
dermines this supposition. The following theory is very unsuccessful:

T2: JRB did not go to Dubrovnik in April.
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Yet all the terms just as surely refer.
Not all counter-examples are so artificial; historical illustrations of the 

problem abound. Consider the succession of atomistic theories; some were 
successful, but many were not. So clearly, having the term ‘atom’ in the 
theory does not lead to success even though (wc believe) the term atom’ 
refers.

Reference is not sufficient for success, but is it necessary’? This, too, 
seems most unlikely. Phlogiston theories, caloric theories, aether theories, 
and numerous others have all had a definite heyday, yet by our present 
best guesses the central terms of these theories do not refer.

In the Putnam-Boyd explanation of the success of science there is a 
caveat. The term ‘typically’ is used; ‘terms typically refer’ and theories are 
‘typically approximately true’. This seems to leave one free to dismiss the 
occasional example such as phlogiston or caloric as a tolerable aberration. 
It would then appear to be a question of degree and consequently the 
historical case for or against this sort of realism is going to be rather dif­
ficult to establish.

One could seriously doubt that the historical cases will come out the 
way they expect, that is, with successful theories ty'pically having terms 
which refer. But even if this should be the case with almost every theory, 
there still remains one great problem. A single example of a successful 
theory with at least one term which does not refer must count as a miracle. 
Thus, the success of the caloric theory of heat, by the lights of Putnam 
and Boyd, must rank with the raising of Lazarus from the dead. And what 
Priestly achieved with his phlogiston theory was no less an amazing feat 
than if he had turned water into wine. By weakening the claim to just 
saying that reference is typical, easy counter-examples drawn from the 
history of science might be avoided. But the cost is impossibly high: every 
untypical example is a miracle.

■ I Realism and Verisimilitude

It is time now to look at the other key idea in the Putnam-Boyd expla­
nation of the success of science, the idea that theories are ‘typically ap­
proximately true’. Unfortunately, neither Putnam nor Bovd have bothered 
to unpack this notion, so I will examine the similar but rather more de­
veloped views of William Newton-Smith instead.

Newton-Smith’s approach to verisimilitude is a ‘transcendental’ one 
as he puts it. He too is looking for an explanation of what he sees is an 
undeniable fact: science has made progress. And how has this remarkable 
achievement come about? His realist answer is disarmingly simple: If our 
theories were getting closer to the truth then this is exactly what we should 
expect/’
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To maintain a doctrine of increasing verisim ilitude, or truth-likeness, 
is to maintain that the succession of past theories, up to the present, have 
been getting c lo ser  to the truth. There may be several respects in which 
later theories are better than earlier ones; they may be better predictors, 
more elegant, technologically more fruitful. But the one respect the realist 
cares about most is veracity; later theories, it is hoped and claimed, are 
better in this regard. Verisimilitude is an intuitive notion that most people 
subscribe to; but it is extremely problematic. The most famous instance 
of trying to come to grips with it, namely Popper’s account, is a clear-cut 
failure. And unless someone is able to successfully explicate the notion 
soon, it is likely to have the same fate as such other intuitive notions as 
‘neutral observation’ and ‘simplicity’. It will be tossed on the junk pile of 
history.

There is one virtue of Newton-Smith’s account of verisimilitude 
which needs stressing. Constancy of reference across successive theories is 
not required. The kind of problems phlogiston, caloric, and the aether 
present for the convergence account of Putnam and Boyd have no bearing 
on Newton-Smith’s version. This is what makes his recent account inter­
esting, initially promising, and worthy of special attention.

Let me now focus on some of the details of his account of verisimil­
itude. What is required, as he sees it,7 is an analysis of the notion which 
will then justify the crucial premiss in his argument. That is, he must 
show that, on unpacking, the concept of verisimilitude yields this: An 
in crea se in verisim ilitude im plies the likeliness o f  an increase in observa­
tiona l su ccess. And he is quite right to worry about this, for in spite of its 
intuitive nature, we cannot count on the properties of truth carrying over 
for truth-likeness. The consequences of a true theory are true; but the 
consequences of a theory which is approximately true may not themselves 
be approximately true.

Before getting to his analysis of verisimilitude, we need to set the stage 
with Newton-Smith’s characterization of a few key notions. A th eory  is the 
deductive closure of the postulates and appropriate auxiliary hypotheses; 
an observational con seq u en ce  is a conditional, p —» q, where p is a state­
ment of the observable initial conditions and q the observable final con­
ditions; the consequences of a theory must be recursively enum erab le, (i.e., 
can be mechanically produced in a sequence. Newton-Smith does not 
defend this dubious condition.) A theory d ecid es  p if it implies either p or 
its negation. The con ten t of a theory is a fairly technical notion, but we 
can say roughly that a theory has more content than another if it decides 
more sentences. Since typically both will decide infinitely many sentences 
some technical complications in the definition are required. Imagine two 
theories, T, and T2, with their consequences recursively enumerated. The 
nth member of the sequence generated from Tj either will or will not be 
decided by T ; . We are to determine which it is. (Newton-Smith fails to 
note that given Church’s theorem, this is not going to be generally pos-
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sible.) This process is generalized and finally we are able to form the 
appropriate ratio from the sentences decided by the two theories. In this 
way Newton-Smith is able to define which theory has the greater content, 
and he is able to do so in a manner which seems to capture our intuitive 
requirements. Of course, the definition is based on an infinite sequence, 
but for practical purposes, greater content could be determined after a 
large, but finite, number of sentences have been examined.

The last important notion is that of re lative truth. Consider again the 
theories T, and T2 with their consequences enumerated recursively. After 
n terms there will be a number of truths and a number of falsehoods for 
each. The ratio of these numbers is the truth ratio. We then pick a third 
theory T , to appraise the truth values of the sentences in the sequence 
generated by T , and T 2. (T , could be either from a God’s eye point of 
view or it could be our presently held theory.) Newton-Smith then defines 
T 2 as having g r e a t e r  truth re la t ive  to T3 than T, has, if and only if the 
infinite sequence of ratios, which give the ratio of truths in T , to the truths 
in T 2 as judged by reference to T 3, has a lim it greater than Vi* Now we 
come to the main idea:

T 2 h as g re a te r  v e r is im i l i tu d e  th an  T , i f  an d  o n ly  if  bo th : (1 ) th e  re la t iv e  
c o n te n t o f  T 2 is e q u a l to o r g re a te r  th a n  T , ;  (2 ) T 2 h as g re a te r  tru th  
r e la t iv e  to T , th a n  T , .8

So  th e  ro u g h  id e a  is th is : T o  h av e  m o re  v e r is im il itu d e  is to say  m o re  

ab o u t th e  w o rld  a n d  to sa y  m o re  tru e  th in g s  in  d o in g  so. D oes th is  so lve 

the in it ia l  p ro b le m  w h ic h  w as to  sh o w  th e  g r e a te r  v e r is im il itu d e  im p lie d  

the l ik e l ih o o d  o f  g r e a te r  o b se rv a t io n a l s u c c e s s ?  T h e  a n sw e r , says N ew to n - 

Sm ith , is y e s . H e re  is h is  a r g u m e n t : P ic k  a n  a rb it r a ry  s e n te n c e  fro m  T 2 

w h ich  w e  w il l  a s su m e  h a s  g r e a te r  v e r is im il i tu d e  th a n  T ; a c c o r d in g  to th e  

d e fin it io n . T h e  c h a n c e s  o f  i t  b e in g  tr u e , s in c e  it  c a m e  fro m  T 2, a r e  g r e a te r  

than th e  c h a n c e s  o f  so m e  a r b it r a r y  s e n t e n c e  w h ic h  c o m e s  fro m  T , b e in g  

true. A n d  s in c e  th e  s e t  o f  a rb it r a r y  s e n te n c e s  o f  T ,  in c lu d e  th e  o b se rv a ­

tional s e n te n c e s  it  fo llo w s  th a t  T z w il l  l ik e ly  h a v e  m o re  o b se rv a t io n a l 

successes.

T h is  a c c o u n t  o f  th e  n o t io n  o f  t r u th - l ik e n e s s  c e r t a in ly  h a s  its  a t t r a c ­

tions. It is  n o t o b v io u s ly  p la g u e d  w ith  th e  s a m e  p ro b le m s  w h ic h  b e s e t  

Popper’s a c c o u n t ;  i t  is  s im p le  a n d  e le g a n t ;  a n d  it  s a t is f ie s  s e v e r a l o f  o u r  

most b a s ic  in tu it io n s  a b o u t  th e  c o n c e p t . H o w e v e r , i t  s t i l l  s e e m s  to  b e  n o t 

en tire ly  s a t is f a c to r y , a s  a  n u m b e r  o f  c o n s id e r a t io n s  sh o w .

Is N e w to n - S m it h ’s e x p la n a t io n  g o o d  a t  a c c o u n t in g  fo r a l l  th r e e  s e n se s  

)f su c c e ss ?  N o t e n t i r e ly .  I t is  v e r y  g o o d  a t  a c c o u n t in g  fo r  (2 )  a n d  (3 ) .  B u t  

t d o esn ’t s a y  w h y  p r e s e n t  th e o r ie s  g e t  m u c h  r ig h t ; i t  is  p e r f e c t ly  c o m p a t ib le

There is an  erro r in  th is d e f in it io n , w h ic h  N ew to n -S m ith  has s in c e  co rrec ted , 
ee the sec tio n  “V e r is im ilitu d e  an d  S u c c e s s ” in  the co m m en ta ry  on  th is  ch ap te r .



with Newton-Smith’s theory that our present beliefs organize the data 
poorly and generally get very little right. His theory guarantees that our 
present scientific theories do better than our past theories, and he can also 
explain why present theories get more novel predictions right than mere 
chance would allow for. But there is still one important sense of success 
left unexplained.

Second, consider the following situation:
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The Truth: John is 180 cm tall. 
Theory!: John is 178 cm tall. 
Theory,: John is 179 cm tall.

These two theories say only one thing each. Intuitively, I think we should 
all agree that T: is closer to the truth. But on Newton-Smith’s account we 
cannot say this. The two theories are both totally and equally false. The 
reason for this is simply that Newton-Smith takes the appropriate measure 
to be a comparison of the true sentences with the false ones. Individual 
sentences are taken to be one or the other, and never something in be­
tween. Yet a proper theory of verisimilitude would, I think, take this into 
consideration. And it would have to in order to do full justice to the history 
of science. Consider a succession of mini-theories which are really about 
nothing more than the value of some physical constant, say, Planck’s con­
stant, the gravitational constant, or the magnetic moment of the electron. 
Progress in such a case would be a sequence of claims which are becom­
ing ever more accurate, though none as yet exactly right. Every claim as 
to what the value is would be false, yet surely it is correct to see this 
sequence as getting closer to the truth, if anything does.

A third problem that I see with Newton-Smith may be yet more se­
rious. Historical considerations make his requirement of increasing con­
tent in the definition of greater verisimilitude implausible. Any event in 
the history of science where the domain shrunk, and there are several of 
them, will stand as a counterexample. Newton-Smith’s requirement is that 
the later theory must have equal or greater content than the former. But 
this did not happen in the following example which most of us would 
likely consider a progressive move: Once there were theories which com­
bined astronomy and astrology together, then a transition was made to 
purely astronomical theories. The earlier theories which combined both 
astronomical and astrological claims obviously said more about the world, 
so the later astronomical theories had less content. However we charac­
terize truth-likeness, it must be compatible with such domain-shrinking 
transitions in the history of science. Newton-Smith’s account is not.
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■ I Is Hypothetico-Deductivism the Problem?

What about the style of Newton-Smith’s argument which links greater 
verisimilitude with the likelihood of greater observational success? Anti­
realists often decry the hypothetico-deductivc (H-D) form of inference. 
That is, they reject arguments which go:

Theory —» Observation 
Observation

(Probably) Theory

Given that they find H-D arguments unconvincing (claiming that it is a 
simple fallacy of affirming the consequent), why should anti-realists be 
persuaded to become realists by an argument that goes: Verisimilitude 
would explain greater observational success and there has been greater 
observational success; thus, there must be greater verisimilitude? The style 
is the same in both cases:

Greater verisimilitude —» Greater observational success 
Greater observational success

(Probably) Greater verisimilitude

The anti-realist will simply say that the question has been begged. 
Some of us may like Newton-Smith’s argument for verisimilitude and the 
realist approach in general, but then we already liked H-D inference. 
Laudan gives voice to this anti-realist sentiment when he writes:

. . . ever since antiquity critics of epistemic realism have based their scepticism 
upon a deep-rooted conviction that the fallacy of affirming the consequent is 
indeed fallacious. . . . Now enters the new breed of realist . . . who wants to 
argue that epistemic realism can reasonably Ire presumed to be true by virtue 
of the fact that it has true consequences. But this is a monumental case of 
begging the question.9

Can the blame for the failures to explain the success of science be 
pinned on H-D inference? At first glance the fight between realist and 
anti-realist over the success of science seems but a dressed up version of 
the old problem of induction. If there is no hope of solving that problem, 
then how can we hope to explain the success of science? The answer, I 
think, is that they are not really the same problem. If H-D reasoning were 
really the issue here it would be a problem for anti-realists too. But van
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Fraassen, a paradigm anti-realist, relies on H-D inference regularly, as he 
must for instance, in the following type of argument:

T is empirically adequate —» Observation O
Observation O

(Probably) T is empirically adequate.

Van Fraassen wants to go as little beyond the observable evidence as he 
can, but he does take some risks. He resists inferences to the truth but in 
accepting a theory as empirically adequate he recognizes the need for 
ampliative inference.

Similarly, Laudan, when he has his historian’s hat on, says the shift 
to the II-D style of inference with Hartley and LeSage was a great step 
forward in the history of methodology.10 Before their work, the Newtonian 
tradition of doing science was based on the famous dictum, hypotheses 
non fingo; theories were to be deduced from the phenomena. The intro­
duction of H-D [reasoning] in the 18th century marked a definite advance.

Anti-realists such as van Fraassen and Laudan are not sceptics about 
induction. They need and use inductive inference as much as realists do. 
If realists are committing a fallacy at the meta-level of explaining science, 
then so is everyone else (except perhaps Popper) at the theory level of 
explaining the world. But to give up inductive inference entirely, which 
neither realists nor anti-realists wish to do, is just to stop doing science at 
all.

There is, in fact, a range of possibilities here where one might be 
tempted to draw a line. Consider the following:

I Evidence E is true.
II Theory T is empirically adequate.
III The entities T posits exist.
IV T is true.

They are ordered in terms of decreasing probability, given evidence E. An 
inductive sceptic will, of course, accept I given E, but will go no further. 
Van Fraassen will accept the likes of II, given E, but resists III and IV. 
The niche between II and IV is interesting, though it is not a common 
position. Nancy Cartwright, for example, believes that there are electrons, 
but that the electron theory is false. (Her half realist/half anti-realist view 
is partly revealed in the title of her new book, How the Laws o f Physics 
Lie.")* The full-blooded realist is prepared in principle to accept IV. All 
of this makes it clear that there are anti-realist positions between full re-
* See Nancy Cartwright, “Do the Laws of Physics State the Facts?” in chapter 7.
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alism and inductive scepticism. The fight, contrary to Laudan, is not over 
the legitimacy of induction.

■ I The Truth Matters (A Little)

It is now time to take stock. By explaining success, remember, there are 
three things to be accounted for: (1) the fact that theories organize, unify, 
and generally account for a wide variety of phenomena. (2) Theories are 
getting better and better at this; they are progressing, and (3) a statistically 
significant number of their novel predictions are true. It is now time to 
stand back and see where we have gotten to.

(A) Well, for one thing, this attempt to account for the success of 
science is not just the problem of induction. So there is some hope of 
coming up with an answer. Realist explanations of success may well beg 
the question against that age old problem, but then we all (including the 
anti-realist) do that all the time. Induction, in principle, is not what is at 
issue here; rather it is a particular inductive inference that is being 
debated.

(B) The Darwinian account has no answer at all for (3), that is, for 
the fact that theories make novel predictions which are found to be true. 
It has an explanation of (1), the significant degree of empirical adequacy, 
and (2), the increasing degree of empirical adequacy over time, but it can 
explain these only by linking rational theory choice analytically to success. 
Since this is methodologically implausible, even the explanations of (1) 
and (2) are thus not acceptable. So the Darwinian account completely 
collapses; and quite possibly the hopes of the anti-realist to explain the 
success of science without appeals to truth also collapse. So the realist is 
now without a plausible rival.

(C) Let us turn now to the realist’s account of things. Explaining the 
second aspect of success (i.e., that the succession of theories is getting 
better and better at accounting for the phenomena) is probably the most 
popular approach. Leplin thinks it is the most promising12 and Newton- 
Smith, as we saw earlier, builds his doctrine of verisimilitude around it. 
Actually, it may be the least promising. The realist explanation of this 
sense of the success of science quite explicitly needs a theory of truthlike- 
ness, that is, it is entirely dependent on the in principle existence of some 
theory of verisimilitude. However, none is available. I criticized Newton- 
Smith above and other versions of the doctrine have not gone unscathed 
either. The historical record makes the prospects for one look rather dim. 
The whole notion of verisimilitude may have to go the way of, say, 
‘simplicity’.

(D) The third sense of success (i.c., the making of novel predictions) 
seems also to be promising. Predictions about the future which turn out
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to be true are not just lucky guesses on the realist’s account. These pre­
dictions are deduced from the truth, says the realist, so it is no wonder 
the ‘guesses’ panned out. There is no rival explanation for this; the Dar­
winian explanation didn’t even try to account for it. In Laudan’s very 
detailed attack on convergent realism13 there is very little mention of this 
sense of success. So it remains, it seems to me, something the realist might 
point to as a genuine accomplishment, something the anti-realist fails to 
do justice to. But how strong is this? How much support does this give to 
the realist? Unfortunately many theories now thought to be false made 
true novel predictions. Ptolemaic astronomy, for instance, predicted 
eclipses fairly accurately. And Fresnel rather surprisingly got right his pre­
diction of a bright spot in the middle of a shadow cast by a disk. Being 
true is not necessary for making successful predictions.

(E) It is the first sense of success that seems the least promising for 
the realist; and the reason is obvious. Ad ho c  moves can always be em­
ployed to do justice to the known phenomena. It is very easy to suspect 
that this could be going on here. Moreover, the historical record is full of 
theories which were successful but false, or theories which were unsuc­
cessful but (by out present lights) true. Truth is neither a necessary nor a 
sufficient condition for success in the first sense, so its explanatory pros­
pects seem dim. This assessment, though it seems obvious, may not be 
right. In fact, it is with the first sense of success that the realist may have 
the most hope.

It is hard to say why realist accounts of the success of science have 
gone wrong. Of course, one answer is that realism itself is wrong. But this 
is an answer I am loath to accept, so before I do 1 want to explore at least 
one different kind of approach to the problem. What realists need, I sug­
gest, is a different style of explanation entirely. I will now try to spell this 
out, if only briefly, in the balance of this paper. I stress the tentative, 
exploratory, and sketchy nature of the proposal below; it is intended merely 
as a beginning.

The last three decades have seen considerable quarreling over the 
form of a proper explanation. The dominant theory has been the so-called 
deductive-nomological or covering law model proposed by Hempel. For 
probabilistic situations there is the so-called inductive-statistical account.* 
Either way, on Hempel’s view, an explanation is an argument. Given the 
explanans, the explanandum is shown to have been expected. (In the de­
ductive case it is certainly expected and in the inductive case the explan­
andum is expected with high probability.) In short, an explanation is a 
sufficient or almost sufficient condition for what is being explained.

Here lies the difficulty. The preceding considerations show that truth 
is neither a necessary nor a sufficient condition for the success of science.

* See Carl Hempel, “Two Basic Types of Scientific Explanation” and “Inductive- 
Statistical Explanation" in chapter 6.
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If does not meet the Hempelian conditions at all. And since it is riot even 
close to being sufficient we cannot subsume it under the inductive-statis­
tical version of the covering law model either. But the idea that it might 
have something to do with statistical considerations is, I think, an idea 
worth exploring.

Wesley Salmon has proposed14 an account of explanation which rivals 
the covering law account of Hempel. An explanation is not an argument 
for a conclusion, it is instead the marshalling of the statistically relevant 
facts which have a bearing on the outcome. His view was introduced to 
cope with examples such as this: ‘Why does Jones have paresis?’ Expla­
nation: ‘Because he had syphilis.’ This seems intuitively like a good ex­
planation, yet the outcome, Jones’s paresis, is not likely at all. The chances 
of getting paresis are very small with syphilis, but larger than they would 
be without it. Having syphilis, says Salmon, is statistically relevant; that is 
why it explains Jones’s paresis. (According to Salmon, A is statistically 
relevant to B if and only if Prob(B/A) # Prob(B).)15

We know that false premisses can yield true conclusions, so the truth 
is not (logically speaking) necessary for success. The reason truth is not 
sufficient for success is because of the presence of auxiliary assumptions 
which are also at work in any explanation. Though truth is neither suffi­
cient nor necessary for success, it is, I shall say following Salmon, statis­
tically relevant. The truth matters to the outcome, though it only matters 
a little.

Salmon’s statistical relevance model is not the only challenger to the 
Hempelian account. Some philosophers of biology16 and other philoso­
phers of history17 have advocated a narrative style of explanation. An event 
or condition is explained by telling a story in which it is embedded. In 
this way the explanandum is said to be rendered ‘intelligible’. It is often 
claimed that Darwinian evolution, for instance, is unable to satisfy the 
Hempelian form, but that it is explanatory nevertheless. It provides neither 
necessary nor sufficient conditions, but it succeeds in some sense or other 
in explaining things.

Consider a brief example: Why does the giraffe have a long neck? 
Explanation: The ancestors of the modern giraffe fed on trees, and those 
with long necks were able to reach more when food was scarce (such as 
in the occasional drought which may have occurred.) There might have 
been survival value in having a long neck, so there was, consequently, 
differential selection in its favour. Is this meant by the evolutionist to be 
true? Not with any degree of confidence. It is only meant to be an evo­
lutionary possibility, one of the many courses that nature migh t  have taken.

Narrative explanations are very similar to statistical relevance expla­
nations. Neither provide necessary or sufficient conditions for what is be­
ing explained. What both do, however, is provide something which is 
relevant to the outcome. There is also a difference between them. The 
statistically relevant information in, for example, the Jones paresis case is
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the known fact that Jones had syphilis. In typical narrative explanations 
the statistically relevant fact in the explanation is not known to be true. 
It is conjectured. (We might, if we wanted to coin a barbaric phrase, 
call the combined view ‘the hypothetico-statistical relevance model of 
explanation’.)

My suggestion now is simply this: The realist has an explanation for 
the success of science: Truth is the explanation and the style of the ex­
planation is narrative. The truth is not known to obtain; it is hypothetical. 
But even if it did obtain, success would not automatically follow. The 
presence of the truth does make a difference, however; truth is statistically 
relevant.

The Hempel model of explanation was tied to confirmation. By de­
ducing the data from the theory the theory explained the data and in turn 
the data confirmed the theory. Alas, this is not the case here. Saying that 
a theory is true does not lead to any testable predictions over and above 
those already made by saving that the theory is empirically adequate. 
There is no additional predictive power to this sort of narrative explana­
tion. But even though predictive power is lost, this does not lead to the 
demise of the claim to have explanatory power. We cannot predict why a 
radio-active atom decays at the precise moment that it does; but after it 
happens we can explain it. The fact that the quantum theory can give 
such post h o c  explanations does count in its favour, though only very little. 
The explanatory power of truth is similar.

It may sound as if the power of truth has become pretty vacuous. We 
all know the story about a scientist who was asked by an assistant how the 
theory explained some puzzling data. ‘That’s easy.’ the scientist said, and 
proceeded to give an account. Later the assistant rushed anxiously back 
in and reported that the actual data were quite contrary to the earlier 
report. ‘Oh’, said the scientist, ‘That's even easier to explain.’

Things are not quite that bad. But then, the explanatory power that 
truth does have in accounting for the success of science is not of the sort 
to make us believe in realism. For that we will need other considerations, 
such as, say, the (a priori) common cause argument of Salmon,18 or Hack­
ing’s intervening arguments.1''* We cannot rely on the success of science 
as characterized above.

In most explanations there is a connection to justification. That is 
why Popper does not want truth to explain success. But there are also

* For Salmon’s appeal to the principle of the common cause in defense of sci­
entific realism, see Wesley C. Salmon, Scientific Explanation and the Causal 
Structure o f  the World (Princeton, N.J.: Princeton University Press, 1984), ch. 8. 
“The common cause principle states, roughly, that when apparent coincidences 
are too improbable to be attributed to chance, they can be explained by reference 
to a common causal antecedent” (Salmon. 158). Hacking’s intervening argument 
for realism about theoretical entities can be found in “Experimentation and Sci­
entific Realism,” which is the next reading in this chapter.
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explanations which are not linked to justification and that, I think, is what 
is going on here. We show how, given realism, the success of science is 
possible, why it is not a miracle. But the style of the explanation does not 
let us infer its correctness.20
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I a n  H a c k i n g

E x p erim en tatio n  a n d  

Scientific R ealism

Experimental physics provides the strongest evidence for scientific realism. 
Entities that in principle cannot be observed are regularly manipulated to 
produce new phenomena and to investigate other aspects of nature. They 
are tools, instruments not for thinking but for doing,

The philosopher’s standard “theoretical entity” is the electron. I shall 
illustrate how electrons have become experimental entities, or experiment­
er’s entities. In the early stages of our discovery of an entity, we may test 
hypotheses about it. Then it is merely an hypothetical entity. Much later, 
if we come to understand some of its causal powers and to use it to build 
devices that achieve well understood effects in other parts of nature, then 
it assumes quite a different status.

Discussions about scientific realism or anti-realism usually talk about 
theories, explanation and prediction. Debates at that level are necessarily 
inconclusive. Only at the level of experimental practice is scientific real­
ism unavoidable. But this realism is not about theories and truth. The 
experimentalist need only be a realist about the entities used as tools.

■  | A Plea for Experiments

No field in the philosophy of science is more systematically neglected than 
experiment. Our grade school teachers may have told us that scientific 
method is experimental method, but histories of science have become 
histories of theory. Experiments, the philosophers say, are of value only 
when they test theory. Experimental work, they imply, has no life of its 
own. So we lack even a terminology to describe the many varied roles of 
experiment. Nor has this one-sidedness done theory any good, for radically 
different types of theory are used to think about the same physical phe-

From Philosophical Topics 13 (1982): 154-72.
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nomenon (e.g., the magneto-optical effect). The philosophers of theory 
have not noticed this and so misreport even theoretical inquiry.1

Different sciences at different times exhibit different relationships be­
tween “theory” and “experiment.” One chief role of experiment is the 
creation of phenomena. Experimenters bring into being phenomena that 
do not naturally exist in a pure state. These phenomena are the touch­
stones of physics, the keys to nature and the source of much modern 
technology. Many are what physicists after the 1870s began to call “ef­
fects”: the photo-electric effect, the Compton effect, and so forth. A recent 
high-energy extension of the creation of phenomena is the creation of 
“events,” to use the jargon of the trade. Most of the phenomena, effects 
and events created by the experimenter are like plutonium: they do not 
exist in nature except possibly on vanishingly rare occasions.2

In this paper I leave aside questions of methodology, history, taxonomy 
and the purpose of experiment in natural science. I turn to the purely 
philosophical issue of scientific realism. Call it simply “realism” for short. 
There are two basic kinds: realism about entities and realism about the­
ories. There is no agreement on the precise definition of either. Realism 
about theories says we try to form true theories about the world, about the 
inner constitution of matter and about the outer reaches of space. This 
realism gets its bite from optimism; we think we can do well in this project, 
and have already had partial success.

Realism about entities—and I include processes, states, waves, cur­
rents, interactions, fields, black holes and the like among entities—asserts 
the existence of at least some of the entities that are the stock in trade of 
physics.3

The two realisms may seem identical. If you believe a theory, do you 
not believe in the existence of the entities it speaks about? If you believe 
in some entities, must you not describe them in some theoretical way that 
you accept? This seeming identity is illusory. The vast majority of exper­
imental physicists are realists about entities without a commitment to re­
alism about theories. The experimenter is convinced of the existence of 
plenty of “inferred” and “unobservable” entities. But no one in the lab 
believes in the literal truth of present theories about those entities. Al­
though various properties are confidently ascribed to electrons, most of 
these properties can be embedded in plenty of different inconsistent the­
ories about which the experimenter is agnostic. Even people working on 
adjacent parts of the same large experiment will use different and mutually 
incompatible accounts of what an electron is. That is because different 
parts of the experiment will make different uses of electrons, and the mod­
els that are useful for making calculations about one use may be com­
pletely haywire for another use.

Do I describe a merely sociological fact about experimentalists? It is 
not surprising, it will be said, that these good practical people are realists. 
They need that for their own self-esteem. But the self-vindicating realism
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of experimenters shows nothing about what actually exists in the world. 
In reply I repeat the distinction between realism about entities and realism 
about theories and models. Anti-realism about models is perfectly coher­
ent. Many research workers may in fact hope that their theories and even 
their mathematical models “aim at the truth,” but they seldom suppose 
that any particular model is more than adequate for a purpose. By and 
large most experimenters seem to be instrumentalists about the models 
they use. The models are products of the intellect, tools for thinking and 
calculating. They are essential for writing up grant proposals to obtain 
further funding. They are rules of thumb used to get things done. Some 
experimenters are instrumentalists about theories and models, while some 
are not. That is a sociological fact. But experimenters are realists about 
the entities that they use in order to investigate other hypotheses or hy­
pothetical entities. That is not a sociological fact. Their enterprise would 
be incoherent without it. But their enterprise is not incoherent. It persis­
tently creates new phenomena that become regular technology. My task 
is to show that realism about entities is a necessary condition for the co­
herence of most experimentation in natural science.

■ | Our Debt to Hilary Putnam

It was once the accepted wisdom that a word like “electron” gets its mean­
ing from its place in a network of sentences that state theoretical lawsi 
Hence arose the infamous problems of incommensurability and theory 
change. For if a theory is modified, how could a word like “electron” 
retain its previous meaning? How could different theories about electrons 
be compared, since the very word “electron” would differ in meaning from 
theory to theory?

Putnam saves us from such questions by inventing a referential model 
of meaning. He says that meaning is a vector, refreshingly like a dictionary 
entry. First comes the syntactic marker (part of speech). Next the semantic 
marker (general category of thing signified by the word). Then the stereo­
type (clichés about the natural kind, standard examples of its use and 
present day associations. The stereotype is subject to change as opinions 
about the kind are modified). Finally there is the actual reference of the 
word, the very stuff, or thing, it denotes if it denotes anything. (Evidently 
dictionaries cannot include this in their entry, but pictorial dictionaries 
do their best by inserting illustrations whenever possible.)4

Putnam thought we can often guess at entities that we do not literally 
point to. Our initial guesses may be jejune or inept, and not every naming 
of an invisible thing or stuff pans out. But when it does, and we frame 
better and better ideas, then Putnam says that although the stereotype 
changes, we refer to the same kind of thing or stuff all along. We and
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Dalton alike spoke about the same stuff when we spoke of (inorganic) 
acids. J. J. Thomson, Lorentz, Bohr and Millikan were, with their different 
theories and observations, speculating about the same kind of thing, the 
electron.

There is plenty of unimportant vagueness about when an entity has 
been successfully “ dubbed,” as Putnam puts it. “ Electron” is the name 
suggested by G . Johnstone Stoney in 1891 as the name for a natural unit 
of electricity. He had drawn attention to this unit in 1874. The name was 
then applied in 1897 by J. J. Thomson to the subatomic particles of neg­
ative charge of which cathode rays consist. Was Johnstone Stoney referring 
to the electron? Putnam’s account does not require an unequivocal an- 

, swer. Standard physics books say that Thomson discovered the electron. 
For once I might back theory and say Lorentz beat him to it. What Thom­
son did was to measure the electron. He showed its mass is !/isoo that of 
hydrogen. Hence it is natural to say that Lorentz merely postulated the 
particle of negative charge, while Thomson, determining its mass, showed 
that there is some such real stuff beaming off a hot cathode.

The stereotype of the electron has regularly changed, and we have at 
least two largely incompatible stereotypes, the electron as cloud and the 
electron as particle. One fundamental enrichment of the idea came in the 
1920s. Electrons, it was found, have angular momentum, or “ spin.” Ex­
perimental work by Stern and Gerlach first indicated this, and then 
Goudsmit and Uhlenbeck provided the theoretical understanding of it in 
1925. Whatever we think about Johnstone Stoney, others—Lorentz, Bohr, 
Thomson and Goudsm it—were all finding out more about the same kind 
of thing, the electron.

We need not accept the fine points of Putnam’s account of reference 
in order to thank him for providing a new way to talk about meaning. 
Serious discussions of inferred entities need no longer lock us into pseudo- 
problems of incommensurability and theory change. Twenty-five years ago 
the experimenter who believed that electrons exist, without giving much 
credence to any set of laws about electrons, would have been dismissed 
as philosophically incoherent. Wc now realize it was the philosophy that 
was wrong, not the experimenter. My own relationship to Putnam’s ac­
count of meaning is like the experimenter’s relationship to a theory. I don’t 
literally believe Putnam, but I am happy to employ his account as an 
alternative to the unpalatable account in fashion some time ago. . . .

■  I Interfering
Francis Bacon, the first and almost last philosopher of experiments, knew 
it well: the experimenter sets out “ to twist the lion’s tail.”  Experimentation 
is interference in the course of nature; “ nature under constraint and vexed;
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that is to say, when by art and the hand of man she is forced out of her 
natural state, and squeezed and moulded.”’ The experimenter is con­
vinced of the reality of entities some of whose causal properties are suffi­
ciently well understood that they can be used to interfere elsewhere in 
nature. One is impressed by entities that one can use to test conjectures 
about other more hypothetical entities. In my example, one is sure of the 
electrons that are used to investigate weak neutral currents and neutral 
bosons. This should not be news, for why else are we (non-sceptics) sure 
of the reality of even macroscopic objects, but because of what we do with 
them, what we do to them, and what they do to us?

Interference and intervention are the the stuff of reality. This is true, 
for example, at the borderline of observability. Too often philosophers 
imagine that microscopes carry conviction because they help us see better. 
But that is only part of the story. On the contrary, what counts is what we 
can do to a specimen under a microscope, and what we can see ourselves 
doing. We stain the specimen, slice it, inject it, irradiate it, fix it. We 
examine it using different kinds of microscopes that employ optical systems 
that rely on almost totally unrelated facts about light. Microscopes carry 
conviction because of the great array of interactions and interferences that 
are possible. When we see something that turns out not to be stable under 
such play, we call it an artefact and say it is not real.6

Likewise, as we move down in scale to the truly un-seeable, it is our 
power to use unobservable entities that make us believe they are there. 
Yet I blush over these words “see” and “observe.” John Dewey would have 
said that a fascination with seeing-with-the-naked-eye is part of the Spec­
tator Theory of Knowledge that has bedeviled philosophy from earliest 
times. But I don’t think Plato or Locke or anyone before the nineteenth 
century was as obsessed with the sheer opacity of objects as we have been 
since. My own obsession with a technology that manipulates objects is, of 
course a twentieth-century counterpart to positivism and phenomenology. 
Their proper rebuttal is not a restriction to a narrower domain of reality, 
namely to what can be positivistically “seen” (with the eye), but an exten­
sion to other modes by which people can extend their consciousness.

■ I Making

Even if experimenters are realists about entities, it does not follow that 
they are right. Perhaps it is a matter of psychology: the very skills that 
make for a great experimenter go with a certain cast of mind that objec­
tifies whatever it thinks about. Yet this will not do. The experimenter 
cheerfully regards neutral bosons as merely hypothetical entities, while 
electrons are real. What is the difference?

There are an enormous number of ways to make instruments that rely



on the causal properties of electrons in order to produce desired effects of 
unsurpassed precision. I shall illustrate this. The argument—it could be 
called the experimental argument for realism —is not that we infer the 
reality of electrons from our success. We do not make the instruments 
and then infer the reality of the electrons, as when we test a hypothesis, 
and then believe it because it passed the test. That gets the time-order 
wrong. By now we design apparatus relying on a modest number of home 
truths about electrons to produce some other phenomenon that we wish 
to investigate.

That may sound as if we believe in the electrons because we predict 
how our apparatus will behave. That too is misleading. We have a number 
of general ideas about how to prepare polarized electrons, say. We spend 
a lot of time building prototypes that don’t work. We get rid of innumer­
able bugs. Often we have to give up and try another approach. Debugging 
is not a matter of theoretically explaining or predicting what is going 
wrong. It is partly a matter of getting rid of “ noise”  in the apparatus. 
"N oise” often means all the events that are not understood by any theory. 
The instrument must be able to isolate, physically, the properties of the 
entities that we wish to use, and damp down all the other effects that 
might get in our way. We are comp le te ly  con v in c ed  o f  the reality o f  electrons 
when we regularly set ou t to bu i ld—and often en ou gh  su c c e e d  in building 
—new kinds o f  d ev ice s  that use various well  understood causa l properties o f  
e lec trons to interfere in o th er  more hypothe t ica l parts o f  nature.

It is not possible to grasp this without an example. Familiar historical 
examples have usually become encrusted by false theory-oriented phi­
losophy or history. So I shall take something new. This is a polarizing 
electron gun whose acronym is P E G G Y  II. In 1978 it was used in a 
fundamental experiment that attracted attention even in The New York 
Times. In the next section I describe the point of making P E G G Y  II. So 
I have to tell some new physics. You can omit this and read only the 
engineering section that follows. Yet it must be of interest to know the 
rather easy-to-understand significance of the main experimental results, 
namely, (1) parity is not conserved in scattering of polarized electrons from 
deuterium, and (2) more generally, parity' is violated in weak neutral cur­
rent interactions.7
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■  | Methodological Remark
In the following section I retail a little current physics; in the section after 
that I describe how a machine has been made. It is the latter that mat­
ters to my case, not the former. Importantly, even if present quantum 
electrodynamics turns out to need radical revision, the machine, called 
P E G G Y  II, will still work. I am concerned with how it was made to work,
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and why. I shall sketch far more sheer engineering than is seen in philos­
ophy papers. My reason is that the engineering is incoherent unless elec­
trons are taken for granted. One cannot say this by merely reporting, “Oh, 
they made an electron gun for shooting polarized electrons.” An immense 
practical knowledge of how to manipulate electrons, of what sorts of things 
they will do reliably and how they tend to misbehave—that is the kind of 
knowledge which grounds the experimenter’s realism about electrons. You 
cannot grasp this kind of knowledge in the abstract, for it is practical 
knowledge. So I must painfully introduce the reader to some laboratory 
physics. Luckily it is a lot of fun.

■ | Parity and Weak Neutral Currents

There are four fundamental forces in nature, not necessarily distinct. Grav­
ity and electromagnetism arc familiar. Then there are the strong and weak 
forces, the fulfillment of Newton’s program, in the Optics, which taught 
that all nature would be understood by the interaction of particles with 
various forces that were effective in attraction or repulsion over various 
different distances (i.e., with different rates of extinction).

Strong forces are 100 times stronger than electromagnetism but act 
only for a miniscule distance, at most the diameter of a proton. Strong 
forces act on “hadrons,” which include protons, neutrons, and more recent 
particles, but not electrons or any other members of the class of particles 
called “leptons.”

The weak forces are only [/io,ooo times as strong as electromagnetism, 
and act over a distance V100 times smaller than strong forces. But they act 
on both hadrons and leptons, including electrons. The most familiar ex­
ample of a weak force may be radioactivity.

The theory that motivates such speculation is quantum electrodynam­
ics. It is incredibly successful, yielding many predictions better than one 
part in a million, a miracle in experimental physics. It applies over dis­
tances ranging from diameters of the earth to V100 the diameter of the 
proton. This theory supposes that all the forces are “carried” by some sort 
of particle. Photons do the job in electromagnetism. We hypothesize “grav­
itons” for gravity.

In the case of interactions involving weak forces, there are charged 
currents. We postulate that particles called bosons carry these weak forces.8 
For charged currents, the bosons may be positive or negative. In the 1970s 
there arose the possibility that there could be weak “neutral” currents in 
which no charge is carried or exchanged. By sheer analogy with the vin­
dicated parts of quantum electrodynamics, neutral bosons were postulated 
as the carriers in weak interactions.

The most famous discovery of recent high energy physics is the failure
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of the conservation of parity. Contrary to the expectations of many phys­
icists and philosophers, including Kant,9 nature makes an absolute dis­
tinction between right-handedness and left-handedness. Apparently this 
happens only in weak interactions.*

What we mean by right- or left-handed in nature has an element of 
convention. I remarked that electrons have spin. Imagine your right hand 
wrapped around a spinning particle with the fingers pointing in the direc­
tion of spin. Then your thumb is said to point in the direction of the spin 
vector. If such particles are traveling in a beam, consider the relation 
between the spin vector and the beam. If all the particles have their spin 
vector in the same direction as the beam, they have right-handed (linear) 
polarization, while if the spin vector is opposite to the beam direction, 
they have left-handed (linear) polarization.

The original discovery of parity violation showed that one kind of 
product of a particle decay, a so-called muon neutrino, exists only in left- 
handed polarization and never in right-handed polarization.

Parity violations have been found for weak ch a rg ed  interactions. What 
about weak neutral currents? The remarkable Weinberg-Salam model for 
the four kinds of force was proposed independently by Steven Weinberg 
in 1967 and A[bdus] Salam in 1968. It implies a minute violation of parity 
in weak neutral interactions. Given that the model is sheer speculation, 
its success has been amazing, even awe inspiring. So it seemed worthwhile 
to try out the predicted failure of parity for weak neutral interactions. That 
would teach us more about those weak forces that act over so minute a 
distance.

The prediction is: Slightly more left-handed polarized electrons hit­
ting certain targets will scatter, than right-handed electrons. Slightly more! 
The difference in relative frequency of the two kinds of scattering is one 
part in 10,000, comparable to a difference in probability between 0.50005 
and 0.49995. Suppose one used the standard equipment available at the 
Stanford Linear Accelerator in the early 1970s, generating 120 pulses per 
second, each pulse providing one electron event. Then you would have 
to run the entire SLAC [Stanford Linear Accelerator Center] beam for 27 
years in order to detect so small a difference in relative frequency. Con­
sidering that one uses the same beam for lots of experiments simultane­
ously, by letting different experiments use different pulses, and considering

4 Kant did not deny that there is a real, intrinsic difference between right-handed 
and left-handed objects. Hacking is referring to the belief, held universally prior 
to 1956, that the laws of nature are indifferent to the left-right distinction: for any 
process that is physically possible, so too is its mirror image. It is this belief that 
parity-violation experiments proved false. See Martin Gardner, The New Ambidex­
trous Universe, 3d rev. ed, (New York: W. H. Freeman and Company, 1990), 
ch. 22, and James Van Cleve and Robert E. Frederick, eds., The Philosophy of 
Right and Left: Incongruent Counterparts and the Nature of Space (Dordrecht, 
Netherlands: Kluwer, 1991).
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that no equipment remains stable for even a month, let alone 27 years, 
such an experiment is impossible. You need enormously more electrons 
coming off in each pulse. We need between 1000 and 10,000 more elec­
trons per pulse than was once possible. The first attempt used an instru­
ment now called P E G G Y  I. It had, in essence, a high-class version of 
J. J. Thom son’s hot cathode. Some lithium was heated and electrons were 
boiled off. P E G G Y  II uses quite different principles.

■ I PEGGY II

The basic idea began when C. Y. Prescott noticed, (by “ chance” !) an 
article in an optics magazine about a crystalline substance called gallium 
arsenide. GaAs has a number of curious properties that make it important 
in laser technology. One of its quirks is that when it is struck by circularly 
polarized light of the right frequencies, it emits a lot of linearly polarized 
electrons. There is a good rough and ready quantum understanding of 
why this happens, and why half the emitted electrons will be polarized, 
3/4  polarized in one direction and 'A polarized in the other.

P E G G Y  II uses this fact, plus the fact that GaAs emits lots of electrons 
due to features of its crystal structure. Then comes some engineering. It 
takes work to liberate an electron from a surface. We know that painting 
a surface with the right substance helps. In this case, a thin layer of cesium 
and oxygen is applied to the crystal. Moreover the less air pressure around 
the crystal, the more electrons will escape for a given amount of work. So 
the bombardment takes place in a good vacuum at the temperature of 
liquid nitrogen.

We need the right source of light. A laser with bursts of red light 
(7100 Angstroms) is trained on the crystal. The light first goes through an 
ordinary polarizer, a very old-fashioned prism of calcite, or Iceland spar.10 
This gives linearly polarized light. We want circularly polarized light to 
hit the crystal. The polarized laser beam now goes through a cunning 
modern device, called a Pockels cell. It electrically turns linearly polarized 
photons into circularly polarized ones. Being electric, it acts as a very fast 
switch. The direction of circular polarization depends on the direction of 
current in the cell. Hence the direction of polarization can be varied 
randomly. This is important, for we are trying to detect a minute asym­
metry between right- and left-handed polarization. Randomizing helps us 
guard against any systematic “ drift” in the equipment.11 The randomiza­
tion is generated by a radioactive decay device, and a computer records 
the direction of polarization for each pulse.

A circularly polarized pulse hits the GaAs crystal, resulting in a pulse 
of linearly polarized electrons. A beam of such pulses is maneuvered by 
magnets into the accelerator for the next bit of the experiment. It passes
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through a device that checks on a proportion of polarization along the 
way. t he remainder of the experiment requires other devices and detectors 
of comparable ingenuity, but let us stop at P E G G Y  II.

■  | Bugs
Short descriptions make it all sound too easy, so let us pause to reflect on 
debugging. Many of the bugs are never understood. They are eliminated 
by trial and error. Let us illustrate three different kinds: (1) The essential 
technical limitations that in the end have to be factored into the analysis 
of error. (2) Simpler mechanical defects you never think of until they are 
forced on you. (3) Hunches about what might go wrong.

1. Laser beams are not as constant as science fiction teaches, and 
there is always an irremediable amount of “ jitter” in the beam over any 
stretch of time.

2. At a more humdrum level the electrons from the CaAs crystal are 
back-scattered and go back along the same channel as the laser beam used 
to hit the crystal. Most of them are then deflected magnetically. But some 
get reflected from the laser apparatus and get back into the system. So you 
have to eliminate these new ambient electrons. This is done by crude 
mechanical means, making them focus just off the crystal and so wander 
away.

3. Good experimenters guard against the absurd. Suppose that dust 
particles on an experimental surface lie down flat when a polarized pulse 
hits them, and then stand on their heads when hit by a pulse polarized 
in the opposite direction. Might that have a systematic effect, given that 
we are detecting a minute asymmetry? One of the team thought of this 
in the middle of the night and came down next morning frantically using 
antidust spray. They kept that up for a month, just in case.12

■  | Results
Some 10 "  events were needed to obtain a result that could be recognized 
above systematic and statistical error, Although the idea of systematic error 
presents interesting conceptual problems, it seems to be unknown to phi­
losophers. There were systematic uncertainties in the detection of right- 
and left-handed polarization, there was some jitter, and there were other 
problems about the parameters of the two kinds of beam. These errors 
were analyzed and linearly added to the statistical error. To a student of 
statistical inference this is real seat-of-the-pants analysis with no rationale 
whatsoever. Be that as it may, thanks to P E G G Y  II the number of events 
was big enough to give a result that convinced the entire physics com-
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munity.13 Left-handed polarized electrons were scattered from deuterium 
slightly more frequently than right-handed electrons. This was the first 
convincing example of parity-violation in a weak neutral current inter­
action.*

■ | Comment

The making of P E G G Y  II was fairly non-theoretical. Nobody worked out 
in advance the polarizing properties of GaAs—that was found by a chance 
encounter with an unrelated experimental investigation. Although ele­
mentary quantum theory of crystals explains the polarization effect, it does 
not explain the properties of the actual crystal used. No one has been able 
to get a real crystal to polarize more than 37 percent of the electrons, 
although in principle 50 percent should be polarized.

Likewise although we have a general picture of why layers of cesium 
and oxygen will “ produce negative electron affinity,” i.e., make it easier 
for electrons to escape, we have no quantitative understanding of why this 
increases efficiency to a score of 37 percent.

Nor was there any guarantee that the bits and pieces would fit to­
gether. To give an even more current illustration, future experimental 
work, briefly described later in this paper, makes us want even more elec­
trons per pulse than P E G G Y  II could give. When the parity experiment 
was reported in The New York Times, a group at Bell Laboratories read 
the newspaper and saw what was going on. They had been constructing 
a crystal lattice for totally unrelated purposes. It uses layers of GaAs and 
a related aluminum compound. The structure of this lattice leads one to 
expect that virtually all the electrons emitted would be polarized. So we 
might be able to double the efficiency of P E G G Y  II. But at present (July 
1981) that nice idea has problems. The new lattice should also be coated 
in work-reducing paint. But the cesium-oxygen compound is applied at 
high temperature. Then the aluminum tends to ooze into the neighboring 
layer of GaAs, and the pretty artificial lattice becomes a bit uneven, lim­
iting its fine polarized-electron-emitting properties. So perhaps this will 
never work.14 The group are simultaneously reviving a souped up new 
thermionic cathode to try to get more electrons. Maybe P E G G Y  II would 
have shared the same fate, never working, and thermionic devices would 
have stolen the show.

Note, incidentally, that the Bell people did not need to know a lot of

* For competing accounts of why physicists found the SLAC experiment so con­
vincing, see Andrew Pickering, Constructing Quarks (Chicago: University of Chi­
cago Press, 1984), and Allan Franklin, Experiment, Right or Wrong (Cambridge: 
Cambridge University Press, 1990).
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weak neutral current theory to send along their sample lattice. They just 
read The New York Times.

■  | Moral
Once upon a time it made good sense to doubt that there are electrons. 
Even after Millikan had measured the charge on the electron, doubt made 
sense. Perhaps Millikan was engaging in “ inference to the best explana­
tion.” The charges on his carefully selected oil drops were all small inte­
gral multiples of a least charge. He inferred that this is the real least charge 
in nature, and hence it is the charge on the electron, and hence there are 
electrons, particles of least charge. In Millikan’s day most (but not all) 
physicists did become increasingly convinced by one or more theories 
about the electron. However it is always admissible, at least for philoso­
phers, to treat inferences to the best explanation in a purely instrumental 
way, without any commitment to the existence of entities used in the 
explanation.15 But it is now seventy years after Millikan, and we no longer 
have to infer from explanatory success. Prescott et ah, don’t explain phe­
nomena with electrons. They know a great deal about how to use them.

The group of experimenters do not know what electrons are, exactly. 
Inevitably they think in terms of particles. There is also a cloud picture 
of an electron which helps us think of complex wave functions of electrons 
in a bound state. The angular momentum and spin vector of a cloud 
make little sense outside a mathematical formalism. A beam of polarized 
clouds is fantasy so no experimenter uses that model —not because of 
doubting its truth, but because other models help more with the calcu­
lations. Nobody thinks that electrons “ really” are just little spinning orbs 
about which you could, with a small enough hand, wrap the fingers and 
find the direction of spin along the thumb. There is instead a family of 
causal properties in terms o f which gifted experimenters describe and de­
ploy electrons in order to investigate something else, e.g., weak neutral 
currents and neutral bosons. We know an enormous amount about the 
behavior of electrons. We also know what does not matter to electrons. 
Thus we know that bending a polarized electron beam in magnetic coils 
does not affect polarization in any significant way. We have hunches, too 
strong to ignore although too trivial to test independently: e.g., dust might 
dance under changes of directions of polarization. Those hunches are 
based on a hard-won sense of the kinds o f things electrons are. It does not 
matter at all to this hunch whether electrons are clouds or particles.

The experimentalist does not believe in electrons because, in the 
words retrieved from mediaeval science by Duhem, they “ save the phe­
nomena.” On the contrary, we believe in them because we use them to
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create new phenomena, such as the phenomenon of parity violation in 
weak neutral current interactions.

■ | When Hypothetical Entities Become Real

Note the complete contrast between electrons and neutral bosons. Nobody 
can yet manipulate a bunch of neutral bosons, if there are any. Even weak 
neutral currents are only just emerging from the mists of hypothesis. By 
1980 a sufficient range of convincing experiments had made them the 
object of investigation. When might they lose their hypothetical status and 
become commonplace reality like electrons? When we use them to in­
vestigate something else.

I mentioned the desire to make a better gun than PEGGY II. Why? 
Because we now “know” that parity is violated in weak neutral interactions. 
Perhaps by an even more grotesque statistical analysis than that involved 
in the parity experiment, we can isolate just the weak interactions. That 
is, we have a lot of interactions, including say electromagnetic ones. We 
can censor these in various ways, but we can also statistically pick out a 
class of weak interactions as precisely those where parity is not conserved. 
This would possibly give us a road to quite deep investigations of matter 
and anti-matter. To do the statistics one needs even more electrons per 
pulse than PEGGY II could hope to generate. If such a project were to 
succeed, we should be beginning to use weak neutral currents as a rna- 
nipulable tool for looking at something else. The next step towards a re­
alism about such currents would have been made.

The message is general and could be extracted from almost any 
branch of physics. Dudley Shapere has recently used “observation” of the 
sun’s hot core to illustrate how physicists employ the concept of observa­
tion. They collect neutrinos from the sun in an enormous disused under­
ground mine that has been filled with the old cleaning fluid (i.e., carbon 
tetrachloride). We would know a lot about the inside of the sun if we 
knew how many solar neutrinos arrive on the earth. So these are captured 
in the cleaning fluid; a few will form a new radioactive nucleus. The 
number that do this can be counted. Although the extent of neutrino 
manipulation is much less than electron manipulation in the PEGGY II 
experiment, here we are plainly using neutrinos to investigate something 
else. Yet not many years ago, neutrinos were about as hypothetical as an 
entity could get. After 1946 it was realized that when mesons distintegrate, 
giving off, among other things, highly energized electrons, one needed an 
extra nonionizing particle to conserve momentum and energy. At that time 
this postulated “neutrino” was thoroughly hypothetical, but now it is rou­
tinely used to examine other things.
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■  | Changing Times
Although realisms and anti-realisms are part of the philosophy of science 
well back into Greek prehistory, our present versions mostly descend from 
debates about atomism at the end of the nineteenth century. Anti-realism 
about atoms was partly a matter of physics: the energeticists thought energy 
was at the bottom of everything, not tiny bits of matter. It also was con­
nected with the positivism of Comte, M ach, Pearson and even J. S. Mill. 
M ill’s young associate Alexander Bain states the point in a characteristic 
way, apt for 1870:

Some hypotheses consist of assumptions as to the minute structure and op­
erations of bodies. From the nature of the case these assumptions can never 
be proved by direct means. Their merit is their suitability to express phenom­
ena. They are Representative Fictions.16

“All assertions as to the ultimate structure of the particles of matter,”  con­
tinues Bain, “are and ever must be hypothetical. . . .” The kinetic theory 
of heat, he says, “ serves an important intellectual function.” But we cannot 
hold it to be a true description of the world. It is a Representative Fiction.

Bain was surely right a century ago. Assumptions about the minute 
structure of matter could not be proved then. The only proof could be 
indirect, namely that hypotheses seemed to provide some explanation and 
helped make good predictions. Such inferences need never produce con­
viction in the philosopher inclined to instrumentalism or some other 
brand of idealism.

Indeed the situation is quite similar to seventeenth-century episte­
mology. At that time knowledge was thought of as correct representation. 
But then one could never get outside the representations to be sure that 
they corresponded to the world. Every test of a representation is just an­
other representation. “ Nothing is so much like an idea as an idea,” as 
Bishop Berkeley had it. To attempt to argue for scientific realism at the 
level of theory, testing, explanation, predictive success, convergence of 
theories and so forth is to be locked into a world of representations. No 
wonder that scientific anti-realism is so permanently in the race. It is a 
variant on “The Spectator Theory of Knowledge.” 4

4 According to the American philosopher John Dewey (1859-1952), the “spectator 
theory of knowledge” is the mistake, pervasive among Western philosophers from 
the time of Plato, of thinking that knowledge involves passively representing the 
world (where these representations—beliefs—are judged by their correspondence 
with facts) as opposed to actively constructing conceptual frameworks (where these 
conceptual frameworks are judged by their instrumental value in predicting ex­
perience and guiding our actions).
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Scientists, as opposed to philosophers, did in general become realists 
about atoms by 19 10 . Michael Gardner, in one of the finest studies of 
real-life scientific realism, details many of the factors that went into that 
change in climate of opinion.17 Despite the changing climate, some variety 
of instrumentalism or fictionalism remained a strong philosophical alter­
native in 19 10  and in 1930. That is what the history of philosophy teaches 
us. Its most recent lesson is Bas van Fraassen’s The Scientific Image, whose 
“ constructive empiricism” is another theory-oriented anti-realism. The les­
son is: think about practice, not theory.

Anti-realism about atoms was very sensible when Bain wrote a century 
ago. Anti-realism about any sub-microscopic entities was a sound doctrine 
in those days. 'Firings are different now. The “direct” proof o f electrons and 
the like is our ability' to manipulate them using well understood low-level 
causal properties. I do not of course claim that “ reality” is constituted by hu­
man manipulability. We can, however, call something real, in the sense in 
which it matters to scientific realism, only when we understand quite well 
what its causal properties are. The best evidence for this kind of understand­
ing is that wc can set out, from scratch, to build machines that will work 
fairly reliably, taking advantage of this or that causal nexus. Hence, engi­
neering, not theorizing, is the proof of scientific realism about entities.18
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H a c k in g s  E x p erim en tal R ealism

Traditional debates about scientific realism tend to focus on issues con­
cerning scientific representation (broadly speaking) and de-emphasize is­
sues concerning scientific intervention. Questions about the relation 
between theories and the world, the nature of scientific inference, and the 
structure of scientific explanations have occupied a central place in the 
realism debate, while questions about experimentation and technology 
have not. Ian Hacking’s experimental realism attempts to reverse this trend 
by shifting the defense of realism away from representation to interven­
tion.1 Experimental realism, according to Hacking, does not require us to 
believe that our theories are true (or approximately true), nor does its 
defense depend on inference to the best explanation. For Hacking, the 
strongest proof for realism is that we can manipulate objects: ‘So far as 
I’m concerned, if you can spray them, then they are real' (ibid., 23).

In this paper I argue (1) that Hacking’s argument for experimental 
realism is, despite his strong denials, another version of the ‘success of 
science’ argument; (2) that the experimental realist can only have knowl­
edge about theoretical entities if she assumes that the theories which 
describe those entities are at least approximately true; and (3) that exper­
imentation is not nearly as theory-free as Hacking maintains. The common 
thread in these three criticisms is that Hacking does not succeed in shifting 
the defense of realism away from questions about scientific representation. 
Experimentation is a form of intervention, but it is intervention strongly 
guided by representation.

From Canadian Journal oj Philosophy 24 (1994): 395-412.
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■ I I
Since ‘realism’ is one of the more abused words in the philosophical lex­
icon, it is important to understand how Hacking uses it. The word ‘real,’ 
according to Hacking, is a ‘trouser-word’ in that its meaning derives from 
what it is contrasted with: real ducks are not decoys, real diamonds are 
not made of cubic zirconium, and so forth.* Real, in its scientific usage, 
is connected to causation: real entities can causally interact with the world; 
unreal ones cannot.

Reality has to do with causation and our notions of reality are formed from 
our ability to change the world. . . . We shall count as real what we can use 
to intervene in the world to affect something else, or what the world can use 
to affect us (ibid., 46)

Given this account of reality, Hacking distinguishes between two types 
of realism: theory realism and entity realism. Theory' realists hold that 
scientific theories accurately describe the causal structures and properties 
in the world. They believe that (1) theories are true or false independently 
of what we believe; (2) truth is determined by the way the world is (i.e., 
correspondence truth); (3) some theories are approximately true; and
(4) theories aim at the truth. Theory anti-realists may deny some or all of 
these claims. Entity realists, on the other hand, hold only that theoretical 
entities (or properties, processes, and events) are real; that is, that they are 
part of the causal structure of the world. Entity realists need not believe 
that our theories about those entities are true or even close to the truth, 
according to Hacking. Entity anti-realists claim theoretical entities are use­
ful fictions, logical constructions, or instruments for reasoning (ibid., 27).

Epistemology, not just metaphysics and semantics, also plays a crucial 
role in Hacking’s experimental realism. Hacking, by his own admission, 
runs together metaphysics and epistemology in his construal of entity re­
alism: the entity realist claims to know that some theoretical entities exist.

* J. L. Austin coined the term trouser-word in his Seme and Sensibilia (Oxford: 
Clarendon Press, 1962), p. 70. See section 7, on the meaning of real, where Austin 
argues that real is one of those words for which it is the negative uses that "wear 
the trousers,” or, as we might say these days, “call the shots.” To say that something 
is real leather or a real duck is not to say anything positive about leather or ducks 
but merely to exclude possible ways in which these things can fail to be genuine, 
Which possibilities are excluded will vary from context to context. Thus, Austin 
concludes that it is futile for philosophers to search for a property that is common 
to all things that are or could be called real. Hacking agrees. The word real is not 
ambiguous—its general function is the same in all cases—but its application varies 
from ease to case. See Ian Hacking, Representing and Intervening (Cambridge: 
Cambridge University Press, 1983), 33.



R esnik ■ H a cki ng ’s Expe r i me nt al  R e a li s m  | 1171

Hacking includes an epistemological ingredient in his definition of entity 
realism because ‘the whole issue would be idle' if we believe theoretical 
entities exist but do not believe that we could have warranted belief in 
their existence (ibid., 28).

Many realists are both entity realists and theory realists, and quite 
often entity realism is based on theory realism: if you believe that a theory 
is true, then you have good reasons for believing that the entities (e g., 
objects, causal properties, structures) posited by the theory exist.2 But 
Hacking holds that one can be an entity realist without being a theory 
realist, and that entity realism need not be based on theory realism. Hack­
ing, by his own classification, is an entity realist: 'realism is not about 
theories and truth. The experimentalist need only be a realist about the 
entities used as tools.’3 Since other realists are both entity and theory re­
alists, 1 will refer to Hacking’s realism as theory-free entity realism.

Hacking’s argument for theory-free entity realism rests on an analysis 
of scientific experimentation as well as some controversial metaphysical, 
epistemological, and semantic views. The experimental part of his argu­
ment is straightforward: experimentation largely proceeds without guid­
ance from theories about the phenomena under study: ‘much truly 
fundamental research precedes any relevant theory whatsoever’ (Repre­
senting and  Interven in g , 158). Experimenters need to rely on some low- 
level generalizations about their instruments, as well as some theories 
about phenomena they arc not studying, but they do not need to subscribe 
to full-blown scientific theories about the phenomena they are investigat­
ing in order to achieve their results. They need some theories to build 
instruments, but they do not need theories to use them. Hacking makes 
similar remarks about observation in science: observation, though guided 
by theory, need not be completely theorv-laden: ‘there have been impor­
tant observations in the history of science, which have included no theo­
retical assumptions at all’ (ibid., 176).

The metaphysical part of his argument turns on an anti-Humean anal­
ysis of causation and an instrumentalist account of laws and models. 
Causal claims, according to Humeans, are based on observed regularities 
in nature which we formulate as scientific laws. The causes we posit, 
according to Humeans, are not real; only regularities are real. Hacking 
reverses this doctrine: the causes are real but the regularities are not. Hack­
ing follows Nancy Cartwright’s account of causation and laws in physics 
and holds that theoretical laws of physics are best viewed as mere instru­
ments (‘Experimentation and Scientific Realism’). Theoretical laws are 
approximations; they are riddled with exceptions and based on idealizing 
assumptions. Moreover, physicists use a battery' of models (some of them 
mutually inconsistent) to describe the same phenomena. Even though 
physical laws and models are best viewed as instruments, the entities de­
scribed by the laws and models arc not: the underlying causes are real; 
the regularities are not. Thus, physicists can make causal claims without
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basing them on scientific laws or models. This view implies theory anti­realism, provided that one holds that laws and models are the backbone of scientific theories.Hacking’s metaphysics is supported, in part, by a causal theory of reference made popular by Hilary Putnam and Sard KripkeA In R epre­
senting  a n d  In terven in g, Hacking weds himself to Putnam’s version of the causal theory of reference and meaning and in another paper he refers to ‘Our debt to Hilary Putnam’ (ibid., 157). Prior to the development of the causal theory of reference, many philosophers of science held what could be loosely described as a descriptivist theory of meaning.4 On the descrip- tivist view, words have a reference and a meaning (or a sense). Words or (phrases) refer to the objects they denote (if these objects exist) and the meanings of words are derived from descriptions we associate with them. Thus, ‘water’ means ‘H20’ and we can use ‘water’ to denote (or pick out) objects, i.e. steam, ice, etc. But what happens to meaning when our de­scriptions change? If we once described water as simply ‘clear liquid’ and we now describe it as ‘compound of two parts hydrogen and one part oxygen,’ are we talking about the same thing? A whole host of semantic problems in science resulted from this approach to meaning, the most worrisome of these being Thomas Kuhn’s infamous thesis that scientific theories are incommensurable.5 It is impossible to compare competing theories, according to Kuhn, because successive and competing theories are not even talking about the same things. Two theories, T1 and T2, might employ similar terms, such as ‘mass’ and ‘velocity,’ but the meanings of ‘mass’ and ‘velocity’ in T1 would not be the same as the meanings of ‘mass’ and ‘velocity’ in T2.tThese semantic problems are anathema for scientific realism because they lead to irrationalist conclusions, which, in turn, lead to anti-realist conclusions. If theories are incommensurable, then scientists cannot ra­tionally adjudicate among theories. Even if we had theory-neutral methods and a theory-neutral evidence base, our language would be so theory- dependent that we could not objectively compare theories. We would ‘choose’ a new theory by learning its language and becoming committed to its assumptions, not by being swayed by the evidence. The anti-realist implication of this view is that reality is also theory-dependent: there is no *
* For further discussion of the causal theory of reference and a criticism of Put­
nam’s version of it, see D. H. Mellor, “Necessities and Universals in Natural Laws,” 
in chapter 7 and the section “Mellor’s Defense of the Regularity Theory” in the 
accompanying commentary.
t See Thomas S. Kuhn, “The Nature and Necessity of Scientific Revolutions,” in 
chapter 2 and Ernest Nagel, “Issues in the Logic of Reductive Explanations” and 
Paul Feyerabend, “How to Be a Good Empiricist—A Plea for Tolerance in Matters 
Epistemological,” in chapter 8.
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objective reality, only reality within a given research community using a particular set of theories.6Putnam’s causal theory of reference saves philosophers of science from these (and other) difficulties, according to Hacking, by showing how sci­entists holding competing or successive theories ‘may still be talking about the same thing’ (Representing a n d  In terven in g, 75). The meaning of a word, according to Putnam, has four components: the word’s syntactic marker, its semantic marker, its stereotype, and its referent.* The syntactic marker classifies the word grammatically, e.g. as a noun, verb, etc. . . . The semantic marker of a word indicates the general category of things it signifies, the stereotype is a description commonly associated with the word, and the referent of a word is that thing (or class of things) it denotes (or refers to) if it denotes at all. Stereotypes change—in science we fre­quently revise them—but referents, syntactic and semantic markers do not. Thus scientists who hold competing or successive theories can still be talking about the same things even though they describe those things in different ways.This semantic view has important consequences for realism (in gen­eral) because it subverts worries about incommensurability: theories can be compared because different theories can refer to the same things. Sci­entists may use different descriptions (stereotypes) to talk about those things, but the things talked about exist independently of these descrip­tions. It also has important consequences for Hacking’s version of realism because it shows how we might be anti-realists about theories but not about entities: theories, like stereotypes, come and go; but the entities they describe, i.e., their referents, remain the same. Hacking also hopes that this semantic view has important epistemological consequences, i.e., ac­ceptance of theoretical entities is compatible with skepticism toward the­ories: ‘one can believe in some entities without believing in any particular theory in which they are embedded' (ibid., 29). *

* H i la r y  P u t n a m ,  “T h e  M e a n i n g  o f  ‘M e a n i n g ’,”  i n  Language, M ind, and Knowl­
edge, e d .  K . G u n d e r s o n ,  v o l. 7 , Minnesota Studies in the Philosophy o f Science, 
( M in n e a p o l i s :  U n iv e r s i ty  o f  M i n n e s o t a  P re s s , 1 9 7 5 ) ;  r e p r in t e d  in  H i l a r y  P u t n a m ,  
M ind, Language, and Reality: Philosophical Papers, v o l. 2 ( C a m b r id g e :  U n iv e r s i ty  
o f  C a m b r i d g e  P re s s , 1 9 7 5 ) , 21 5 - 7 1 .  S e e  a ls o  c h a p t e r  6  o f  I a n  H a c k in g ’s Repre­
senting and Intervening, fo r  a n  e x c e p t io n a l ly  c le a r  s u m m a r y  o f  P u t n a m ’s th e o r y  
a n d  a c r i t i c i s m  o f  it. H a c k in g  a r g u e s  th a t ,  d e s p i te  its m a n y  v i r tu e s  fo r  t h e  s c ie n t i f ic  
re a l is t ,  P u t n a m ’s th e o r y  p la c e s  so  m u c h  e m p h a s i s  o n  r e f e r e n c e  t h a t  i t  c a n n o t  d o  
ju s t ic e  to  c a s e s  ( s u c h  as p h lo g is to n  a n d  c a lo r ic )  in  w h i c h  s c ie n t i s t s  a g r e e  a b o u t  
w h a t  a t e r m  m e a n s  e v e n  th o u g h  it  h a s  n o  r e f e r e n t ,  a n d  o t h e r  c a s e s  ( s u c h  a s  th e  
n a m i n g  o f  m u o n s  a n d  m e s o n s )  in  w h i c h  s c ie n t i s t s  r e a s s ig n  n a m e s  o il  t h e o r e t i c a l  
g r o u n d s .
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■ I II
Now that we have a clearer understanding of the view Hacking attempts 
to defend, theory-free entity realism, we need to examine his argument 
for this position. Hacking’s argument focuses on our ability to intervene 
in the world. Intervention is a kind of causal process in which cognizers 
use the world to do, make, or change things. Intervention (or intervening) 
contrasts with representation (or representing). Representation is a kind of 
causal process in which cognizers use language to represent the world. 
Representations (the products of the process of representation) are in­
tended to be ‘more or less public likenesses’ of the world (ibid., 133). 
Representation is not action in the world; it is talk and thought about the 
world. Scientists represent the world through scientific theories and 
concepts.

Traditional arguments for (and against) realism have focused on rep­
resentation, not intervention, according to Hacking. Their chief concern 
is to convince us that our theories and concepts do (or do not) accurately 
represent the world. Scientific realism is a very dubious doctrine if one 
focuses on representation, according to Hacking. Since we can never get 
outside of our representations and ‘hook-up with the world,' the most plau­
sible doctrine is ‘some version of idealism’ (ibid., 130). (Once Putnam 
realized that reference could not rescue realism from idealism, he took 
this option and became an internal realist, according to Hacking.)

Hacking seeks to reverse this trend by focusing on how we intervene 
in the world. Ordinary people intervene in the world by building bridges, 
chopping down trees, driving cars, and so forth. Scientists intervene in the 
world by experimenting. In experimentation, we take advantage of the 
world’s causal structure in order to produce, control, and observe phenom­
ena. If we use one part of the world to intervene in the world, then we 
are entitled to believe that our tool for intervention is real. (The structure 
that we use the tool on may still be regarded as only hypothetical.) Hack­
ing’s argument for entity' realism now begins to fall in place. Since his 
writing is a bit enigmatic, highly suggestive, and sometimes vague, it will 
be useful to quote several passages in which he mounts this argument:

The best kinds of evidence for the reality of a postulated or inferred entity is 
that we can begin to measure or otherwise understand its causal powers. The 
best evidence, in turn, that we can have this kind of understanding is that 
we can set out, from scratch, to build machines that will work fairly reliably, 
taking advantage of this causal nexus. Hence, engineering, not theorizing, is 
the best proof of scientific realism about entities. (‘Experimentation and Sci­
entific Realism,’ 170) [See original version in this chapter, page 1167]
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N o w , h o w  d o e s  o n e  a l t e r  t h e  c h a r g e  o n  t h e  n i o b i u m  b a l l?  “ W e l l ,  a t  t h a t  
s t a g e ,” s a id  m y  f r i e n d ,  “ w e  s p ra y  it  w i th  p o s i t r o n s  to  i n c r e a s e  t h e  c h a r g e  o r  
w i th  e le c t r o n s  to  d e c r e a s e  t h e  c h a r g e .” S o  far as I’m concerned, i f  you can 
spray them then they are real. (Representing and Intervening, 23)

I a m  to ld  t h a t  n o b o d y  c a n  y e t  m a n i p u l a t e  a b u n c h  o f  n e u t r a l  b o s o n s ,  i f  t h e r e  
a r e  a n y . . . . W h e n  m ig h t  t h e y  lo s e  t h e i r  h y p o th e t i c a l  s t a tu s  a n d  b e c o m e  
c o m m o n p l a c e  r e a l i ty  l ik e  e le c t r o n s ?  W h e n  w e  u se  t h e m  to  in v e s t ig a te  s o m e ­
t h in g  e ls e , ( i b id . ,  2 7 2 )

In a nutshell, Hacking’s argument for entity realism goes something like this:
1 We are entitled to believe that a theoretical entity is real if and only if we can use that entity to do things to the world.2 We can use some theoretical entities, e.g., electrons, to do things to the world, e.g., change the charges on niobium balls.3 Hence, we are entitled to believe that some theoretical entities, e.g., electrons, are real.
This argument, on the surface, is quite convincing. In experimenta­tion we causally affect and manipulate things: we inject DNA into mouse embryos, we shoot neutrons at atoms, we drop balls off towers. It seems reasonable to believe that the objects we manipulate in experiments are real. When a theoretical entity becomes a tool—when it becomes some­thing we can use and manipulate to achieve certain goals—it ceases to be merely hypothetical and becomes real. Thus, during Mendel’s time genes were not real; after genetic engineering, they became real.Hacking’s argument for realism, though widely applicable, is not of­fered as an argument for an all-embracing realism. In other words, he holds that realism must be defended on a case-bv-case basis. He defends what he calls ‘realism in particular’ not ‘realism in general’ (ibid., 31). He would have us examine each science’s experimental methods, tools, and its theoretical posits. If that science is able to use its posits as tools for experimentation, then the posits are real If not, then they are merely hypothetical. An implication of this view is that one can be a realist about electrons but not about quarks or weak neutral currents. One can be a realist about DNA but not about species. Indeed, Hacking admits he is an anti-realist when it comes to the objects of astrophysics:
When we use entities as tools, as instruments of inquiry, we are entitled to 
regard them as real. But we cannot do that with objects of astrophysics. As­
trophysics is almost the only human domain in which we have profound, 
intricate knowledge, and in which we can be no more than what van Fraassen 
calls constructive empiricists.7



Before criticizing Hacking’s argument for realism, we should note that he does not dismiss other arguments for realism altogether: ‘I did not say in my [R epresenting a n d  In tervening] that an experimental argument is the only viable argument for scientific realism about unobserved entities. I said only that it is the most compelling one, and perhaps the o n ly com­pelling one' (ibid., 560-1). Although Hacking hedges his bets in this and other passages, his disparaging remarks about arguments for realism which focus on representation instead of intervention indicate that he takes a dim view of other arguments for entity realism, Thus, we should read him as attempting to defend the argument for entity realism.
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Thus far, most of the critical discussion of Hacking’s realism has focused on premise (1) in the argument sketched above. For instance, Dudley Shapere, in opposition to Hacking, argues for realism in astrophysics on the grounds that Hacking’s sense of ‘use’ is ambiguous and vague.8 ‘Use’ could be interpreted actively as ‘manipulate’ or ‘control’ or more passively as ‘employ’ or ‘exploit.’ According to Shapere, only the active sense of‘use’ supports anti-realism in astrophysics. But since (according to Shapere) Hacking has no argument for interpreting ‘use’ in this way, we can employ the passive sense of this slippery word to support realism in astrophysics. For instance, Shapere argues that since we can use gravitational lenses to measure distances, we are entitled to regard gravitational lenses as real even though we cannot do experiments on them (ibid.).Although I agree with Shapere’s critique of Hacking, it is not my aim in this essay to attack this aspect of Hacking’s realism. Rather, I will discuss three other objections to his view. My first objection is that his argument is, despite his strong denials, another version of the success of science argument. This objection arises when we consider Hacking’s second prem­ise in the argument sketched above, viz., that we can use theoretical en­tities as tools. My concern is with how we support (or argue for) our claims to use theoretical entities as tools. These claims are far from obvious and need defending. Moreover, since they are causal claims, they demand fairly sophisticated arguments.The first question to ask then is 'how do you support causal claims?’ As David Hume pointed out long ago, we do not deduce causal claims from experience.9 Hume believed that our causal claims are based on induction: we observe regularities (or effects) in nature and infer causes from these regularities based on the inductive principle ‘similar effects have similar causes.’ Since Hume regarded induction as an unjustified form of reasoning, he held that our causal claims are unjustified as well. Although Hume’s doubts about causality still influence all discussions of
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causation, many philosophers now believe that we can justify causal claims through inductive or possibly abductive reasoning. Today, many scientists defend inductive arguments for causal connections based on statistical reasoning.10 Many philosophers also hold that one can base causal claims on inference to the best explanation, or abductive reasoning: A causes B if and only if the hypothesis ‘A causes B’ provides the best explanation of the evidence.Hacking, as we saw earlier, does not believe that we can base causal claims on observed regularities. Thus, he would not (or should not!) take an inductivist approach to the justification of causal claims. But if he dismisses this approach, the only viable alternative is an abductivist ap­proach. Hacking does not commit himself to any particular methods of scientific reasoning, but his argument for experimental realism bears a strong resemblance to other abductivist arguments for realism, such as the infamous success of science argument. According to J. J. C. Smart’s ver­sion of this argument, realism is the best explanation of the predictive and explanatory success of particular scientific theories.11 Smart argues it would be an incredible coincidence—a ‘cosmic accident’—if a false theory made accurate predictions, gave good explanations, and so forth. Hence, we should believe that theories which exhibit explanatory and predictive suc­cess are true. According to Richard Boyd’s version, realism is the best explanation of the success (or instrumental reliability) of scientific meth­odology.12 Boyd claims that it would also be an incredible coincidence if successful sciences, which deploy theory-dependent methods, were not making progressive approximation toward the truth. Thus, we should be­lieve that the theories of successful sciences are approximately true and genuinely refer. In both arguments success is an acknowledged fact and realism is supposed to be the best explanation of this fact.Hacking’s argument is also a 'success of science argument’ for realism. While Smart and Boyd focus on the success of theoretical science, viz., predictive and explanatory success, Hacking focuses on the success of ex­perimental science. Success in experimentation is equated with the ability to reliably manipulate or control our instruments in order to produce desired effects (‘Experimentation and Scientific Realism’). A successful experimenter can also dampen ‘noise’ and undesired effects. To reiterate an earlier quotation, Hacking says that the best evidence we can have that we use an entity as a tool is that we can ‘build machines that will work fairly reliably’ (ibid., 170 [1167]). Although Hacking denies that experi­menters need to accept any theories about the phenomena they study, he acknowledges that they must rely on some background assumptions and low-level generalizations (R epresenting  a n d  In terven in g, 149-67). For in­stance, an experimenter who used electrons to do things, would at least have to assume that electrons are a part of the world’s causal nexus. Hack­ing’s argument for premise (2) above now takes shape:
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A Our scientific instruments work fairly reliably in producing desired effects, e.g., changing the charge on niobium balls.
B The best explanation of this reliability is that these instruments take advantage of a (real) causal nexus in the world. That is, that we are using the instruments to do things in the world.
C According to our low-level generalizations (theories?) and other assumptions, our instruments take advantage of some theoretical entities in producing their effects.
D Hence, we can use some theoretical entities, e.g., electrons, to do things in the world, e.g., change the charge on niobium balls.
Hacking’s argument, like other success of science arguments, also de­pends on our recognizing an incredible coincidence that cries out for explanation. The coincidence for the experimenter is that the instruments work reliably in producing desired effects. It would be an incredible co­incidence if these instruments worked reliably but were not taking advan­tage of the world’s causal nexus. It would be an incredible coincidence if we managed to use an entity as a tool for inquiry that did not, in fact, exist. Thus, we should believe that the entities we are using exist and that we are taking advantage of the world’s causal nexus in order to avoid accepting an incredible coincidence.Hacking repeatedly asserts that his argument for experimental realism is not just another version of the infamous success of science argument:
W e  “ in f e r  t h e  b e s t  e x p l a n a t i o n ” t h a t  t h e  t h e o r y  is t r u e .  T h e  c o m m o n  c a u s e  
o f  t h e  p h e n o m e n a  m u s t  b e  th e  th e o r e t i c a l  e n t i t i e s  p o s tu l a t e d  b y  t h e  th e o ry .  
A s a n  a r g u m e n t  fo r  s c i e n t i f i c  r e a l i s m  th is  id e a  h a s  p r o d u c e d  m u c h  d e b a te .  
S o  it m u s t  s e e m  as i f  m y  ta lk  o f  c o i n c i d e n c e  p u t s  m e  in  t h e  m id d l e  o f  a n  
o n g o in g  f e u d .  N o t  so! M y  a r g u m e n t  is m u c h  m o r e  l o c a l iz e d ,  ( i b id . ,  2 0 2 )

O n c e  u p o n  a t im e  t h e  b e s t  r e a s o n  fo r  t h in k i n g  t h a t  t h e r e  a r e  e le c t r o n s  m ig h t  
h a v e  b e e n  s u c c e s s  i n  e x p la n a t io n .  . . . L u c k i ly  w e  n o  l o n g e r  h a v e  to  p r e te n d  
to  i n f e r  f r o m  e x p la n a to r y  s u c c e s s ,  ( i b id . ,  2 7 1 - 2 )

In these passages Hacking asserts that his argument for realism is not a success of science argument, but he offers no sustained argument to support this assertion. The closest thing I can find to an argument in his work is his claim that experimenters use entities as tools; they do not use them to explain: 'Prescott et a l. don’t explain phenomena with electrons. They know how to use them’ (ibid., 272).The problem with this line of defense is that one cannot ra tio n a lly  claim to use a theoretical entity as a tool of inquiry without some evidence, argument, or justification. Our claims about using or manipulating theo­retical entities should not be dogmatic assertions: they require some jus-
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tifications. 'These justifications can employ either inductive or abductive arguments. If our claims to use theoretical entities as tools are not sup­ported by inductive arguments, as Hacking appears to maintain, then they must be supported by abductive ones. Hence, if one regards an entity as a tool of inquiry, one must also claim that its place in the world’s causal structure explains some phenomena.Putting my reply in a slightly different light, we can distinguish be­tween two additional senses of the word ‘use’: an epistemic sense and a non-epistemic one. In the epistemic senses of‘use,’ one can use an entity only if one claims to know something about it; in the non-epistemic sense of ‘use,’ one can use an entity without claiming to know anything about it. When we say that we ‘use an equation to calculate probabilities’ we are using ‘use’ in the epistemic sense; when we say that we ‘use oxygen in respiration,’ we are using ‘use’ in the non-epistcmic sense. My argument is that experimentation is, in part, an epistemic activity, and that experi­mental uses are, in part, epistemic uses. Some activities, such as breathing, can be viewed as non-epistemic: I can breath (or use) oxygen without claiming to know anything about it. We can use many things in this world while remaining completely ignorant about them and having no evidence which might have some bearing on their causal properties. But experi­mentation is not like this. One cannot use a theoretical entity in an ex­periment without claiming to know something about that entity and claiming to have some justification for believing that it has specific causal properties.Thus, using an entity as a tool in experiment also commits us to regarding it as an entity we can use to explain and predict phenomena. But an entity does not explain anything by itself; it explains phenomena within the context of a theory that describes it. Hence, if we believe that we can use a theoretical entity to explain and predict phenomena, we must also believe that our theories which describe the entity are at least approximately true, since theories that are not at least approximately true cannot explain. (More will be made of this point in the next section.)One reason why Hacking is against inference to the best explanation is that he agrees with the charge made by Bas van Fraassen and others that this form of argument is unscientific because explanation is a hope­lessly vague or interest-relative notion.13 How-ever, some recent theories of explanation attempt to counter this charge by articulating causal accounts of explanation.14 In an analysis of inference to the best explanation, Peter Lipton proposes an approach to abduction that employs a causal model of explanation, and thus may make this form of inference appear to be less vague or interest-relative.15 If these approaches to explanation and ab­duction prove to be fruitful, they may offer plausible arguments for real­ism, and Hacking’s experimental realism can be viewed as a contribution to this trend.
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My second and third criticisms of Hacking’s view are that he fails to make a plausible case for theory-free, entity realism. His view is on shaky phil­osophical ground because it does not allow experimental realists to have knowledge about the entities they investigate. Furthermore, it does not accurately portray experimental practice.Hacking’s theory-free, entity realism is a metaphysically consistent position—one can believe in theoretical entities without believing in the theories in which they are embedded—but it is not a reasonable position. It is not a reasonable position because it gives the experimenter belief (and perhaps even true belief) in theoretical entities without justified belief. Given that justification is a necessary condition for knowledge, theory-free entity realism cannot yield knowledge about theoretical entities. And if Hacking’s realism is a position which does not yield knowledge, then it would be, as he says, ‘idle.’In order to explore this criticism, we need to return to Putnam’s se­mantic theory. This theory, as we saw earlier, provides the semantic back­bone for Hacking’s metaphysics and epistemology. It enables Hacking to claim that we are justified in believing in a theoretical entity without believing in the theory in which it is embedded because we can continue to successfully refer to that entity even when our theories about that entity' undergo radical changes. While this view establishes the cogency of Hack­ing’s metaphysical part of theory-free entity realism, it does not go very far in supporting the epistemological aspect of this view. Theory-free entity' realism is on epistemologically solid ground —it can give us knowledge — only if we know that the entities to which we refer are natural kinds; that is, we know that they are fundamental parts of the world’s causal structure. However, if we do not know that a theoretical entity is a natural kind, then we cannot claim to continue to successfully refer to that entity when our theories about it change. If a theoretical entity is not a natural kind, then it is an artifact of our theories and classificatory systems. If an entity is a mere artifact, then we cannot have knowledge about that entity.Some examples will serve to clarify' this point. Phlogiston was a the­oretical entity used to explain combustion, rusting, metabolism, and other chemical phenomena (see Kuhn). For instance, according to phlogiston theory, during combustion, the burning material emitted smoke and phlogiston—the ‘fire substance’—and left behind ashes. This view was sup­ported, in part, by the fact that materials lose weight during combustion, and part of this loss was attributed to the loss of phlogiston. The theory also predicted that materials would lose phlogiston (and thus weight) dur­ing other chemical processes. However, experiments showed that materials did not lose weight as the theory had predicted but actually gained weight. Since defenders of the phlogiston theory held that mass is conserved in



R e s n i k  ■ H a c k i n g ’ s E x p e r i m e n t a l  R e a l i s m  | 1181

all chemical reactions, they proposed that phlogiston could have no mass or even negative mass. But these ad hoc attempts to save the theory failed, and phlogiston was no longer regarded as a real entity. Phlogiston was not a natural kind; it was merely an artifact of specific chemical theories. Theorists eventually explained the phenomena explained by phlogiston by positing other theoretical entities, such as oxygen and carbon dioxide.Gregor Mendel posited the existence of hereditary factors (or Men- delian genes) to explain hereditary phenomena. Mendel formulated three laws that governed these entities. The laws were used to explain the phe­notypic similarities and differences between parents and offspring and to predict hereditary phenomena. During this century, genetics discovered that Mendel’s laws are fraught with exceptions and that the functions per­formed by Mendelian genes are actually performed by several different kinds of entities, such as cistrons, mutons, and recons, and that the func­tions performed by these entities arc actually performed by DNA.16 Al­though geneticists still use the term ‘gene,’ Mendelian genes can no longer be viewed as distinct, natural kinds. Unlike phlogiston, Mendelian genes are not fictional entities, but they are artifacts of Mendelian theory, none­theless. Mendelian genes have been, in a sense, split into many different parts by modern genetic theories.These two examples are neither trivial nor obscure; the history of science contains many episodes where theoretical entities have been shown to be mere artifacts.17 The question we need to put before Hacking is this: how do we know that theoretical entities that we talk about actually exist? flow do we know that electrons will not one day be shown to be artifacts of current physical theories? For all we know, electrons could be like Mendelian genes: their effects might reallv be produced by other entities. Or even worse, they might turn out to be like phlogiston and not exist in any way at all.Hacking has a simple reply to these questions: we know that electrons (and other theoretical entities) exist because we can refer to them. Our theories about electrons may change, but we can still refer to the same things. But this reply simply begs the question, since we cannot claim to successfully refer to a theoretical entity unless we are already justified in claiming that the entity is a natural kind. Reference, as Hacking himself admits, is not a magical ‘sky-hook’ which can save us from anti-realism (Hacking, R epresenting a n d  In tervening, 130).The next issue we need to address, then, is how we can know that a theoretical entity is a natural kind. For if we can know that a theoretical entity is a natural kind, then wc can know that we can successfully refer to that entity and that we have knowledge about that entity. Anti-realists, of course, might assert that we can never know that a theoretical entity is a natural kind and that we thus cannot have knowledge about theoretical entities. But some realists, such as Boyd, propose that we can know that an entity is a natural kind provided that we have a well-confirmed, ex-
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planatorily successful, approximately true, theory that posits the existence 
of that entity. We can know that electrons are natural kinds because they 
are posits of our current, highly successful, theories. This suggestion also 
leads us back to a conclusion reached in the last section, that the exper­
imental realist is committed to the approximate truth of the theories in 
which her entities are embedded. Ironically, this realist alternative also 
brings Hacking back into the traditional representationalist approach to 
realism.

The trouble with the alternative, of course, is this is precisely that 
view that Hacking disdains. He wants to maintain that we have knowledge 
about theoretical entities without believing in any theories in which they 
are embedded and he wants to dodge the success of science argument for 
realism. He might try to wriggle his way out of this pigeonhole by claiming 
that we can know that a theoretical entity is a natural kind if we can use 
it as a tool for inquiry. But this move does not free him from theoretical 
bindings. As we saw earlier, we cannot claim to use a theoretical entity as 
a tool for inquiry unless wc also claim that it explains our experimental 
successes. But how do we explain those successes? By appealing to theories 
that describe the causal processes and structures used in our experiments. 
Thus, experimenters are justified in believing in electrons because elec­
trons are posited by theories that explain experimental successes.

Hacking, like Houdini, might have one other way to escape this theo­
retical cage. He could maintain that experimenters need to rely on low-level 
generalizations about the entities they study, but they do not need to 
commit themselves to full-blown scientific theories about these entities. Al­
though Hacking does not say what the difference might be between a low- 
level generalization and a full-blown theory, one commonly accepted way 
of distinguishing between theories and low-level generalizations is to claim 
that theories must contain genuine, scientific laws.18 Scientific laws are un­
restricted, universal, generalizations that possess ‘nomic necessity’ (ibid.).*

There are two problems with this reply. First, it is based on an overly re 
strictive view of theories. This view is overly restrictive because it implies 
that the only genuine’ theories will be found in physics and chemistry. But 
this position does not accurately reflect scientific practice and belittles the­
ories in the biological, earth, and human sciences. It makes perfect sense to 
talk about theories of fetal development, plate tectonics, stellar evolution, 
and animal aggression. A theory need not contain any unrestricted, univer­
sal generalizations; there can be theories that apply only to particular things 
or systems, or which contain only low-level generalizations.

Second, even if we accept this overly restrictive view of theories, it 
turns out that experimenters actually use full-blown scientific theories 
about the very entities they study. While one could, for the sake of pliil-

* For more on laws and nomic necessity, see chapter 7.
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osophical argument, claim that experimenters only need rough generali­
zations, this philosophical fantasy has no basis in experimental practice. 
Experimenters do not operate without genuine scientific theories and laws 
about the phenomena they investigate: the gulf between experiment and 
theory is not nearly as large as Hacking supposes. Indeed, during the 
scientific revolution there was no sharp distinction between theorists and 
experimenters: many of the best theorists, such as Galileo, Newton, Har­
vey, and Boyle, were also excellent experimenters. As scientists have be­
come more specialized, a gap has developed between theorists and 
experimenters. However, even today these two different communities share 
some common reference points. A person running experiments with a 
particle accelerator may not be aware of the latest developments in theo­
retical physics, but he (or she) is likely to be familiar with most of the 
commonly accepted background theories in physics, including some the­
ories about the particles he (or she) is studying. Experimenters and theo­
rists both obtain graduate degrees in their chosen fields and are thus both 
familiar with a common core of background theories. They also continue 
to communicate about scientific ideas and instruments as they pursue their 
different career paths. (Many of these claims about experimentation are 
empirical points which require further substantiation. Since I do not have 
the space to provide that support here, I refer the reader to the work of 
Allan Franklin.19)

The upshot of this discussion is that Hacking’s theory-free entity' re­
alism can be attacked on both philosophical and practical grounds. The 
philosophical problem with this position is that it cannot give us knowl­
edge about theoretical entities; the practical problem with it is that it does 
not accurately reflect scientific practice.

■ I v
Hacking is right to point out that philosophers of science have placed too 
much emphasis on scientific representation and have for too long ne­
glected scientific intervention. Given the neglect of experimentation and 
technology, Hacking’s realism is a refreshing and insightful approach. 
However, Hacking is wrong to think that questions about representation 
are irrelevant to arguments for realism; the three critiques developed in 
this essay illustrate this point. Although Hacking eschews theory realism 
and inference to the best explanation, his experimental realism does not 
elude either of these traditional realist concerns. My criticism, then, 
might be properly regarded as a reinterpretation of Hacking’s experimental 
realism, since I do not attack his view per se. I think that experimental 
realism is a plausible and interesting position, but it is not as non- 
traditional, non-theoretical, or non-abductive as Hacking assumes it is.211
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Arthur F ine

T he N a tu ra l 

O n to lo g ical A ttitu d e

Let us fix our attention out o f  ourselves as much as possible; let us chace our 
imagination to the heavens, or to the utmost limits o f  the universe; we never 
really advance a step beyond ourselves, nor can conceive any kind o f  existence, 
but those perceptions, which have appear’d in that narrow compass. This is the 
universe o f  the imagination, nor have we any idea but what is there produced.

—Hume, Treatise, Book 1, Part II, Section VI

Realism is dead. Its death was announced by the neopositivists who real­ized that they could accept all the results of science, including all the members of the scientific zoo, and still declare that the questions raised by the existence claims of realism were mere psendoquestions. Its death was hastened by the debates over the interpretation of quantum theory, where Bohr’s nonrealist philosophy was seen to win out over Einstein’s passionate realism. Its death was certified, finally, as the last two genera­tions of physical scientists turned their backs on realism and have man­aged, nevertheless, to do science successfully without it. To be sure, some recent philosophical literature . . . has appeared to pump up the ghostly shell and to give it new life. But I think these efforts will eventually be seen and understood as the first stage in the process of mourning, the stage of denial. . . . But I think we shall pass through this first stage and into that of acceptance, for realism is well and truly dead, and we have work to get on with, in identifying a suitable successor. To aid that work I want to do three things in this essay. First, I want to show that the arguments in favor of realism are not sound, and that they provide no rational support for belief in realism. Then, I want to recount the essential role of non­realist attitudes for the development of science in this century, and thereby (I hope) to loosen the grip of the idea that only realism provides a pro­gressive philosophy of science. Finally, I want to sketch out what seems to me a viable nonrealist position, one that is slowly gathering support and that seems a decent philosophy for postrealist times.1

From Jarrett Leplin, ed., Scientific Realism (Berkeley: University of California 
Press, 1984), 83-107.

1 1 8 6
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■ I Arguments for Realism

Recent philosophical argument in support of realism tries to move from the success of the scientific enterprise to the necessity for a realist account of its practice. As I see it, the arguments here fall on two distinct levels. On the ground level, as it were, one attends to particular successes; such as novel, confirmed predictions, striking unifications of disparate-seeming phenomena (or fields), successful piggybacking from one theoretical model to another, and the like. Then, we are challenged to account for such success, and told that the best and, it is slyly suggested, perhaps, the 
on ly way of doing so is on a realist basis. I do not find the details of these ground-level arguments at all convincing. Larry' Laudan has provided a forceful and detailed analysis which shows that not even with a lot of hand waving (to shield the gaps in the argument) and charity (to excuse them) can realism itself be used to explain the very successes to which it invites our attention.2 But there is a second level of realist argument, the meth­odological level, that derives from Popper’s attack on instrumentalism as inadequate to account for the details of his own, falsificationist method­ology. Arguments on this methodological level have been skillfully devel­oped by Richard Boyd,3 and by one of the earlier Hilary Putnams.4 These arguments focus on the methods embedded in scientific practice, methods teased out in ways that seem to me accurate and perceptive about ongoing science. We are then challenged to account for why these methods lead to scientific success and told that the best, and (again) perhaps, the only truly adequate way of explaining the matter is on the basis of realism.I want to examine some of these methodological arguments in detail to display the flaws that seem to be inherent in them. But first I want to point out a deep and, I think, insurmountable problem with this entire strategy of defending realism, as I have laid it out above. To set up the problem, let me review the debates in the early part of this century over the foundations of mathematics, the debates that followed Cantor’s intro­duction of set theory. There were two central worries here, one over the meaningfulness of Cantor’s hierarchy of sets insofar as it outstripped the number-theoretic content required by Kronecker (and others); the second worry, certainly deriving in good part from the first, was for the consistency (or not) of the whole business. In this context, Hilbert devised a quite brilliant program to try to show the consistency of a mathematical theory by using only the most stringent and secure means. In particular, if one were concerned over the consistency of set theory, then clearly a set- theoretic proof of consistency would be of no avail. For if set theory were inconsistent, then such a consistency proof would be both possible and of no significance. Thus, Hilbert suggested that finite constructivist means, satisfactory even to Kronecker (or Brouwer) ought to be employed in meta-



mathematics. Of course, Hilbert’s program was brought to an end in 
1931, when Godel showed the impossibility of such a stringent consistency 
proof. But Hilbert’s idea was, I think, correct even though it proved to be 
unworkable. Metatheoretic arguments must satisfy more stringent requi­
rements than those placed on the arguments used by the theory in ques­
tion, for otherwise the significance of reasoning about the theory is simply 
moot. I think this maxim applies with particular force to the discussion of 
realism.

Those suspicious of realism, from Osiander* to Poincare and Duhem 
to the 'constructive empiricism' of van Fraassen,’ have been worried about 
the significance of the explanatory apparatus in scientific investigations 
While they appreciate the systematization and coherence brought about 
by scientific explanation, they question whether acceptable explanations 
need to be true and, hence, whether the entities mentioned in explanatory 
principles need to exist.4 * 6 Suppose they are right. Suppose, that is, that the 
usual explanation-inferring devices in scientific practice do not lead to 
principles that are reliably true (or nearly so), nor to entities whose exis­
tence (or near-existence) is reliable. In that case, the usual abductive meth­
ods that lead us to good explanations (even to ‘the best explanation’) 
cannot be counted on to yield results even approximately true. But the 
strategy that leads to realism, as I have indicated, is just such an ordinary' 
sort of abductive inference. Hence, if the nonrealist were correct in his 
doubts, then such an inference to realism as the best explanation (or the 
like), while possible, would be of no significance—exactly as in the case 
of a consistency proof using the methods of an inconsistent system. It 
seems, then, that Hilbert’s maxim applies to the debate over realism: to 
argue for realism one must employ methods more stringent than those in 
ordinary scientific practice. In particular, one must not beg the question 
as to the significance of explanatory hypotheses by assuming that they carry 
truth as well as explanatory efficacy.

There is a second way of seeing the same result. Notice that the issue 
over realism is precisely the issue as to whether we should believe in the 
reality of those individuals, properties, relations, processes, and so forth, 
used in well-supported explanatory hypotheses. Now what is the hypothesis 
of realism, as it arises as an explanation of scientific practice? It is just the 
hypothesis that our accepted scientific theories are approximately true, 
where “being approximately true” is taken to denote an extratheoretical
4 Andreas Osiander was a Lutheran theologian who contributed a short, anony­mous preface to the first edition of Copernicus’s De Revolutionibus (1 543), arguing that Copernicus’s theory should be regarded merely as a means of "saving the appearances,” not as a realistic hypothesis. Copernicus, himself a realist, died be­fore he could see the final version of his book, and Osiander supervised its pub­lication. Osiander’s imposture was detected and publicized by Kepler, but few astronomers had been deceived by it.
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relation between theories and the world. Thus, to address doubts over the reality of relations posited by explanatory hypotheses, the realist proceeds to introduce a further explanatory hypothesis (realism), itself positing such a relation (approximate truth). Surely anyone serious about the issue of realism, and with an open mind about it, would have to behave inconsis­tently if he were to accept the realist move as satisfactory.Thus, both at the ground level and at the level of methodology, no support accrues to realism by showing that realism is a good hypothesis for explaining scientific practice. If we are open-minded about realism to begin with, then such a demonstration (even if successful) merely begs the question that we have left open (“need we take good explanatory' hy­potheses as true?”). Thus, Hilbert’s maxim applies, and we must employ patterns of argument more stringent than the usual abductive ones. What might they be? Well, the obvious candidates are patterns of induction leading to empirical generalizations. But, to frame empirical generaliza­tions, we must first have some observable connections between observa­bles. For realism, this must connect theories with the world by way of approximate truth. But no such connections are observable and, hence, suitable as the basis for an inductive inference. 1 do not want to labor the points at issue here. They amount to the well-known idea that realism commits one to an unverifiable correspondence with the world. So far as I am aware, no recent defender of realism has tried to make a case based on a Hilbert strategy of using suitably stringent grounds and, given the problems over correspondence, it is probably just as well.The strategy of arguments to realism as a good explanatory hypothesis, then, c a n n o t (logically speaking) be effective for an open-minded nonbe­liever. But what of the believer? Might he not, at least, show a kind of internal coherence about realism as an overriding philosophy of science, and should that not be of some solace, at least for the realist?7 Recall, however, the analogue with consistency proofs for inconsistent systems. That sort of harmony should be of no solace to anyone. But for realism, I fear, the verdict is even harsher. For, so far as I can see, the arguments in question just do not work, and the reason for that has to do with the same question-begging procedures that I have already identified. Let me look closely at some methodological arguments in order to display the problems.A typical realist argument on the methodological level deals with what 1 shall call the problem of the “small handful.” It goes like this. At any time, in a given scientific area, only a small handful of alternative theories (or hypotheses) are in the field. Only such a small handful are seriously considered as competitors, or as possible successors to some theory re­quiring revision. Moreover, in general, this handful displays a sort of fam­ily resemblance in that none of these live options will be too far from the previously accepted theories in the field, each preserving the well- confirmed features of the earlier theories and deviating only in those as-
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pects less confirmed. Why? Why does this narrowing down of our choices to such a small handful of cousins of our previously accepted theories work to produce good successor theories?The realist answers this as follows. Suppose that the already existing theories are themselves approximately true descriptions of the domain un­der consideration. Then surely it is reasonable to restrict one's search for successor theories to those whose ontologies and laws resemble what we already have, especially where what we already have is well confirmed. And if these earlier theories were approximately true, then so will be such conservative successors. Hence, such successors will be good predictive instruments; that is, they will be successful in their own right.The small-handful problem raises three distinct questions: (1) why only a small handful out of the (theoretically) infinite number of possi­bilities? (2) why the conservative family resemblance between members of the handful? and (3) why does the strategy of narrowing the choices in this way work so well? The realist response does not seem to address the first issue at all, for even if we restrict ourselves just to successor theories resembling their progenitors, as suggested, there would still, theoretically, always be more than a small handful of these. To answer the second question, as to why conserve the well-confirmed features of ontology and laws, the realist must suppose that such confirmation is a mark of an approximately correct ontology and approximately true laws. But how could the realist possibly justify such an assumption? Surely, there is no valid inference of the form “T is well confirmed; therefore, there exist objects pretty much of the sort required by T and satisfying laws approxi­mating to those of T.” An}’ of the dramatic shifts of ontology in science will show the invalidity of this schema. For example, the loss of the ether from the turn-of-the-century electrodynamic theories demonstrates this at the level of ontology, and the dynamics of the Rutherford-Bohr atom vis- à-vis the classical energy principles for rotating systems demonstrates it at the level of laws. Of course, the realist might respond that there is no question of a strict inference between being well confirmed and being approximately true (in the relevant respects), but there is a probable in­ference of some sort. But of what sort? Certainly there is no probability relation that rests on inductive evidence here. For there is no independent evidence for the relation of approximate truth itself; at least, the realist has yet to produce any evidence that is independent of the argument under examination. But if the probabilities are not grounded inductively, then how else? Here, I think the realist may well try to fall back on his original strategy, and suggest that being approximately true provides the best ex­planation for being well confirmed. This move throws us back to the ground-level realist argument, the argument from specific success to an approximately true description of reality', which Laudan has criticized. I should point out, before looking at the third question, that if this last move is the one the realist wants to make, then his success at the methodological
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level can be no better than his success at the ground level. If he fails there, he fails across the board.The third question, and the one I think the realist puts most weight on, is why does the small-handful strategy work so well. The instrumen­talist, for example, is thought to have no answer here. Me must just note that it does work well, and be content with that. The realist, however, can explain why it works by citing the transfer of approximate truth from pre­decessor theories to the successor theories. But what does this explain? At best, it explains why the successor theories cover the same ground as well as their predecessors, for the conservative strategy under consideration as­sures that. But note that here the instrumentalist can offer the same ac­count: if we insist on preserving the well-confirmed components of earlier theories in later theories, then, of course the later ones will do well over the well-confirmed ground. The difficulty, however, is not here at all but rather is in how to account for the successes of the later theories in new ground or with respect to novel predictions, or in overcoming the anom­alies of the earlier theories. And what can the realist possibly say in this area except that the theorist, in proposing a new theory, has happened to make a good guess? For nothing in the approximate truth of the old theory can guarantee (or even make it likely) that modifying the theory in its less- confirmed parts will produce a progressive shift. The history of science shows well enough how such tinkering succeeds only now and again, and fails for the most part. This history of failures can scarcely be adduced to explain the occasional success. The idea that by extending what is ap­proximately true one is likely to bring new approximate truth is a chimera. It finds support neither in the logic of approximate truth nor in the history of science. The problem for the realist is how to explain the o ccasiona l 
success of a strategy that u su a lly  fa ils 8 I think he has no special resources with which to do this. In particular, his usual fallback onto approximate truth provides nothing more than a gentle pillow. He may rest on it com­fortably, but it does not really help to move his cause forward.The problem of the small handful raises three challenges: why small, why narrowly related, and why does it work? The realist has no answer for the first of these, begs the question as to the truth of explanatory hypotheses on the second, and has no resources for addressing the third. For com­parison, it may be useful to see how well his archenemy, the instrumen­talist, fares on the same turf. The instrumentalist, I think, has a substantial basis for addressing the questions of smallness and narrowness, for he can point out that it is extremely difficult to come up with alternative theories that satisfy the many empirical constraints posed by the instrumental suc­cess of theories already in the field. Often it is hard enough to come up with even one such alternative. Moreover, the common apprenticeship of scientists working in the same area certainly has the effect of narrowing down the range of options by channeling thought into the commonly accepted categories. If we add to this the instrumentally justified rule, “If
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it has worked well in the past, try it again,” then we get a rather good account, I think, of why there is usually only a small and narrow handful. As to why this strategy works to produce instrumentally successful science, we have already noted that for the most part it does not. Most of what this strategy produces are failures. It is a quirk of scientific memory that this fact gets obscured, much as do the memories of bad times during a holiday vacation when we recount all our “wonderful” vacation adventures to a friend. Those instrumentalists who incline to a general account of knowl­edge as a social construction can go further at this juncture, and lean on the sociology of science to explain how the scientific community "creates” its knowledge. I am content just to back off here and note that over the problem of the small handful, the instrumentalist scores at least two out of three, whereas the realist, left to his own devices, has struck out.9I think the source of the realist’s failure here is endemic to the meth­odological level, infecting all of his arguments in this domain. It resides, in the first instance, in his repeating the question-begging move from explanatory efficacy to the truth of the explanatory hypothesis. And in the second instance, it resides in his twofold mishandling of the concept of approximate truth: first, in his trying to project from some body of assumed approximate truths to some further and novel such truths, and second, in his needing genuine access to the relation of correspondence. There are no general connections of this first sort, however, sanctioned by the logic of approximate truth, nor secondly, any such warranted access. However, the realist must pretend that there are, in order to claim explanatory power for his realism. We have seen those two agents infecting the realist way with the problem of the small handful. Let me show them at work in another methodological favorite of the realist, the “problem of conjunc­tions.”The problem of conjunctions is this. If T and T' are independently well-confirmed, explanatory theories, and if no shared term is ambiguous between the two, then we expect the conjunction of T and T' to be a reliable predictive instrument (provided, of course, that the theories are not mutually inconsistent). Why? challenges the realist, and he answers as follows. If we make the realist assumption that T and T ', being well confirmed, are approximately true of the entities (etc.) to which they refer, and if the unambiguity requirement is taken realistically as requiring a domain of common reference, then the conjunction of the two theories will also be approximately true and, hence, it will produce reliable obser­vational predictions. Q.E.D.But notice our agents at work. First, the realist makes the question- begging move from explanations to their approximate truth, and then he mistreats approximate truth. For nothing in the logic of approximate truth sanctions the inference from “T  is approximately true” and “T1 is approx­imately true” to the conclusion that the conjunction “T ■ T " ’ is approxi-
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mately true. Rather, in general, the tightness of an approximation dissipates 
as we pile on further approximations. If T is within e, in its estimation of 
some parameter, and T' is also within e, then the only general thing we 
can say is that the conjunction will be within 2e of the parameter. Thus, 
the logic of approximate truth should lead us to the opposite conclusion 
here; that is, that the conjunction of two theories is, in general, less reliable 
than either (over their common domain). But this is neither what we 
expect nor what we find. Thus, it seems quite implausible that our actual 
expectations about the reliability of conjunctions rest on the realist’s stock 
of approximate truths.

Of course, the realist could try to retrench here and pose an additional 
requirement of some sort of uniformity on the character of the approxi­
mations, as between T and T '.111 It is difficult to see how the realist could 
do this successfully without making reference to the distance between the 
approximations and “the truth.” For what kind of internalist requirement 
could possibly insure the narrowing of this distance? But the realist is in 
no position to impose such requirements, since neither he nor anyone 
else has the requisite access to “the truth.” Thus, whatever uniformity-of- 
approximation condition the realist might impose, we could still demand 
to be shown that this leads closer to the truth, not farther away. The realist 
will have no demonstration, except to point out to us that it all works 
(sometimes!). But that was the original puzzle." Actually, I think the puz­
zle is not very difficult. For surely, if we do not entangle ourselves with 
issues over approximation, there is no deep mystery as to why two com­
patible and successful theories lead us to expect their conjunction to be 
successful. For in forming the conjunction, we just add the reliable pre­
dictions of one onto the reliable predictions of the other, having antece­
dently ruled out the possibility' of conflict.

There is more to be said about this topic. In particular, we need to 
address the question as to why we expect the logical gears of the two 
theories to mesh. However, I think that a discussion of the realist position 
here would only bring up the same methodological and logical problems 
that we have already uncovered at the center of the realist argument.

Indeed, this schema of knots in the realist argument applies across 
the board and vitiates every single argument at the methodological level. 
Thus my conclusion here is harsh, indeed. The methodological arguments 
for realism fail, even though, were they successful, they would still not 
support the case. For the general strategy they are supposed to implement 
is just not stringent enough to provide rational support for realism. In the 
next two sections, I will try to show that this situation is just as well, for 
realism has not always been a progressive factor in the development of 
science and, anyway, there is a position other than realism that is more 
attractive.
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■ | Realism and Progress

If we examine the two twentieth-century giants among physical theories, relativity and the quantum theory, we find a living refutation of the realist’s claim that only his view of science explains its progress, and we find some curious twists and contrasts over realism as well. The theories of relativity are almost singlehandedly the work of Albert Einstein. Einstein’s early positivism and his methodological debt to Mach (and Hume) leap right out of the pages of the 1905 paper on special relativity.12 The same posi­tivist strain is evident in the 1916 general relativity paper as well, where Einstein (in Section 3 of that paper) tries to justify his requirement of general covariance by means of a suspicious-looking verificationist argu­ment which, he says, “takes away from space and time the last remnants of physical objectivity.”12 A study of his tortured path to general relativity14 shows the repeated use of this Machist line, always used to deny that some concept has a real referent. Whatever other, competing strains there were in Einstein’s philosophical orientation (and there certainly were others), it would be hard to deny the importance of this instrumentalist/positivist attitude in liberating Einstein from various realist commitments. Indeed, on another occasion, I would argue in detail that without the “freedom from reality” provided by his early reverence for Mach, a central tumbler necessary to unlock the secret of special relativity would never have fallen into place.15 A few years after his work on general relativity, however, roughly around 1920, Einstein underwent a philosophical conversion, turning away from his positivist youth (he was forty-one in 1920) and becoming deeply committed to realism.16 His subsequent battle with the quantum theory, for example, was fought much more over the issue of realism than it was over the issue of causality or determinism (as it is usually portrayed). In particular, following his conversion, Einstein wanted to claim genuine reality' for the central theoretical entities of the general theory, the four-dimensional space-time manifold and associated tensor fields. This is a serious business for if we grant his claim, then not only do space and time cease to be real but so do virtually all of the usual dynamical quantities.17 Thus motion, as we understand it, itself ceases to be real. The current generation of philosophers of space and time (led by Howard Stein and John Earman) have followed Einstein’s lead here. But, interestingly, not only do these ideas boggle the mind of the average man in the street (like you and me), they boggle most contemporary scientific minds as well.18 That is, I believe the majority opinion among working, knowledgeable scientists is that general relativity provides a magnificent organizing tool for treating certain gravitational problems in astrophysics and cosmology. But few, I believe, give credence to the kind of realist existence and nonexistence claims that I have been mentioning. For rel-
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ativistic physics, then, it appears that a nonrealist attitude was important in its development, that the founder nevertheless espoused a realist attitude to the finished product, but that most who actually use it think of the theory as a powerful instrument, rather than as expressing a “big truth.” With quantum theory, this sequence gets a twist. Heisenberg’s seminal paper of 1925 is prefaced by the following abstract, announcing, in effect, his philosophical stance: “In this paper an attempt will be made to obtain bases for a quantum-theoretical mechanics based exclusively on relations between quantities observable in principle.”19 In the body of the paper, Heisenberg not only rejects any reference to unobservables; he also moves away from the very idea that one should try to form any picture of a reality underlying his mechanics. To be sure, Schrodinger, the second father of quantum theory, seems originally to have had a vague picture of an un­derlying wavelike reality for his own equation. But he was quick to see the difficulties here and, just as quickly, although reluctantly, abandoned the attempt to interpolate any reference to reality.20 These instrumentalist moves, away from a realist construal of the emerging quantum theory, were given particular force by Bohr’s so-called “philosophy of comple­mentarity”; and this nonrealist position was consolidated at the time of the famous Solvay conference, in October of 1927, and is firmly in place today. Such quantum nonrealism is part of what every graduate physicist learns and practices. It is the conceptual backdrop to all the brilliant suc­cesses in atomic, nuclear, and particle physics over the past fifty years. Physicists have learned to think about their theory in a highly nonrealist way, and doing just that has brought about the most marvelous predictive success in the history' of science.The war between Einstem, the realist, and Bohr, the nonrealist, over the interpretation of quantum theory was not, I believe, just a sideshow in physics, nor an idle intellectual exercise. It was an important endeavor undertaken by Bohr on behalf of the enterprise of physics as a progressive science. For Bohr believed (and this fear was shared by Heisenberg, Som- merfield, Pauli, and Born—and all the major players) that Einstein’s re­alism, if taken seriously, would block the consolidation and articulation of the new physics and, thereby, stop the progress of science. They were afraid, in particular, that Einstein’s realism would lead the next generation of the brightest and best students into scientific dead ends. Alfred Landé, for example, as a graduate student, was interested in spending some time in Berlin to sound out Einstein's ideas. His supervisor was Sommerfeld, and recalling this period, Landé writes
The more pragmatic Sommerfeld . . . warned his students, one of them this 
writer, not to spend too much time on the hopeless task of “explaining” the 
quantum but rather to accept it as fundamental and help work out its 
consequences.21
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The task of "explaining” the quantum, of course, is the realist program for identifying a reality underlying the formulas of the theory and thereby explaining the predictive success of the formulas as approximately true descriptions of this reality. It is this program that I have criticized in the first part of this paper, and this same program that the builders of quantum theory saw as a scientific dead end. Einstein knew perfectly well that the issue was joined right here. In the summer of 1935, he wrote to Schrôdinger,
The real problem is that physics is a kind of metaphysics; physics describes 
‘reality’. But we do not know what ‘reality’ is. We know it only through phys­
ical description. . . . But the Talmudic philosopher sniffs at ‘reality’, as at a 
frightening creature of the naive mind.22

By avoiding the bogey of an underlying reality, the “Talmudic” orig­inators of quantum theory seem to have set subsequent generations on precisely the right path. Those inspired by realist ambitions have produced no predictively successful physics. Neither Einstein’s conception of a uni­fied field nor the ideas of the de Broglie group about pilot waves, nor the Bohm-inspired interest in hidden variables has made for scientific progress. To be sure, several philosophers of physics, including another Hilary Put­nam, and myself, have fought a battle over the last decade to show that the quantum theory is at least consistent with some kind of underlying reality. I believe that Hilary has abandoned the cause, perhaps in part on account of the recent Bell-inequality problem over correlation experi­ments, a problem that van Fraassen calls “the charybdis of realism.”25 My own recent work in the area suggests that we may still be able to keep realism afloat in this whirlpool.24 But the possibility (as I still see it) for a realist account of the quantum domain should not lead us away from appreciating the historical facts of the matter.One can hardly doubt the importance of a nonrealist attitude for the development and practically infinite success of the quantum theory. Historical counterfactuals are always tricky, but the sterility of actual realist programs in this area at least suggests that Bohr and company were right in believing that the road to scientific progress here would have been blocked by realism. The founders of quantum theory never turned on the nonrealist attitude that served them so well. Perhaps that is because the central underlying theoretical device of quantum theory, the densities of a complex-valued and infinite-dimensional wave function, are even harder to take seriously than is the four-dimensional manifold of relativity. But now, there comes a most curious twist. For just as the practitioners of relativity, I have suggested, ignore the rea lis t interpretation in favor of a more pragmatic attitude toward the space-time structure, the quantum physicists would appear to make a similar reversal and to forget their non-
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realist history and allegiance when it comes time to talk about new discoveries.Thus, anyone in the business will tell you about the exciting period, in the fall of 1974, when the particle group at Brookhaven, led by Samuel Ting, discovered the J particle, just as a Stanford team at the Stanford Linear Accelerator Center (SLAC), under Burton Richter, independently found a new particle they called “v|i”. These turned out to be one and the same, the so-called vJj/J particle* (Mass 3,098 MeV, Spin 1, Resonance 67 KeV, Strangeness 0). To explain this new entity, the theoreticians were led to introduce a new kind of quark, the so-called charmed quark. The ijr/J particle is then thought to be made up out of a charmed quark and an anticharmed quark, with their respective spins aligned. But if this is correct, then there ought to be other such pairs anti-aligned, or with var­iable spin alignments, and these ought to make up quite new observable particles. Such predictions from the charmed-quark model have turned out to be confirmed in various experiments.In this example, I have been intentionally a bit more descriptive in order to convey the realist feel to the way scientists speak in this area. For I want to ask whether this is a return to realism or whether, instead, it can somehow be reconciled with a fundamentally nonrealist attitude.25 I be­lieve that the nonrealist option is correct, but I will not defend that answer here, however, because its defense involves the articulation of a compel­ling and viable form of nonrealism; and that is the task of the third (and final) section of this paper.

■ I Nonrealism

Even if the realist happens to be a talented philosopher, I do not believe that, in his heart, he relies for his realism on the rather sophisticated form of abductive argument that I have examined and rejected in the first sec­tion of this paper, and which the history of twentieth-century physics shows to be fallacious. Rather, if his heart is like mine (and I do believe in a common nature), then I suggest that a more simple and homely sort of argument is what grips him. It is this, and I will put it in the first person. I certainly trust the evidence of my senses, on the whole, with regard to the existence and features of everyday objects. And I have similar confi­dence in the system of “check, double-check, triple-check” of scientific investigation, as well as the other safeguards built into the institutions of science. So, if the scientists tell me that there really are molecules, and atoms, and ijj/J particles and, who knows, maybe even quarks, then so be
* O f t e n  w r i t t e n  “ / / i f ” a n d  r e fe r r e d  to  as t h e  “ g y p sy ” p a r t i c le  ( fo r  “ / - p s i ” ). F o r  t h e i r  
d isc o v e ry , R i c h t e r  a n d  T i n g  s h a r e d  t h e  N o b e l  P r iz e  fo r  p h y s ic s  in  1 9 7 6 .
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it. I trust them and, thus, must accept that there really are such things, 
with their attendant properties and relations. Moreover, if the instrumen­
talist (or some other member of the species “non-realistica”) comes along 
to say that these entities, and their attendants, are just fictions (or the like), 
then I see no more reason to believe him than to believe that he is a 
fiction, made up (somehow) to do a job on me; which I do not believe. 
It seems, then, that I had better be a realist. One can summarize this 
homely and compelling line as follows: it is possible to accept the evidence 
of one’s senses and to accept, in the same way, the confirmed results of 
science only for a realist; hence, I should be one (and so should you!).

What is it to accept the evidence of one’s senses and, in the same 
way, to accept confirmed scientific theories? It is to take them into one’s 
life as true, with all that implies concerning adjusting one’s behavior, prac­
tical and theoretical, to accommodate these truths. Now, of course, there 
are truths, and truths. Some are more central to us and our lives, some 
less so. I might be mistaken about anything, but were I mistaken about 
where I am right now, that might affect me more than would my perhaps 
mistaken belief in charmed quarks. Thus, it is compatible with the homely 
line of argument that some of the scientific beliefs that I hold are less 
central than some, for example, perceptual beliefs. Of course, were I 
deeply in the charmed-quark business, giving up that belief might be more 
difficult than giving up some at the perceptual level. (Thus we get the 
phenomenon of “seeing what you believe,’’ as is well known to all thought­
ful people.) When the homely line asks us, then, to accept the scientific 
results “in the same way” in which we accept the evidence of our senses, 
I take it that we are to accept them both as true. I take it that we are being 
asked not to distinguish between kinds of truth or modes of existence or 
the like, but only among truths themselves, in terms of centrality, degrees 
of belief, or such.

Let us suppose this understood. Now, do you think that Bohr, the 
archenemy of realism, could toe the homely line? Could Bohr, fighting 
for the sake ol science (against Einstein’s realism) have felt compelled 
either to give up the results of science, or else to assign to its “truths” 
some category different from the truths of everyday life? It seems unlikely. 
And thus, unless we uncharitably think Bohr inconsistent on this basic 
issue, we might well come to question whether there is any necessary 
connection moving us from accepting the results of science as true to 
being a realist.26

Let me use the term ‘antirealist’ to refer to any of the many different 
specific enemies of realism: the idealist, the instrumentalist, the phenom- 
enalist, the empiricist (constructive or not), the conventionalist, the con­
structivist, the pragmatist, and so forth. Then, it seems to me that both the 
realist and the antirealist must toe what I have been calling “the homely 
line.” That is, they must both accept the certified results of science as on
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par with more homely and familiarly supported claims. That is not to say 
that one party (or the other) cannot distinguish more from less well- 
confirmed claims at home or in science; nor that one cannot single out 
some particular mode of inference (such as inference to the best expla­
nation) and worry over its reliability, both at home and away. It is just that 
one must maintain parity'. Let us say, then, that both realist and antirealist 
accept the results of scientific investigations as ‘true’, on par with more 
homely truths. (I realize that some antirealists would rather use a different 
word, but no matter,) And call this acceptance of scientific truths the “core 
position.”r  What distinguishes realists from antirealists, then, is what they 
add onto this core position.

The antirealist may add onto the core position a particular analysis of 
the concept of truth, as in the pragmatic and instrumentalist and conven­
tionalist conceptions of truth. Or the antirealist may add on a special 
analysis of concepts, as in idealism, constructivism, phenomenalism, and 
in some varieties of empiricism. These addenda will then issue in a special 
meaning, say, for existence statements. Or the antirealist may add on cer­
tain methodological strictures, pointing a wary finger at some particular 
inferential tool, or constructing his own account for some particular as­
pects of science (e g., explanations or laws). Typically, the antirealist will 
make several such additions to the core.

What then of the realist, what does he add to his core acceptance of 
the results of science as really true? My colleague, Charles Chastain, sug­
gested what I think is the most graphic way of stating the answer—namely, 
that what the realist adds on is a desk-thumping, foot-stamping shout of 
“Really!” So, when the realist and antirealist agree, say, that there really 
are electrons and that they really carry a unit negative charge and really 
do have a small mass (of about 9.1 x l(h28 grams), what the realist wants 
to add is the emphasis that all this is really so. “There really are electrons, 
really!” This typical realist emphasis serves both a negative and a positive 
function. Negatively, it is meant to deny the additions that the antirealist 
would make to that core acceptance which both parties share. The realist 
wants to deny, for example, the phenomenalistic reduction of concepts or 
the pragmatic conception of truth. The realist thinks that these addenda 
take away from the substantiality' of the accepted claims to truth or exis­
tence. “No,” says he, “they really exist, and not in just your diminished 
antirealist sense.” Positively, the realist wants to explain the robust sense 
in which he  takes these claims to truth or existence, namely, as claims 
about reality—what is really, really the case. The full-blown version of this 
involves the conception of truth as correspondence with the world, and 
the surrogate use of approximate truth as near-correspondence. We have 
already seen how these ideas of correspondence and approximate truth are 
supposed to explain what makes the truth true whereas, in fact, they func­
tion as mere trappings, that is, as superficial decorations that may well



1 2 0 0 C u .  9 E m p i r i c i s m  a n d  S c i e n t i f i c  R e a l i s m

attract our attention but do not compel rational belief. Like the extra “really,” they are an arresting foot-tluimp and, logically speaking, of no more force.It seems to me that when we contrast the realist and the antirealist in terms of what they each want to add to the core position, a third alternative emerges—and an attractive one at that. It is the core position itself, and  
a l l  by itself. If I am correct in thinking that, at heart, the grip of realism only extends to the homely connection of everyday truths with scientific truths, and that good sense dictates our acceptance of the one on the same basis as our acceptance of the other, then the homely line makes the core position, all by itself, a compelling one, one that we ought to take to heart. Let us try to do so, and to see whether it constitutes a philosophy, and an attitude toward science, that we can live by.The core position is neither realist nor antirealist; it mediates between the two. It would be nice to have a name for this position, but it would be a shame to appropriate another “ism” on its behalf, for then it would appear to be just one of the many contenders for ontological allegiance. I think it is not just one of that crowd but rather, as the homely line behind it suggests, it is for commonsense epistemology—the natural on­tological attitude. Thus, let me introduce the acronym NOA (pronounced as in “Noah”), for n a tu ra l o n to lo g ica l a ttitu d e, and, henceforth, refer to the core position under that designation.To begin showing how NOA makes for an adequate philosophical stance toward science, let us see what it has to say about ontology. When NOA counsels us to accept the results of science as true, I take it that we are to treat truth in the usual referential way, so that a sentence (or state­ment) is true just in case the entities referred to stand in the referred-to relations. Thus, NOA sanctions ordinary referential semantics and com­mits us, via truth, to the existence of the individuals, properties, relations, processes, and so forth referred to by the scientific statements that we accept as true. Our belief in their existence will be just as strong (or weak) as our belief in the truth of the bit of science involved, and degrees of belief here, presumably, will be tutored by ordinary relations of confir­mation and evidential support, subject to the usual scientific canons. In taking this referential stance, NOA is not committed to the progressivism that seems inherent in realism. For the realist, as an article of faith, sees scientific success, over the long run, as bringing us closer to the truth. His whole explanatory enterprise, using approximate truth, forces his band in this way. But, a “NOAcr” (pronounced as “knower”) is not so committed. As a scientist, say, within the context of the tradition in which be works, the NOAer, of course, will believe in the existence of those entities to which his theories refer. But should the tradition change, say in the man­ner of the conceptual revolutions that Kuhn dubs “paradigm shifts,” then nothing in NOA dictates that the change be assimilated as being progres­sive, that is, as a change where we learn more accurately about the sam e
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things. NOA is perfectly consistent with the Kuhnian alternative, which construes such changes as wholesale changes of reference. Unlike the realist, adherents to NOA are free to examine the facts in cases of paradigm shift, and to see whether or not a convincing case for stability of reference across paradigms can be made without superimposing on these facts a realist-progressivist superstructure. I have argued elsewhere that if one makes oneself free, as NOA enables one to do, then the facts of the matter will not usually settle the case;28 and that this is a good reason for thinking that cases of so-called “incommensurability” are, in fact, genuine cases where the question of stability' of reference is indeterminate. NOA, 1 think, is the right philosophical position for such conclusions. It sanctions ref­erence and existence claims, but it does not force the history of science into prefit molds.So far I have managed to avoid what, for the realist, is the essential point, for what of the “external world”? How can I talk of reference and of existence claims unless I am talking about referring to things right out there in the world? And here, of course, the realist, again, wants to stamp his feet.29 I think the problem that makes the realist want to stamp his feet, shouting “Really!” (and invoking the external world) has to do with the stance the realist tries to take vis-a-vis the game of science. The realist, as it were, tries to stand outside the arena watching the ongoing game and then tries to judge (from this external point of view) what the point is. It is, he says, a b o u t some area external to the game. The realist, 1 think, is fooling himself. For he cannot (really!) stand outside the arena, nor can he survey some area off the playing field and mark it out as what the game is about.Let me try to address these two points. How are we to arrive at the judgment that, in addition to, say, having a rather small mass, electrons are objects “out there in the external world”? Certainly, we can stand off from the electron game and survey its claims, methods, predictive success, and so forth. But what stance could we take that would enable us to judge what the theory of electrons is about, other than agreeing that it is about electrons? It is not like matching a blueprint to a house being built, or a map route to a country road. For we are in the world, both physically and conceptually.80 That is, we are among the objects of science, and the concepts and procedures that we use to make judgments of subject matter and correct application are themselves part of that same scientific world. Epistemologically, the situation is very much like the situation with regard to the justification of induction. For the problem of the external world (so-called) is how to satisfy the realist’s demand that we justify the existence claims sanctioned by science (and, therefore, by NOA) as claims to the existence of entities “out there.” In the case of induction, it is clear that only an inductive justification will do, and it is equally clear that no in­ductive justification will do at all. So too with the external world, for only ordinary scientific inferences to existence will do, and yet none of them
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satisfies the demand for showing that the existent is really “out there.” I think we ought to follow Hume’s prescription on induction, with regard to the external world. There is no possibility for justifying the kind of externality that realism requires, yet it may well be that, in fact, we cannot help yearning for just such a comforting grip on reality. I shall return to this theme at the close of the paper.If I am right, then the realist is chasing a phantom, and we cannot actually do more, with regard to existence claims, than follow scientific practice, just as NOA suggests. What then of the other challenges raised by realism? Can we find in NOA the resources for understanding scientific practice? In particular (since it was the topic of the first part of this paper), does NOA help us to understand the scientific method, such as the prob­lems of the small handful or of conjunctions? The sticking point with the small handful was to account for why the few and narrow alternatives that we can come up with, result in successful novel predictions, and the like. The background was to keep in mind that most such narrow alternatives are not successful. I think that NOA has only this to say. If you believe that guessing based on some truths is more likely to succeed than guessing pure and simple, then if our earlier theories were in large part true and if our refinements of them conserve the true parts, then guessing on this basis has some relative likelihood of success. I think this is a weak account, but then I think the phenomenon here does not allow for anything much stronger since, for the most part, such guesswork fails. In the same way, NOA can help with the problem of conjunctions (and, more generally, with problems of logical combinations). For if two consistent theories in fact have overlapping domains (a fact, as I have just suggested, that is not so often decidable), and if the theories also have true things to say about members in the overlap, then conjoining the theories just adds to the truths of each and, thus, m ay, in conjunction, yield new truths. Where one finds other successful methodological rules, I think we will find NOA’s grip on the truth sufficient to account for the utility of the rules.Unlike the realist, however, I would not tout NOA’s success at making science fairly intelligible as an argument in its favor, vis-a-vis realism or various antirealisms. For NOA’s accounts are available to these fellows, too, provided what they add to NOA does not negate its appeal to the truth, as does a verificationist account of truth or the realists’ longing for approximate truth. Moreover, as I made plain enough in the first section of this paper, I am sensitive to the possibility that explanatory efficacy can be achieved without the explanatory hypothesis being true. NOA may well make science seem fairly intelligible and even rational, but NOA could be quite the wrong view of science for all that. If we posit as a constraint on philosophizing about science that the scientific enterprise should come out in our philosophy as not too unintelligible or irrational, then, perhaps, we can say that NOA passes a minimal standard for a philosophy of science.
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Indeed, perhaps the greatest virtue of NOA is to call attention to just how minimal an adequate philosophy of science can be. (In this respect, NOA might be compared to the minimalist movement in art.) For ex­ample, NOA helps us to see that realism differs from various antirealisms in this way: realism adds an outer direction to NOA, that is, the external world and the correspondence relation of approximate truth; antirealisms (typically) add an inner direction, that is, human-oriented reductions of truth, or concepts, or explanations (as in my opening citation from Hume). NOA suggests that the legitimate features of these additions are already contained in the presumed equal status of everyday truths with scientific ones, and in our accepting them both as truths. No other additions are legitimate, and none are required.It will be apparent by now that a distinctive feature of NOA, one that separates it from similar views currently in the air, is NOA’s stubborn refusal to amplify the concept of truth, by providing a theory or analysis (or even a metaphorical picture). Rather, NOA recognizes in “truth” a concept already in use and agrees to abide by the standard rules of usage. These rules involve a Davidsonian-Tarskian referential semantics, and they support a thoroughly classical logic of inference. Thus NOA respects the customary “grammar” of‘truth’ (and its cognates). Likewise, NOA respects the customary epistemology, which grounds judgments of truth in percep­tual judgments and various confirmation relations. As with the use of other concepts, disagreements are bound to arise over what is true (for instance, as to whether inference to the best explanation is always truth-conferring). NOA pretends to no resources for settling these disputes, for NOA takes to heart the great lesson of twentieth-century analytic and Continental philosophy, namely, that there are no general methodological or philo­sophical resources for deciding such things. The mistake common to re­alism and all the antirealisms alike is their commitment to the existence of such nonexistent resources. If pressed to answer the question of what, then, does it m ean to say that something is true (or to what does the truth of so-and-so commit one), NOA will reply by pointing out the logical relations engendered by the specific claim and by focusing, then, on the concrete historical circumstances that ground that particular judgment of truth. For, after all, there is nothing more to say.!1Because of its parsimony, I think the minimalist stance represented by NOA marks a revolutionary approach to understanding science. It is, I would suggest, as profound in its own way as was the revolution in our conception of morality, when we came to see that founding morality on God and His Order was also neither legitimate nor necessary. Just as the typical theological moralist of the eighteenth century would feel bereft to read, say, the pages of E thics, so I think the realist must feel similarly when NOA removes that “correspondence to the external world” for which he so longs. I too have regret for that lost paradise, and too often slip into the realist fantasy. I use my understanding of twentieth-century physics to
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help me firm up my convictions about NOA, and I recall some words of 
Mach, which I offer as a comfort and as a closing. With reference to 
realism, Mach writes

It has arisen in the process of immeasurable time without the intentional 
assistance of man. It is a product of nature, and preserved by nature. Every­
thing that philosophy has accomplished . . .  is, as compared with it, but an 
insignificant and ephemeral product of art. The fact is, every thinker, every 
philosopher, the moment he is forced to abandon his one-sided intellectual 
occupation . . . , immediately returns [to realism].

Nor is it the purpose of these “introductory remarks” to discredit the 
standpoint [of realism]. The task which we have set ourselves is simply to 
show why and for what purpose we hold that standpoint during most of out­
lives, and why and for what purpose we are . . . obliged to abandon it.

These lines are taken from Mach’s The Analysis o f  Sensations (Sec. 14). 
I recommend that book as effective realism-therapy, a therapy that works best 
(as Mach suggests) when accompanied by historicopliysical investigations 
(real versions of the breakneck history of my second section, “Realism and 
Progress”). Fora better philosophy, however, I recommend NOA.52

■ | Notes

1. In the final section, I call this postrealism “NOA.” Among recent views that 
relate to NOA, I would include Hilary Putnam's “internal realism,” Richard Rorty’s 
“epistemological behaviorism,” the “semantic realism” espoused by Paul Horwich, 
parts of the “Mother Nature” story told by William Lycan, and the defense of 
common sense worked out by Joseph Pitt (as a way of reconciling W. Sellars's 
manifest and scientific images). For references, see Hilary Putnam, Meaning and 
the Moral Sciences (London: Routledge and Kegan Paul, 1978); Richard Rorty, 
Philosophy and the Mirror o f  Nature (Princeton: Princeton University Press, 1979); 
Paul Horwich, “Three Forms of Realism,” Synthese 51 (1982): 181-201; William 
G. Lycan, “Epistemic Value” (preprint, 1982) [Synthese 64 (1985): 137-64]; and 
Joseph C. Pitt, Pictures, Images and Conceptual Change (Dordrecht: D. Reidel, 
1981). The reader will note that some of the above consider their views a species 
of realism, whereas others consider their views antirealist. As explained below, 
NOA marks the divide; hence its “postrealism.”
2. Larry Laudan, “A Confutation of Convergent Realism,” [Philosophy o f  Science 
48 (1981): 19-48; excerpted in this chapter],
3. Richard N. Boyd, “Scientific Realism and Naturalistic Epistemology,” in PSA 
(1980), vol. 2, ed. P. D. Asquith and R. N. Giere (E. Lansing: Philosophy of 
Science Association, 1981), 613-662. See also, Boyd’s article [“The Current Status 
of Scientific Realism,” Erkenntnis 19 (1983): 45-90], and further references there.
4. Hilary Putnam, “The Meaning of ‘Meaning’,” in Language, Mind and Knowl­
edge, cd. K. Gunderson (Minneapolis: University'of Minnesota Press, 1975), 131-
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193. See also his article [“W hat is ‘R ealism ?” in Meaning and the Moral Sciences 
(London: Routledge and Kegan Paul, 1978), 18-33],

5. Bas C. van Fraasen, The Scientific Image (Oxford: The Clarendon Press, 1980) 
See especially pp. 97-101 for a discussion of the truth of explanatory theories. To 
see that the recent discussion of realism is joined right here, one should contrast 
van Fraassen with W. H. Newton-Smith, The Rationality of Science (London: 
Routledge and Kegan Paul, 1981), esp. chap. 8.

6. Nancy Cartwright’s How the Laws of Physics Lie (Oxford: Oxford University 
Press, 1983) includes some marvelous essays on these issues.

7. Some realists may look for genuine support, and not just solace, in such a 
coherentist line. They may see in their realism a basis for general epistemology, 
philosophy of language, and so forth (as does Boyd, “Scientific Realism and Nat­
uralistic Epistemology”). If they find in all this a coherent and comprehen­
sive world view, then they might want to argue for their philosophy as W ilhelm  
W ien argued (in 1909) for special relativity, “What speaks for it most of all is the 
inner consistency which makes it possible to lay a foundation having no self- 
contradictions, one that applies to the totality of physical appearances.” Quoted 
by Gerald Holton, “Einstein’s Scientific Program: Formative Years” in Some 
Strangeness in the Proportion, ed. H. Woolf (Reading: Addison-Wesley, 1980), 58 
Insofar as the realist moves away from the abductive defense of realism to seek 
support, instead, from the merits of a comprehensive philosophical system with a 
realist core, he marks as a failure the bulk of recent defenses of realism. Even so, 
he will not avoid the critique pursued in the text. For although my argument 
above has been directed, in particular, against the abductive strategy, it is itself 
based on a more general maxim, namely, that the form of argument used to 
support realism must be more stringent than the form of argument embedded in 
the very scientific practice that realism itself is supposed to ground—on pain of 
begging the question. Just as the abductive strategy fails because it violates this 
maxim, so too would the coherentist strategy, should the realist turn from one to 
the other. For, as we see from the words of Wien, the same coherentist line that 
the realist would appropriate for his own support, is part of ordinary scientific 
practice in framing judgments about competing theories. It is, therefore, not a line 
of defense available to the realist. Moreover, just as the truth-bearing status of 
abduction is an issue dividing realists from various nonrealists, so too is the status 
of coherence-based inference. Turning from abduction to coherence, therefore, 
still leaves the realist begging the question. Thus, when we bring out into the 
open the character of arguments for realism, we see quite plainly that they do not 
work.

I11 support of realism there seem to be only those “reasons of the heart” which, 
as Pascal says, reason does not know. Indeed, I have long felt that belief in realism 
involves a profound leap of faith, not at all dissimilar from the faith that animates 
deep religious convictions. I would welcome engagement with realists on this 
understanding, just as I enjoy conversation on a similar basis with my religious 
friends. The dialogue will proceed more fruitfully, I think, when the realists finally 
stop pretending to a rational support for their faith, which they do not have. Then 
we can all enjoy their intricate and sometimes beautiful philosophical construc­
tions (of, e.g., knowledge, or reference, etc), even though, as nonbelievers, they 
may seem to us only wonder-full castles in the air.



8. I hope all readers of this essay will take this idea to heart. For in formulating 
the question as how to explain why the methods of science lead to instrumental 
success, the realist has seriously misstated the explanandum. Overwhelmingly, the 
results of the conscientious pursuit of scientific inquiry are failures: failed theories, 
failed hypotheses, failed conjectures, inaccurate measurements, incorrect estima­
tions of parameters, fallacious causal inferences, and so forth. If explanations are 
appropriate here, then what requires explaining is why the very same methods 
produce an overwhelming background of failures and, occasionally, also a pattern 
of successes. The realist literature has not yet begun to address this question, much 
less to offer even a hint of how to answer it.

9. Of course, the realist can appropriate the devices and answers of the instru­
mentalist, but that would be cheating, and it would, anyway, not provide the 
desired support of realism per se.

10. Paul Teller has made this suggestion to me in conversation.

11. Ilkka Niiniluoto’s “W hat Shall We Do with Verisim ilitude?” Philosophy of 
Science 49 (1982): 181-197, contains interesting formal constructions for “degree 
of truth!ikeness,” and related versimilia. As conjectured above, they rely on an 
unspecified correspondence relation to the truth and on measures of the “distance” 
from the truth. Moreover, they fail to sanction that projection from some approx­
imate truths to other, novel truths, which lies at the core of realist rationalizations.

12. See Gerald Holton, “M ach, Einstein, and the Search for Reality,” in his The­
matic Origins o f Scientific Thought (Cambridge: Harvard University Press, 1973), 
219-259. I have tried to work out the precise role of this positivist methodology 
in my “The Young Einstein and the Old Einstein,” in Essays in Memory of Imre 
Lakatos, ed. R. S. Cohen et al. (Dordrecht: D. Reidel, 1976), 145-159.

13. A. Einstein et al., The Principle o f Relativity, trails. W. Perrett and G. B. Jeffrey 
(New York: Dover, 1952), 117.

14. John Earrnan and Clark Clymour, “Lost in the Tensors,” Studies in History 
and Philosophy of Science 9 (1978): 251-278. The tortuous path detailed by Ear- 
man is sketched by B. Hoffmann, Albert Einstein, Creator and Rebel (New York: 
New American Library, 1972), 116-128. A nontechnical and illum inating account 
is given by John Stachel, “The Genesis of General Relativity,” in Einstein Sym­
posium Berlin, ed. H. Nelkowski et al. (Berlin: Springer-Verlag, 1980), 428-42.

15. I have in mind the role played by the analysis of simultaneity in Einstein’s 
path to special relativity. Despite the important study by Arthur M iller, Albert 
Einstein’s Special Theory o f Relativity (Reading: Addison-Wesley, 1981), and an 
imaginative pioneering work by John Earrnan (and collaborators) [“On Writing 
the History of Special Relativity,” in PSA 1982, vol. 2, ed. P. Asquith and 
T. Nickles (East Lansing, M ich.: Philosophy of Science Association, 1983), 403— 
16], . . .  I think the role of positivist analysis in the 1905 paper has yet to be 
properly understood. . . .

16. Peter Barker, “Einstein’s Later Philosophy of Science,” in After Einstein, ed. 
P. Barker and C. G. Shugart (Memphis: Memphis State University' Press, 1981), 
133-146, is a nice telling of this story. [See also Arthur Fine, The Shaky Game 
(Chicago: University of Chicago Press, 1986), ch. 6.]
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17. Roger Jones in “Realism About What?" \Philosophy o f  Science 58 (1991): 
185-202] explains very nicely some of the difficulties here.
18. I think the ordinary, deflationist attitude of working scientists is much like 
that of Steven Weinberg, Gravitation and Cosmology: Principles and Applications 
o f  the General Theory o f  Relativity (New York: Wiley, 1972).
19. See B. L. van der Waerden, Sources o f  Quantum Mechanics (New York: Do­
ver, 1967), 261.
20. See Linda Wessels, “Schródinger’s Route to Wave Mechanics,” Studies in 
History and Philosophy o f  Science 10 (1979): 311-340.
21. A. Landé, “Albert Einstein and the Quantum Riddle,” American ]oumal o f  
Physics 42 (1974): 460.
22. Letter to Schrodinger, June 19, 1935. See my “Einstein’s Critique of Quan­
tum Theory: The Roots and Significance of EPR,” in After Einstein (see n. 16), 
147-158, for a fuller discussion of the contents of this letter.
23. Bas van Fraassen, “The Charybdis of Realism: Epistemological Implications 
of Bell’s Inequality,” Synthese 52 (1982): 25-38.
24. See my “Antinomies of Entanglement: The Puzzling Case of The Tangled 
Statistics,” Journal o f  Philosophy 79 (1982), for part of the discussion and for ref­
erence to other recent work.
25. The nonrealism that I attribute to students and practitioners of the quantum 
theory requires more discussion and distinguishing of cases and kinds than I have 
room for here. It is certainly not the all-or-nothing affair I make it appear in the 
text. [See Arthur Fine,] “Is Scientific Realism Compatible with Quantum Phys­
ics?” [in A. Fine, The Shaky Game, 151-171], My thanks to Paul Teller and James 
Cushing, each of whom saw the need for more discussion here.
26. I should be a little more careful about the historical Bohr than I am in the 
text. For Bohr himself would seem to have wanted to truncate the homely line 
somewhere between the domain of chairs and tables and atoms, whose existence 
he plainly accepted, and that of electrons, where he seems to have thought the 
question of existence (and of realism, more generally) was no longer well defined. 
An illuminating and provocative discussion of Bohr’s attitude toward realism is 
given by Paul Teller, “The Projection Postulate and Bohr's Interpretation of Quan­
tum Mechanics,” [in PSA ¡980, vol. 2, ed. P. Asquith and R. Giere] pp. 201- 
223. Thanks, again, to Paul for helping to keep me honest.
27. In this context, for example, van Fraassen’s “constructive empiricism” would 
prefer the concept of empirical adequacy, reserving “truth” for an (unspecified) 
literal interpretation and believing in that truth only among observables. It is clear, 
nevertheless, that constructive empiricism follows the homely line and accepts the 
core position. Indeed, this seems to be its primary motivating rationale. If we reread 
constructive empiricism in our terminology, then, we would say that it accepts the 
core position but adds to it a construal of truth as empirical adequacy. Thus, it is 
antirealist, just as suggested in the next paragraph below. 1 might mention here 
that in this classification Putnam’s internal realism also comes out as antirealist. 
For Putnam also accepts the core position, but he would add to it a Peircean 
construal of truth as ideal rational acceptance. This is a mistake, which I expect
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that Putnam will realize and correct in future writings. He is criticized for it, 
soundly I think, by Paul Horwich (“Three Forms of Realism”) whose own “se­
mantic realism” turns out, in my classification, to be neither realist nor antirealist. 
Indeed, Horwich’s views are quite similar to what is ealled “NOA” below, and 
could easily be read as sketching the philosophy of language most compatible with 
NOA. Finally, the “epistemological behaviorism” espoused by Rorty is a form of 
antirealism that seems to me very similar to Putnam’s position, but achieving the 
core parity between science and common sense by means of an acceptance that 
is neither ideal nor especially rational, at least in the normative sense. (I beg the 
reader’s indulgence over this summary treatment of complex and important posi­
tions. I have been responding to Nancy Cartwright’s request to differentiate these 
recent views from NOA. . . .)
28. “How To Compare Theories: Reference and Change,” Nous 9 (1975): 17-32.
29. In his remarks at the Greensboro conference [on realism, March 1982], my 
commentator, John King, suggested a compelling reason to prefer NOA over re­
alism; namely, because NOA is less percussive! My thanks to John for this nifty 
idea, as well as for other comments.
30. “There is, I think, no theory-independent way to reconstruct phrases like ‘really 
true', the notion of match between the ontology of a theory and its ‘real’ counterpart 
in nature now seems to me illusive in principle.” T. S. Kuhn, “Postscript,” in The 
Structure o f  Scientific Revolutions, 2d ed. (Chicago: University of Chicago Press, 
1970), 200. The same passage is cited for rebuttal by W. H. Newton-Smith, in The 
Rationality o f  Science. But the “rebuttal” sketched there in chapter 8, sections 4 and 
5, not only runs afoul of the objections stated here in my first section, it also fails to 
provide for the required theory-independence. For Newton-Smith’s explication of 
verisimilitude (p. 204) makes explicit reference to some unspecified background 
theory. (He offers either current science or the Peircean limit as candidates.) But 
this is not to rebut Kuhn’s challenge (and mine), it is to concede its force.
31. No doubt I am optimistic, for one can always think of more to say. In partic­
ular, one could try to fashion a general, descriptive framework for codifying and 
classifying such answers. Perhaps there would be something to be learned from 
such a descriptive, semantical framework. But what I am afraid of is that this 
enterprise, once launched, would lead to a proliferation of frameworks not so 
carefully descriptive. These would take on a life of their own, each pretending to 
ways (better than its rivals) to settle disputes over truth claims, or their import. 
What we need, however, is less bad philosophy, not more. So here, I believe, 
silence is indeed golden
32. My thanks to Charles Chastain, Gerald Dworkin, and Paul Teller for useful 
preliminary conversations about realism and its rivals, but especially to Charles — 
for only he, then, (mostly) agreed with me, and surely that deserves special men­
tion. This paper was written by me, but cothought by Micky Forbes. I don’t know 
any longer whose ideas are whose. That means that the responsibility' for errors 
and confusions is at least half Micky’s (and she is two-thirds responsible for 
“NOA”). Finally, I am grateful to the many people who offered comments and 
criticisms at the [Greensboro] conference, and subsequently. I am also grateful to 
the National Science Foundation for a grant in support of this research.



A l a n  M u s g r a v e

N O A ’s A rk— F in e  

for R ealism

Arthur Fine says that scientific realism is dead, drowned by floods of crit­
icism. In its place he puts the natural on to lo g i ca l  attitude, NOA, 
pronounced ‘Noah’. Fine thinks that NOA is a minimalist view which is 
neither realist nor antirealist. I think that NOA is a thoroughly realist view: 
in NOA’s Ark the realist can sail happily above the floods of criticism.

NOA stems from the ‘homely line’ that we should accept the results 
of science as true in the same way that we accept the evidence of the 
senses as true. Fine writes:

Let us say, then, that both realist and antirealist accept the results of scientific 
investigations as ‘true’, on a par with more homely truths. . . . And call this 
acceptance of scientific truths the “core position”. What distinguishes realists 
from antirealists, then, is what they add onto this core position. (Fine 1984a: 
96 [1199])''

NOA is the core position all by itself, California-pure, without additives.
This is mysterious. As usually understood, the realism-antirealism is­

sue centres precisely on the question of truth. As usually understood, re­
alists can accept Fine’s core position, but antirealists cannot. Positivists 
deny the existence of the ‘theoretical entities’ of science, and think that 
any theory which asserts the existence of such entities is false. Instrumen­
talists think that scientific theories are tools or rules which are neither true 
nor false. Epistemological antirealists like van Fraassen or Laudan concede 
that theories have truth-values, even that some of them might be true, but 
insist that no theory should be a c c ep t e d  as true. None of these antirealist 
positions, as usually understood, is consistent with Fine’s core position. * *

From Philosophical Quarterly 39 (1989): 383-98.
* Page references to the Fine reading in this chapter are enclosed in brackets.
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The mystery unravels, it seems, when Fine says that antirealists often 
go in for some peculiar theory of truth:

The antirealist may add onto the core position a particular analysis of the 
concept of truth, as in the pragmatic and instrumentalist and conventionalist 
conceptions of truth. . . . These addenda will then issue in a special meaning, 
say, for existence statements. (Fine 1984a: 97 [1199])

So the positivist is seen as saying, not that theoretical science is all false 
because there are no ‘theoretical entities’, but that some theoretical science 
is true because in its application to science ‘true’ means useful. The in­
strumentalist is seen as saying something similar. Van Fraassen is seen as 
saying, not that we should never accept a theory about the ‘unobservable’ 
as true, but that we sometimes may because in its application to such 
theories ‘true’ means em pirica lly adequate. Laudan is seen as saying some­
thing similar.

It is certainly possible to see the antirealisms this way. But it is not 
the way the antirealists see themselves, nor is it the clearest way to see 
them. Adding to the core position a peculiar truth-theory for science ac­
tually demolishes that position. The results of science are not being ac­
cepted as true on a par with more homely truths. Homely statements are 
accepted as true in the homely sense of the term ‘true’—bits of science 
are accepted as true in some esoteric sense of the term ‘true’. The latter 
acceptances are not on a par with the former at all. Only the equivocation 
on the term ‘true’ could make us think otherwise.

Fine might object that there is no such equivocation: esoteric anti­
realist truth-theories are meant to apply both to homely truths and to 
scientific ones. I doubt that this will work. Some scientific theories are 
true, meaning useful for ‘saving the phenomena’—and some statements of 
the phenomena are true, meaning useful for saving . . . what? Some 
statements about unobservables are true, meaning they yield nothing but 
truths about observables—and some statements about observables are true, 
meaning they yield nothing but truths about. . . what? The esoteric truth- 
theories developed for science seem to be parasitic upon the homely con­
ception of truth being applied to homely statements about the phenomena 
or about observables.

But even if an esoteric truth-theory can be applied across the board, 
this does not help. Now realists and antirealists cannot both accept the 
core position, because there is no one core position for them both to 
accept. Now we have several different core positions, depending upon the 
meaning to be attached (across the board) to the term ‘true’. Confusingly, 
these different positions are all expressed using the same words. Realists 
and antirealists can both assent to the words—but only because they mean 
quite different things by them.

I wrote a paragraph back about ‘the homely conception of truth being



M u s c r a v e  ■  NOA’s Ark — F i n k  k o r  R e a l i s m 1211

applied to homely statements’. It may be objected that there is no such 
‘homely conception of truth’, that the core position leaves it open what 
sense is to be attached to the term ‘true’, that antirealists attach esoteric 
senses to the term, and so do realists. This does not help either—nor does 
it seem to be Fine’s own view of the matter.

It does not help because now we do not have different core positions 
confusingly expressed by the same words, but no co re  position at all. With 
no sense yet attached to the term ‘true’, neither the realist nor the anti- 
realist knows what it is to assent to the so-called ‘core position’. If each 
assents to it by tacitly reading ‘true’ a different way, then we are back to 
the plethora of core positions.

Nor, it seems, does Fine think that the core position (NOA) leaves it 
open what sense is to be attached to the term ‘true’. On the contrary, a 
very definite conception of truth is built into it:

When NOA counsels us to accept the results of science as true, I take it that 
we are to treat truth in the usual referential way, so that a sentence (or state­
ment) is true just in case the entities referred to stand in the referred-to 
relations. Thus, NOA sanctions ordinary referential semantics, and commits 
us, via truth, to the existence of the individuals, properties, relations, pro­
cesses, and so forth referred to by the scientific statements that we accept as 
true. (Fine 1984a: 98 [1200])

NOA recognizes in “truth” a concept already in use and agrees to abide by 
the standard rules of usage. These rules involve a Davidsonian-Tarskian ref­
erential semantics, and they support a thoroughly classical logic of inference. 
Thus NOA respects the customary “grammar” of ‘truth’ (and its cognates). 
(Fine 1984a: 101 [1203])

Now ‘Davidsonian-Tarskian referential semantics’ is already a philosophi­
cal theory or analysis of truth. It is hardly part of the ‘standard rules of 
usage’ for the term ‘true’, though it yields or explains many of those rules. 
No matter. The key point is that referential semantics yields precisely the 
notion of truth that realists want to apply across the board, both to homely 
truths and to scientific ones. Antirealists of any ilk could not accept the 
core position once they realized that this committed them to accepting 
some scientific theories as true in the usual referential way. NOA, the core 
position all by itself, is already a thoroughly realist position.

Fine thinks otherwise. But he has some difficulty in explaining what 
the realist adds to the core position, what distinguishes the NOA (pro­
nounced ‘knower’) from the realist. It transpires that the realist shouts 
while the NOA speaks quietly, that the realist trafficks in certain slogans 
that the NOA avoids, and that the realist has a certain metaphysical picture 
that the NOA does not have. Let us consider these one by one, beginning 
with the shouting. Fine writes:
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What, then, of the realist, what does he add to his core acceptance of 
the results of science as really true? . . . what the realist adds on is a desk- 
thumping, foot-stamping shout of “Really!” (Fine 1984a: 97 [1199])

So the NOA is a realist who avoids desk-thumping, foot-stamping, and 
shouting. Whereas older realists shouted and stamped in opposition to 
antirealist conceptions of truth, on NOA's Ark realists content themselves 
with a ‘stubborn refusal to amplify’ their referential semantic concept of 
truth. As NOA’s Ark sails into the sunset, it carries only polite and re­
strained realists. I promise to shout no more, so that I can join this happy 
ship.

The slogans will take longer to dispose of. The realist is supposed to 
traffick in slogans, like Truth is correspondence with Reality’, which the 
NOA avoids. Now for me the content of this slogan is exhausted by some­
thing the NOA does say: ‘A sentence (or statement) is true just in case the 
entities referred to stand in the referred-to relations’. I have always thought 
(with Tarski himself) that the semantic conception of truth is a version of 
the common-sense correspondence theory of truth. Earlier correspondence 
theorists gave partial accounts (like Aristotle’s) or trafficked in general slo­
gans (like the one under discussion). Tarski (1944) showed how to give a 
complete account (for each well-defined language) which explains what 
the slogans mean. In this way Tarski rehabilitates the common-sense cor­
respondence theory.

Most philosophers (including Arthur Fine) think that the correspon­
dence theory of truth is one thing and Tarski’s theory another. What does 
the correspondence theorist provide (or seek to provide) which Tarski does 
not? Fine thinks he provides (or seeks to provide) a general accoun t of 
correspondence, a theory of the way in which language and reality can 
‘match up’ so that truth results. Such a theory would ‘explain what makes 
the truth true’ (Fine 1984a: 97 [1199]). Armed with an account of the 
relation which all truths bear to reality, the correspondence theorist will 
know what all truths have in common, their ‘essence’, what makes them 
a ‘natural kind’. And here Fine is sceptical:

Of course we are all committed to there being some kind of truth. But need 
wc take that to be something like a “natural” kind? (Fine 1984b: 56)

I share the scepticism. One thing Tarski taught us is that an essentialist 
correspondence theory is out, that the essence of truth is a chimera. (If we 
must talk of ‘essences’ here, let us talk thus: Tarski gives us the essence of 
the correspondence theory without giving truth an essence.) Truths are 
many and various, and so are the ways they correspond to facts. Tarskian 
referential semantics captures ‘the’ correspondence relation as well as it 
can  be captured. Michael Levin puts it well:
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Tarski tells us tliat all true conjunctions have in common the truth of each 
conjunct, that each true existential generalisation is such that its matrix is 
satisfied by at least one sequence, and so on. To be sure, at the level of the 
basis clauses, the definition goes strongly extensional, but that is the way it 
ought to go. The truths “Ron Reagan is a man” and “This tulip is red" are 
not shown to have much in common: each is a matter of a different object 
. . . satisfying a different primitive open sentence. But do they have more in 
common than being a man has in common with being red, which is to say, 
very little? I cannot see that they do, or at least more than Tarski gives them. 
(Levin 1984: 126)

When you think about it, Tarski’s work shows that the idea that truths 
might all share an essence is quite absurd. It is meaningful linguistic items 
that are true or false in Tarski’s sense. Languages are largely conventional 
human inventions, suited to different human purposes. Why suppose that 
the bewildering variety of truths languages contain form a natural kind? 
It is surely better to suppose that there is no more to the ‘correspondence 
relation’ than Tarski gives us. Nor need it be any part of scientific realism 
to think that there is more.

Fine disagrees. He thinks realists must add to Tarskian truth a han­
kering after truth’s essence. In this connection he mentions Hilary Put­
nam. Now with friends like Putnam, realism needs no enemies. Perhaps 
Putnam did hanker after truth’s essence—but he did not. find it. Instead, 
he found his model-theoretical argument against realism, and abandoned 
the realist cause. (By the way, the model-theoretic argument is invalid— 
but that would be another paper.) Never mind Putnam. Realists need  not 
hanker after truth’s essence (PROOF: I don ’t). Realists can think that Tar­
ski gives them as much of a correspondence theory as they need. But 
perhaps, in view of all the dust philosophers have raised with the word 
‘correspondence’ down the ages (only to complain afterwards that they 
cannot see), realists would do better to drop the word. Perhaps realists 
would do better to drop the correspondence slogan too in favour of that 
of the NOA: ‘A sentence (or statement) is true just in case the entities 
referred to stand in the referred-to relations’. [1200]

So much for one philosophical worry about Tarski’s theory of truth: 
whether or to what extent it is a correspondence theory of truth. There are 
many other philosophical worries, and I want to digress into one of them, 
for it will reveal another possible way to drive a wedge between NOA and 
scientific realism.

I have been arguing that Tarski’s theory gives the scientific realist all 
he needs from a theory of truth. But since Tarski’s theory can be applied 
across the board, so to speak, will it not give all sorts of suspect realists all 
that they need also? That the theory applies across the board can be seen 
from the following list of instances of Tarski’s Convention T:
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1 The statement ‘There is a full moon tonight’ is true if and only if 
there is a full moon tonight.

2 The statement ‘Electrons are negatively charged’ is true if and only 
if electrons are negatively charged.

3 The statement ‘Two plus two equals four’ is true if and only if two 
plus two equals four.

4 The statement ‘Eating people is wrong’ is true if and only if eating 
people is wrong.

5 The statement ‘Ronald Reagan gives me the creeps’ is true if and 
only if Ronald Reagan gives me the creeps.

The worry is this. Suppose that (1) yields common-sense realism about 
the moon, and (2) yields scientific realism about electrons. Then will not 
(3) yield Platonic realism about natural numbers, (4) moral realism about 
wrongness and rightness, and (5) realism regarding a mysterious entity (the 
creeps) which Ronald Reagan gives to me (and simultaneously, no doubt, 
to others too)? Since creeps-realism is absurd, and moral realism and 
Platonism philosophically suspect, so is the Tarskian theory which yields 
them.

This worry is quite groundless. Tarski’s Convention T (often called 
Tarski’s ‘disquotational scheme', or a disquotational, deflationary, or re­
dundancy theory of truth) by itself yields none of these realisms. We all 
avoid creeps-realism by saying that ‘Ronald Reagan gives me the creeps', 
though true (which it is), is an idiom which is not to be taken at face 
value for logico-philosophical purposes. We replace it with a non-idiom 
(say, ‘Ronald Reagan makes me nervous’) and avoid ontological commit­
ment to the creeps. Similarly, one sceptical of moral realism might refuse 
to take ‘Eating people is wrong’ at face value for logico-philosophical 
purposes—which is just what emotivists, prescriptivists, and the like do. 
Alternatively, one might go in morals the way Hartry Field (1982) goes in 
mathematics. Field accepts Tarski’s scheme and takes ‘Two plus two 
equals four’ at face value, but eschews arithmetical Platonism by saying 
that it is false becau se  there are no numbers for the numerals ‘two’ and 
four’ to be names of. Moral realism might be eschewed similarly: take 
‘Eating people is wrong’ at face value, apply Tarski’s scheme to it, and say 
that it is false becau se  there is no property for ‘wrong’ to refer to.

Similarly again, those sceptical of scientific realism can either refuse 
to take ‘Electrons are negatively charged’ at face value (as instrumentalists 
do in their different ways), or take it at face value and say that it is false 
because there are no theoretical entities for the term ‘electron’ to refer to 
(as positivists do), or take it at face value and concede that it might be 
true but insist that we should not accept it as true (as epistemological anti­
realists do). Finally, those sceptical of common-sense realism can either 
refuse to take ‘There is a full moon tonight’ at face value, or take it at face 
value and say that it is false because there is no external object for the
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word ‘moon’ to refer to (as Bishop Berkeley and the phenomenalists do). 
The disjunctions here are not, of course, exclusive ones. Indeed, antireal­
ists typically adopt a mixed strategy, first saying that a certain kind of 
statement is false taken at face value (or taken literally), then trying to 
soften that conclusion by telling us what such statements ‘really mean’, 
that is, how they are to be taken for Iogico-philosophical purposes. (Think 
of phenomenalist ‘translations’, so called, of external-object statements, or 
of emotivist ‘translations’, so called, of moral statements.) The idea that 
Tarski’s Convention T by itself begs all kinds of metaphysical questions is 
simply mistaken. Tarski himself said as much long ago.

By the way, calling Convention T a ‘disquotational theory of truth’ is 
highly misleading. Tarski’s theory of truth is not exhausted by Conven­
tion T, though most of the philosophical worries about it are. Instances 
of Convention T will not be ‘disquotational’ if something other than a 
quotation-mark name of a statement appears on the left-hand side, or if 
the statement talked about comes from a different language from the one 
in which we talk. It is cases where neither of these conditions obtains, 
cases like my ( 1 )—(5), that are also responsible for the mistaken view that 
Convention T is trivial because circular. There are similar reservations, for 
similar reasons, about calling the theory a ‘deflationary’ theory or a ‘re­
dundancy’ theory.

If Tarski’s Convention T does not by itself yield realism about the 
moon, electrons, natural numbers, moral properties, the creeps, or any­
thing else, what is its importance for realism? The answer is obvious: it 
makes realism about all of these things possible. This is its importance for 
realism; this is why it is the theory of truth that realists need. Antirealist 
theories of truth identify it with some internal feature of our beliefs (their 
coherence, their usefulness, their self-evidence, their ultimate undisbe- 
lievability, or whatever).1 Such theories make realism impossible; they 
leave no room for it. So realists need Tarski’s theory of truth—but they 
also need more. To be a realist about Xs (whatever Xs may be) you must:

a take statements about Xs at face value for Iogico-philosophical pur­
poses;

b apply Tarski’s Convention T to those statements;
c accept some of those statements (appropriate ones: ‘There are no 

Xs’ will not do) as true.

Let us end the digression and return to Fine’s NOA. He does all of 
these three things when it comes to the theoretical statements of science. 
He insists that such statements are to be taken at face value (unlike the 
instrumentalists). He applies Tarski’s scheme to them (unlike those who 
traffick in unrealistic truth-theories). And he accepts appropriate theo­
retical statements as true (unlike the positivists or epistemological anti­
realists). All this places Fine’s NOA squarely in the realist camp.
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But wait! The digression may have a Fine point after all. It reveals a 
possible way to drive a wedge between the NOA and the realist. Suppose, 
contrary to what was just said, that the NOA does not  take at face value 
any body of statements about Xs, whatever X might be. Suppose that to 
do this is already to add  to the California-pure core position. The NOA 
is philosophically neutral between realist and instrumentalist interpreta­
tions of theoretical scientific statements like (2). The NOA is also neutral 
between realist and phenomenalist interpretations of common-sense state­
ments like (1). Bishop Berkeley counts as a NOA—even a solipsist counts 
as a NOA. The NOA accepts homely statements and scientific statements 
as true. The NOA reads ‘true’ Tarski-style, with all this brings in the way 
of commitment to the entities referred to in accepted statements which 
are taken at face value. But the NOA leaves it open what those commit­
ments actually are, because he leaves it open which statements are to be 
taken at face value (that is, realistically) and which are not.

This is a possible position. It is consistent (just) with Fine’s accounts 
of NOA. It attributes to the NOA (pronounced ‘knower’, remember) a 
com p le t e  ph ilo soph ica l  know-nothing-ism. The NOA is not committed to 
electrons, the moon, tables and chairs, physical objects, other people, his 
self; anyth ing at all. I hist overlooked this possible interpretation of Fine’s 
NOA. It was suggested to me by discussions with Arthur Fine in Indiana 
in 1987 (discussions for which I am grateful). I now think it might be the 
correct interpretation—as our unfinished business will show.

The NOA was said to differ from the realist on three counts. Wc have 
dealt with two of these: realists need not shout or stamp; and they can 
confine themselves to slogans acceptable to the NOA, like ‘A sentence (or 
statement) is true just in case the entities referred to stand in the referred- 
to relations’. I cite this slogan for the third time because it would seem to 
give the realist all he needs by way of metaphysics. Fine disagrees, which 
brings us to the third alleged point of difference: the realist has a meta­
physical picture which the NOA lacks.

Fine describes the realist metaphysic thus:

For realism, science is about something; something out there, ‘external’ and 
(largely) independent of us. The traditional conjunction of externality and 
independence leads to the realist picture of an objective, external world; what 
I shall call the World. According to realism, science is about that. Being about 
the World is what gives significance to science. (Fine 1986a: 150)

What exactly is wrong with this realist metaphysical picture? Is not the 
NOA committed to precisely the same picture?

Fine talks about ‘the obscurity of the correspondence relation and the 
inscrutability of realist-style reference’. He elaborates:
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The problem is one of access. The correspondence relation would map true 
statements (let us say) to states of affairs (let us say). But if we want to compare 
a statement with its corresponding state of affairs, how do we proceed? How 
do we get at a state of affairs when that is to be understood, realist-style, as a 
feature of the World? (Fine 1986a: 151)

What exactly is the problem here? Somebody says ‘There is a full moon 
tonight’, and I look up into the night sky and ascertain that the statement 
is true. (I use humdrum commonsensical examples, rather than esoteric 
scientific ones, because if there is a problem, it will be a quite general 
one, which afflicts the common-sense realist metaphysic as much as the 
scientific one.) I have access to both terms of the ‘correspondence rela­
tion’: my linguistic competence gives me access to what was said, my eyes 
give me access to the full moon out there in the world (or if you prefer, 
the World). Of course, explaining linguistic competence or sensory aware­
ness gives rise to a host of scientific and philosophical problems—but to 
explain them is not to explain them away, to show that they do not exist 
at all.

Perhaps the worry is that if I were to report pedantically (similarity to 
(1) is intended) ‘The statement “There is a full moon tonight” is true 
since there is a full moon tonight’, then I would still be trapped inside 
language, would not have got ‘at a state of affairs . . . understood, realist- 
style, as a feature of the World’. Perhaps the worry is that instances of 
Convention T, such as (1), do not relate language to the World, but rather 
one language (that talked about) to another (that in which we talk).

If this is the worry, it is a queer one. (1) speaks about a bit of language 
and about the World. True, to speak about the way in which language 
relates to the World, one must use language. But this is no deep truth; 
rather, it is a pallid truism. Sweeney had it right:

. . .  I gotta use words when 1 talk to you 
But if you understand or if you don’t 
That’s nothing to me and nothing to you 
We gotta do what we gotta do . . .*

We are not trapped inside language in the serious sense that all we ever 
talk about is language. To think otherwise is to ignore the hard-won dis­
tinction between use and mention.2t

* From T. S. Eliot’s unfinished poem,“Sweeney Agonistes: Fragments of an Aris- 
tophanic M elodrama,” in Collected Poems 1909-1962 (New York: Harcourt, Brace 
and World, 1963), 123.
f The sentence, “April has five letters,” is about the word April, not the month it 
names; whereas “April is the cruellest month” is about the month, not its English 
name. The first sentence mentions the word April to talk about the name; the 
second sentence uses the word April to talk about the month.
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I hesitate to attribute this worry to Arthur Fine. So let us see how he 
continues:

A similar question comes up if we move to reference and try to establish 
truth-conditions compositionally, for there again, what the realist needs by 
way of the referent for a term is some entity in the World. The difficult)' is 
that whatever we observe, or, more generously, whatever we causally interact 
with, is certainly not independent of us. This is the problem of reciprocity. 
Moreover, whatever information we retrieve from such interaction is, prima 
facie, information about interacted-with things. This is the problem of con­
tamination. flow then, faced with reciprocity and contamination, can one 
get entities both independent and objective? C learly the realist has no direct 
access to his World. (Fine 1986a: 151)

Return to my humdrum example (once again, any problems here will 
afflict humdrum examples as much as esoteric ones). There the term 
‘moon’ referred to the moon, which is an entity out there in the World if 
anything is. Do the problems’ of reciprocity and contamination show that 
this is incorrect? Reciprocity is supposed to show that the moon is not 
independent of us because we can see it or otherwise causally interact 
with it. But implicit in this is a silly account of independence: an entity 
is independent of us if wc cannot causally interact with it. The only in­
dependent entities in this sense will be Platonic entities, which do not 
exist in space and time, and which have no relations causal or otherwise 
with beings (like us) which do exist in space and time. No scientific realist 
should accept an account of independence which means that the onlv 
independent entities are Platonic entities and the only independent reality 
the Platonic realm of abstract entities. When a scientific realist says that 
the moon is (largely) independent of us, he obviously means that it is 
nonmental, it exists outside of us, we did not create it, it existed long 
before we did, it continues to exist when we are not looking at it, and so 
forth.

What of the ‘problem’ of contam ination? It is supposed to show that 
when we see that the moon is full, we gain information not about an 
objective moon out there in the World, but rather about an interacted- 
with-moon. This hyphenated entity is presumably not the same entity as 
the moon (or, if hyphens thrill you, as the moon-in-itself). Fine suggests 
that, unlike the moon-in-itself, the interacted-with-moon is not objective, 
not out there in the World. Where is it then, subjective and inside our 
heads? This smacks of the long-discarded view that we do not see external 
objects like the moon at all, but rather moonish-sense-data inside our 
heads. I doubt that Fine wants to return to that view. I know that Fine’s 
NOA ought not to attach that bit of bad philosophy to his core acceptance 
of the results of science.

Perhaps the thought is that the interacted-with-moon, the moon-as-
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observed-by-us, is not ‘objective’ in the sense that it is somehow partly 
constituted bv the moon-concept which is our invention. After all, in order 
to see that there is a full moon, I must possess the moon-concept, and in 
order to say that there is a full moon, I must possess the word ‘moon’. 
What I can see (or say) depends partly upon the concepts (words) that I 
possess.3 The world (the world-in-itself, Fine’s World-with-a-capital-‘W’) is 
not carved up according to any conceptual or linguistic scheme. It is we 
who carve things up according to such schemes. Having carved, we cannot 
partake of the world-in-itself, the world-as-it-is-independently-of-any- 
conceptual-scheme, the World-with-a-capital-‘W’. That the moon is full is 
not a fact about the world-in-itself, since it trafficks in the moon-concept. 
The statement ‘The moon is full tonight’ does not state a truth about the 
World-with-a-capital-‘W’, since it trafficks in the word ‘moon’. The world 
we experience and talk about is not the world-as-it-is-independently-of-any- 
conceptual-scheme. Rather, it is a world partly of our own conceptual or 
linguistic making, a world-as-conceived-by-us or a world-as-talked-about- 
by-us. This is conceptual (or linguistic) idealism.

It quickly turns into conceptual (or linguistic) relativism. Our con­
cepts vary and change. There is no one world-as-conceived-by-us at all. 
The world-as-conceived-by-the-Aristotelian differs radically from the world- 
as-conceived-by-the-Newtonian. The world-of-the-Eskimo is not at all the 
world-of-the-Kalahari-bushman. This gets really exciting once we cease to 
be human chauvinists and consider non-human animals too. They expe­
rience the world too, but differently from us. The world-of-the-chimpanzee 
is not at all the world-of-Albert-Einstein, and both are worlds apart from 
the world-of-the-honeybee or the world-of-the-three-spined-stickleback. 
And so on and so forth—tediously.

Kant is, of course, the philosopher who started the rot here. Kant 
stopped the rot from spreading, blocked the slide from idealism into rel­
ativism, by assuming that humans all have the same immutable set of 
basic concepts. Contemporary philosophical wisdom has outgrown that 
assumption. Even if contemporary wisdom is misguided, we might still 
ask Kant and the Kantians about non-human animals. Do they experience 
the world at all? If so, do they possess all those Kantian categories of the 
understanding deployment of which is a condition of the possibility of all 
experience? Do chimps, honeybees, and flatworms structure incoming 
stimuli the way humans do? One alternative is to say that humans are the 
only animals that have experiences. This must be deemed implausible by- 
anyone who takes Darwinism seriously. Another alternative is to say that 
the Kantian categories are only conditions of the possibility of human 
experience and that other creatures can do without them. But if chimps 
can do without them, why not us?

Of course, all this talk of different vorlds-as-experienced (conceived, 
talked about)-by-Xs n eed  not he taken seriously. We can see it just as a 
fancy way of drawing attention to the great diversity of experience, con-
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cepts, and talk o f  the world. On this view, all such entities as the moon- 
as-experienced-by-us are ersatz entities. (After all, is not ‘ersatz’ German 
for ‘hyphenated’, and ‘hyphenated’ philosopher’s English for ‘artificial’ or 
‘unnatural’ or ‘unreal’?) The moon-as-expcrienced-by-ns is just the moon
— and similarly for all other hyphenated entities (in c lud ing  the Kantian 
moon-in-itself). On this view, ‘The moon-as-conceived-by-Aristotelians was 
perfectly spherical’ is just philosopher’s gobbledy-gook for ‘Aristotelians 
thought the moon is perfectly spherical’.

If we do take talk of different worlds-as-experienced (conceived, talked 
about)-by-Xs seriously, we become experiential (conceptual, linguistic) ide­
alists. And we come to inhabit a strange world indeed. Consider the moon- 
as-observed-by-us (m oonQ for short) and the moon-in-itself (moon, for 
short). Is m oon0 identical with moon,? Presumably not: if it were, the dis­
tinction would have no point, and we could rest content just with the 
moon  (without subscript, unhyphenated). But if m oon0 is distinct from 
moon,, then there is presumably some property which the one lacks and 
the other possesses. But to know this is to know something about moon,, 
when our knowledge was supposed to be confined to m oonB\ Certainly, 
there could be no empirical evidence that moon0 is different from moon,
— it is just a piece of idealist metaphysics. Kantians object that we can 
know, not through evidence but through transcendental argument (what­
ever that is), that moon, not only exists, but also lacks various properties 
that m oon0 possesses. For example, moon, has no position in space and 
time, these being ‘forms of sensibility’ in which only moon,, is located. Nor 
does m oon , cause (or help cause) moon-visions down on earth, causality 
being a category of the understanding which applies only in the world-of- 
appearance, not in the world-of-things-in-thernselves. No wonder that some 
of Kant’s immediate followers, realizing that moon,  is nowhere, at no time, 
and does nothing, decided that it was an idle metaphysical posit, did away 
with it altogether, and became fully-fledged idealists.* At this point my

* K;nit thought that we possess synthetic a priori knowledge about time, space, 
geometry, and so on—for example, that we know a priori that all external objects 
are spatial and are causally related to one another—but that we har e this knowl­
edge only insofar as the “objects” in question are objects-as-experienced-by-ns not 
tilings as they are in themselves, independent of human experience. Because 
things-in-theinselves are not subject to the categories of causation, substance, 
space, time, and so on, some later thinkers (notably, Hegel) dispensed with things- 
in-themselves entirely, thus precipitating what Musgrave judges to be the disastrous 
descent into full-fledged idealism. For the idealist, the entire external world is 
simply a construction of the human mind (or the mind of Cod) and cannot exist 
independently of mind. B y  retaining things-in-themselves in his system, Kant 
sought to avoid this extreme sort of idealism. For Kant, although things-in- 
themselves cannot be said to be spatial, or to exist in time, or to cause our per­
ceptions, they nonetheless exist independently of human minds and are the 
ultimate source (in some noncausal sense) of our perceptions See Anthony Quin­
ton, “The Trouble with Kant,” Philosophy 72 ( 1997): 5-18.
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Kantian friends (and I still have one or two) tell me that Kant was an 
‘empirical realist’ and only a ‘transcendental idealist’. I do not understand 
these Kantian slogans. I am reminded how fond Berkeley was of presenting 
himself as a defender of common-sense realism. The Kantian metaphysic, 
seen as it really is, is a form of idealism, as is Berkeley's inetaphysic. Mod­
ern idealism is just Kantian idealism ‘gone linguistic’ or ‘gone conceptual’ 
and generalized.4

We have come a long way from Fine’s remark that when we observe 
or otherwise interact with things, the information we retrieve is informa­
tion about interacted-with-things. The remark may have been a perfectly 
innocent one. I do not know whether Fine is an idealist of this kind (or 
rather, of these kinds). I do think that Fine’s NOA should have nothing 
to do with these idealisms. NOA stands for natural ontological attitude. 
The ersatz hyphenated entities involved in these idealisms are artificial 
and unnatural entities. These idealisms are dubious, perhaps in the end 
unintelligible, philosophical theories which no NOA should attach to his 
core acceptance of the results of science. Indeed, some pretty mundane 
and well-entrenched results of science tell us that the moon (not some 
hyphenated moon, not even the Kantian moon-in-itself, just the moon) is 
objective and independent of us: it exists outside of our heads, it was not 
created by us, it existed long before we did, and so forth. The NOA who 
accepts these bits of science as true has precisely the same metaphysical 
picture as the realist. Fine rejects the realist’s metaphysical picture, not as 
unproved, but as false. Its falsity follows from what might be called an 
unnatural idealist attachment to science. But the unphilosophical NOA 
ought not to be trafficking in the ‘problems’ of reciprocity and contam­
ination—for that traffic is philosophy. The unphilosophical NOA should 
do no more than accept homely truths and scientific ones. Will that not 
provide the NOA with the same ‘metaphysical picture’ as the realist?

An affirmative answer to this question overlooks the possibility of the 
NOA who knows noth ing  philosophical. That NOA’s acceptance of bits 
of science as true implies nothing whatever about the objectivity and in­
dependence of the moon. For that NOA leaves it quite open how the 
accepted statements are to be ‘interpreted’, what they mean, what their 
ontological commitments are. Perhaps homely truths and scientific ones 
are to be taken at face value for logico-philosophical purposes, and perhaps 
they are not. Perhaps the homely truths are to be given a phenomenalist 
construal and the scientific truths an instrumentalist one. (Remember, 
Berkeley counts as a NOA in this minimalist sense.) The completely un­
philosophical NOA leaves all this open.

In traditional discussions of scientific realism, common-sense realism 
regarding tables and chairs (or the moon) is accepted as unproblematic 
by both sides. Attention is focused on the difficulties of scientific realism 
regarding ‘unobservables’ like electrons. But Fine’s discussion is not a tra­
ditional discussion. Fine’s NOA, on this interpretation, begs no nretaphys-
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ical question. That is why both realists and antirealists of any ilk (even a 
solipsist) can accept NOA.

One special consideration suggests that this is the correct interpreta­
tion of Fine’s position. In his acclaimed biography of Einstein, Abraham 
Pais tells how Einstein once turned to him and asked ‘if I really believed 
that the moon exists only if I look at it’ (Pais 1982: 5). Einstein’s question 
concerned, of course, that interpretation of quantum mechanics accord­
ing to which entities do not exist in well-defined states unless they are 
being observed. What if quantum mechanics, thus interpreted, should turn 
out to be correct? Will not science have turned out to overthrow even 
common-sense realism and to vindicate Bishop Berkeley? Science and 
common sense have often clashed—why should the clash not be as radical 
as this one? If this is possible, then we should not encumber our philos­
ophy  of science with metaphysical assumptions (those of common-sense 
realism) which science may outgrow. Hence the minimalist position called 
NOA is the only defensible position in philosophy of science—the rest is 
up to science.

Let me hasten to add that Fine himself is no friend of the interpre­
tation of quantum mechanics just mentioned. Indeed, he has taken Ein­
stein’s side in his discussions of those debates (particularly in his 1986b). 
The point is that he wishes to define a philosophy of science (NOA) which 
will leave open all metaphysical questions for science to decide.

I doubt that this will work. The interpretation of quantum mechanics 
just mentioned is not a result of s c ien ce— it is a philosophical interpretation 
of science inspired in some part by dubious philosophical theories like the 
verifiability theory of meaning. Science unaided by philosophy could not 
overthrow common-sense realism. Indeed, the quantum physicist presup­
poses common-sense realism every time he sets up some experimental 
apparatus (as the principle of complementarity acknowledges). Most of the 
alleged clashes between science and common sense (but not all of them) 
stem from Eddington’s (1928) mistake (to explain the solidity of the table, 
in terms of the behaviour of things that are not solid, is to explain solidity 
away).*

But these are difficult questions, not to be answered in a paragraph.

As noted in the first paragraph of Ernest Nagel, “Issues in the Logic of Reductive 
Explanations,” (in chapter 8), Eddington refers to his “two tables” in the intro­
duction to his Gifford Lectures, published as The Nature of the Physical World 
(New York: M acm illan, 1928). The first table is the colored, solid, wooden piece 
of furniture at which Eddington is seated, writing his lectures. The second is what 
Eddington calls his “scientific” table, which is mostly empty space occupied by 
electrons and other charged particles moving around at great speed. Eddington 
writes that “modern physics has by delicate test and remorseless logic assured me 
that my second scientific table is the only one which is really there—wherever 
‘there’ may be" (xii). According to Eddington, the “external world of physics [is] 
a world of shadows” which is “all symbolic” (xiv).
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Let 11s return from them to the minimalist position NOA, to see how 
minimalist it really is. The NOA is supposed to ‘accept’, say, ‘There is a 
full moon tonight’ and ‘Electrons are negatively charged’. But does the 
NOA know what he has accepted? Remember, he leaves it open whether 
or not these statements are to be taken at face value, says nothing about 
how they are to be interpreted, what their ontological commitments are. 
The unphilosophical NOA does not just know nothing philosophical—he 
knows nothing at all.

We need to inject some content into NOA (pronounced ‘knower’). 
One way to do this is clear: let the NOA give ‘homely truths’ a face-value 
realist construal. (Scientific realists and their opponents were agreed upon 
this much anyway.) But then the same will apply to the scientific state­
ments which the NOA accepts ‘on a par with’ the homely ones. And 
NOA’s Ark will after all be Fine (with a capital T”) for realism (with a 
small ‘r’).

■ I Notes

1. Down the ages the chief motive for antirealist truth-theories has been anti- 
sceptical, to make the truth accessible to us. By identifying truth with some internal 
features of beliefs, they make it something the believer is an authority on and can 
know for certain. Hence they are all aptly called subjective truth-theories.

Their immediate consequence is relativism about truth. If A’s belief that P 
possesses the internal feature and B’s belief that P does not, then P is true for A 
and false for B. (Alternatively put, the ‘laws of truth', contradiction and excluded 
middle, fail.)

To avoid relativism (and preserve the laws of truth), subjective truth-theorists 
tend to go ideal and to the long run. For example, coherence theorists will say 
that something is true (by definition) if it ‘coheres’, not with your or my beliefs, 
but with the beliefs an ideally rational inquirer would have in the long run

Of course, such moves immediately threaten the anti-sceptical virtues (if vir­
tues they be) of subjective truth-theories. What Cod will be coherently believing 
at the end of time is just as inaccessible to you or me as is truth-as-correspondence. 
(I think it is more inaccessible.)

To solve these problems, subjectivists tend to adopt a policy of flipping back 
and forth. When epistemological concerns are paramount, they stay subjective; 
when semantic concerns are paramount, they go ideal and to the long run. The 
resulting fandango is one of the least edifying sights in philosophy. Let us view it 
1 10 more. (Fine’s [1984b] has some excellent arguments against antirealist truth- 
theories.)
2. Wittgenstein ignored this distinction in his Tractatus, and was led to the fol­
lowing ‘deep’ thoughts: the way language relates to the world cannot be said, it 
can only be shown; the limits of my language are the limits of my world; what 
the solipsist means is quite correct, only it cannot be said. Wittgenstein’s ‘logo- 
centric predicament’ is simply old psychologistic wine poured into new linguistic
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bottles. The British empiricists thought that thinking consists in having a stream 
of ‘ideas’, and concluded mistakenly that all we ever think about are our own 
ideas.
3. Between this sentence and its predecessor there is a subtle slide which I have 
not disrupted the text to remark upon. It is trivially true that a being lacking the 
typewriter-concept (the word ‘typewriter’) cannot see that there is a typewriter on 
the table. It is trivially false that a being lacking the typewriter-concept (the word 
‘typewriter’) cannot see the typewriter on the table. The Kalahari bushman may 
see the typewriter perfectly well, as evidenced by his response to the request 
(couched in Kalahari-bushman-ese) to pass him that thing over there. The cat 
might see the typewriter perfectly well, as evidenced by her not bumping into it 
when the mouse she is chasing hides under it. The slide results from conflating 
seeing-that with seeing. (In between these there is seeing-as: the cat or the Kalahari 
bushman may see the typewriter as non-food, and the mouse as food, even though 
they lack the typewriter-concept or the mouse-concept.)

This slide is responsible for the view that beings possessed of different 'con­
ceptual schemes’, different languages, even different theories, literally see different 
worlds. The Aristotelian and the Copernican, watching a sunrise, see different 
things. This is, of course, nonsense. What might be true is that the Aristotelian 
says of the sunrise ‘I see that the sun is still orbiting the earth’, while the Coper­
nican says ‘I see that the earth is still rotating on its axis’. The profundity The 
limits of my language are the limits of my world’ is false. What is true is the 
triviality that the limits of my language limit what I can say of the world.
4. Permit me a true story. I was once told in all seriousness that when the concept 
‘person with an IQ two standard deviations above the mean’ was invented, new 
entities were brought into being. It turns out (I replied) that there are two ways of 
making babies, the way we all know and love, namely love, and this new way, 
psychological theorizing! I was told that the new entities are not babies, indeed, 
are not persons with IQ’s two standard deviations above the mean. I could gain 
no clear idea what they were.
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9 C ommentary

9.1 | Logical Empiricism

In  th e  f irst h a l f  o f  t h e  t w e n t i e t h  c e n t u r y ,  th e  l o g i c a l  p o s it iv is ts  a n d  t h e i r  

su c c e s s o r s ,  t h e  l o g i c a l  e m p i r i c i s t s ,  a p p r o a c h e d  th e  i s su e  o f  s c i e n t i f i c  r e a l ­

i s m  in  a  d i s t in c t i v e  w a y  b y  r e f l e c t i n g  o n  t h e  ro le  o f  o b s e r v a t io n  in  tw o  
d i f f e r e n t  t y p e s  o f  s c i e n t i f i c  a c t i v i t y . 1 O n  th e  o n e  h a n d ,  s c ien t is t s  s e e k  to 

d i s c o v e r  e m p i r i c a l  l a w s ,  e x p r e s s in g  g e n e r a l i z a t i o n s  a b o u t  o b s e r v a b l e  p h e ­
n o m e n a  s u c h  a s  th e  m o t io n  o f  b o d ie s  o r  r e l a t io n s  b e t w e e n  th e  p r e s su r e  

a n d  v o lu m e  o f  a g a s .  O n  th e  o t h e r  h a n d ,  s c ien t is t s  a l so  f o r m u l a t e  f u l l ­
b lo w n  s c i e n t i f i c  t h e o r i e s  t h a t  u n i f y ,  e x p l a i n ,  a n d  p r e d ic t  s u c h  l a w s  a n d  

t h e i r  o b s e r v a t io n a l  c o n s e q u e n c e s  in  t e r m s  o f  fo r c e s  a c t i n g  o n  b o d ie s ,  m o l ­

e c u l e s  o f  g a se s  a n d  t h e i r  m e a n  k in e t i c  e n e r g i e s ,  a n d  so on .  T h u s ,  it w a s  

n a t u r a l  for t h e  l o g i c a l  e m p i r i c i s t s  to  e m p h a s i z e  a d i s t in c t io n  b e t w e e n  th e  

o b s e r v a t io n a l  c o m p o n e n t s  o f  a  t h e o r y ,  w h i c h  re fe r  to o b je c t s  a n d  p ro p e r t ie s  
t h a t  a r e  d i r e c t l y  o b s e r v a b le ,  a n d  th e  t h e o r e t i c a l  c o m p o n e n t s ,  w h i c h  a p ­

p a r e n t l y  r e f e r  to o b je c t s  a n d  p r o p e r t i e s  t h a t  a r e  n o t  d i r e c t l y  o b s e r v a b le .

T h e  o b s e r v a t io n a l - th e o r e t i c a l  d i s t in c t io n  t h u s  has  tw o  a s p e c t s ,  o n t o ­

l o g i c a l  a n d  t e r m i n o l o g i c a l  (o r  l i n g u i s t i c ) .  As an o n t o lo g i c a l  d i s t in c t io n ,  it 

is u s e d  to  m a r k  o ff  th o s e  o b je c t s ,  p r o p e r t i e s ,  and e v e n t s  th a t  a r e  d i r e c t l y  

p e r c e i v a b l e  f ro m  th o se  t h a t  a r e  n o t .  F o r  e x a m p l e ,  p h i lo s o p h e r s  o ften  d i s ­

t i n g u i s h  b e t w e e n  o b s e r v a b l e  a n d  u n o b s e r v a b l e  o b je c t s .  B y  c o n t ra s t ,  th e  

t e r m i n o l o g i c a l  d i s t in c t io n  a p p l i e s  n o t  to  o b je c t s ,  p r o p e r t i e s ,  a n d  ev en ts  b u t  

to  t h e  l a n g u a g e  a n d  v o c a b u l a r y  o f  s c i e n t i f i c  t h e o r i e s ;  i t  is u s u a l l y  m a d e  b y  

c a l l i n g  th o se  t e r m s  u n i q u e  to  a  t h e o r y  ( s u c h  a s  molecule, gene, electro­

m agnetic field, a n d  so  o n )  theoretical terms, a n d  c a l l i n g  th e  o th e r  d e s c r ip ­

t iv e  t e r m s  f i g u r in g  in  e m p i r i c a l  l a w s  observational terms.

T h e  o n t o lo g i c a l  d i s t i n c t i o n  h a s  b e e n  w id e l y  r e g a r d e d  b y  e m p i r i c i s t  

p h i lo s o p h e r s  as h a v in g  im p o r t a n t  im p l i c a t i o n s  for s c i e n t i f i c  r e a l i s m .  E rn s t  

M a c h ,  for e x a m p l e ,  (w h o  w a s  a n  im p o r t a n t  i n f l u e n c e  o n  l o g i c a l  p o s i t iv ­

i sm )  a r g u e d  t h a t  t h e  a i m  o f  n a t u r a l  s c i e n c e  is t h e  e c o n o m i c a l  d e s c r ip t io n  

o f  e x p e r i e n c e .  S i n c e  w e  c a n  h a v e  n o  e x p e r i e n c e  o f  u n o b s e r v a b l e s ,  M a c h  

c o n c l u d e d  t h a t  t h e y  a r e  a t  b e s t  c o n v e n i e n t  f i c t io n s  i n t r o d u c e d  to s im p l i f y  

o u r  t h e o r i e s .  In  th e  c u r r e n t  i d io m ,  M a c h ’s v i e w  r e p r e s e n t s  a  k i n d  o f  a n t i ­

r e a l i s m  a b o u t  a to m s ,  fo r c e s ,  a n d  f ie ld s .

S w i t c h i n g  n o w  to  th e  t e r m i n o l o g i c a l  d i s t in c t io n ,  c o n s i d e r  a n  e m p i r i ­

c is t  v i e w  o f  l a n g u a g e ,  a c c o r d i n g  to w h i c h  th e  m e a n i n g  o f  a  t e r m  is e x ­

h a u s t e d  b y  its c o n n e c t i o n  w i t h  i m m e d i a t e  e x p e r i e n c e .  G i v e n  th is  v i e w  

a n d  th e  f a c t  t h a t  t h e o r e t i c a l  t e r m s  a r e  n o t  c o n n e c t e d  d i r e c t l y  w i t h  e x p e ­

r i e n c e ,  th e  c o g n i t iv e  s i g n i f i c a n c e  o f  t h e o r e t i c a l  t e r m s  w o u ld  s e e m  to be  

in j e o p a r d y ,  t h e y  w o u ld  s e e m  to b e  m e a n in g l e s s .  T h i s  sort  o f  c o n s i d e r a t io n

r227
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led philosophers of a broadly empiricist persuasion to accord theoretical terms a second-rate semantic status. The strongest version of such an ac­count granted theoretical terms no essential role in scientific theory, re­garding them as purely fictional terms to be eliminated altogether.2 A somewhat weaker approach embraced by some logical empiricists treated theoretical terms as strictly speaking meaningless but nevertheless instru- mentally useful in scientific theories; another approach, advocated by op- erationalists, insisted that theoretical terms so-called be given suitable content by explicit definition in observational terms. Finally, the weakest version of the empiricist approach granted theoretical terms a role in sci­entific theories but reckoned them to be only “partially meaningful” via their connection with observational terms. Thus, for example, Norman Campbell, Rudolf Carnap, and Carl Hempel viewed scientific theories as partially interpreted formal systems. On this account, the axioms of a the­ory from which observational consequences are deduced contain both ob­servational and theoretical expressions, but only observational terms can be interpreted directly and fully; theoretical terms acquire a partial and indirect interpretation by contributing to the derivation of observational claims.Logical empiricism may thus be viewed as a kind of antirealism: while the empirical claims of a theory in which observational terms figure are judged to be true because of the direct connection between those terms and real objects, events, and properties accessible to perceptual experience, a commitment to the meaningfulness of theoretical terms and the truth of purely theoretical claims in which they occur does not bring with it any commitment to their connection with unobservable objects, events, and properties.Logical positivism is dead and logical empiricism is no longer an avowed school of philosophical thought. But despite our historical and philosophical distance from logical positivism and empiricism, their influ­ence can still be felt. An important part of their legacy is the observational- theoretical distinction itself, which continues to play a central role in debates about scientific realism. In this commentary, we shall explore a number of questions about empiricism and scientific realism. Is the ob­servational-theoretical distinction sustainable, and in particular, does it pos­sess the ontological significance that many empiricists have taken it to possess? ffow exactly should we understand the role of theoretical terms in scientific theories? Does acceptance of a scientific theory bring with it commitment to the truth of theoretical claims? Can we explain the success of science without being realists about theories and the entities they pos­tulate? Does the success of our scientific theories count as evidence for realism?
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9.2 I Maxwell on the Ontological Status of Theoretical 
Entities

In his paper “The Ontological Status of Theoretical Entities,” Grover Maxwell expresses impatience with those inclining toward what we have called antirealism about theoretical terms and objects. His purpose is to isolate some influential strands of antirealism emerging from the logical empiricist tradition and to argue that all of them are implausible.To begin, imagine (with Maxwell) a bit of fictional science in which, before the advent of microscopes, a scientist named Jones speculates about the mechanism by which diseases are transmitted from one person to another. Jones reasons—by analogy with observable mechanisms such as lice—that all infectious diseases are transmitted by some form of bug or other, most of which are unobservable. By dint of hard work, he comes to show that preventative measures aimed at killing such “crobes” could drastically lower the incidence of disease. But philosophically inclined scientists were worried: Jones had assumed the existence of objects that, according to his own theory, are unobservable. How should Jones’s theory be understood? Some claimed that the tiny organisms were mere fictions; others claimed that such a theory was at best an instrument, helpful to Jones’s thinking but not literally asserting the existence of unobservable entities. Still others claimed that sentences in which Jones’s theoretical terms appeared were permissible only to the extent that they could be translated into sentences containing just observational terms. But the day arrives when the microscope is invented, and Jones’s crobes are observed in great detail, different crobes being identified as the cause of different diseases. The antirealist philosophers respond in various ways. While many convert to realism, others stay their original course. Of these, (a) some espouse idealism or phenomenalism, insisting that all claims about phys­ical objects, of whatever sort, be translatable into claims about immediately perceivable sense data;3 (6) others take the less drastic course of claiming that Jones’s crobes never had been unobservable in principle, since the theory did not entail the impossibility of finding a means of observing them; (c) still others insist that the crobes have not been observed at all: what is seen by means of the microscope is not a physical object or or­ganism, but something far less substantial.

T h e  O b s e r v a t i o n a l - T h e o r e t i c a l  D i s t i n c t i o n

Maxwell argues against (a), (b), and (c), as they are manifested in actual positions philosophers have defended. In connection with (c), Maxwell cites a passage from the logical empiricist, Gustav Bergmann, who de­scribes a certain empiricist rejection of atoms as entailing that strictly speaking “. . . even stars and microscopic objects are not physical things
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in  a l i t e r a l  s e n s e ,” fo r  w h e n  w e  lo o k  t h r o u g h  o u r  a p p a r a tu s  a ll  w e  s e e  “ is 
a  p a t c h  o f  c o lo r  w h ic h  c r e e p s  t h r o u g h  t h e  f i e ld  l ik e  a  s h a d o w  o v e r  th e  
w a l l” ( 1 0 5 5 ) .  M a x w e l l  n o t e s  th a t  i f  t h is  l i n e  is ta k e n ,  w e  c a n n o t  p r o p e r ly  
b e  s a id  to  o b s e r v e  g a r d e n -v a r ie ty - s iz e d  p h y s ic a l  o b j e c t s  t h r o u g h  e y e g la s s e s  
o r  w in d o w p a n e s .  S h a l l  w e  sa y  th a t  w e  c a n  o n l y  in fe r  th a t  it  is r a in in g ,  
u n le s s  w e  r a ise  t h e  w in d o w  a n d  o b s e r v e  t h e  r a in  “ d ir e c t ly ” ? C o n s id e r ,  to o , 
th a t  m o d e r n  c h e m is t r y  t e l l s  u s  th a t  t h e r e  is a c o n t i n u o u s  tr a n s it io n  fr o m  
v e r y  s m a l l  m o l e c u l e s  ( o f  w a te r , s a y ) , t h r o u g h  m e d i u m - s i z e d  o n e s  ( l ik e  
p r o t e in s  o r  n u c l e o t id e s ) ,  to  la r g e  o n e s  ( l ik e  d ia m o n d s  o r  c r y s ta ls  o f  sa lt) . 
T h e  la s t  o f  t h e s e  a r e  d ir e c t ly  o b s e r v a b le  o b j e c t s ,  b u t  fo r  a l l  th a t  t h e y  are  
n o  le s s  g e n u i n e ,  s in g l e  m o l e c u l e s .  T h e  l e s s o n  M a x w e l l  e n c o u r a g e s  u s  to  
d r a w  is  t w o fo ld . F ir s t , w e  h a v e  n o  o b v io u s  c r it e r ia  b y  w h ic h  to  d r a w  a 
n o n a r b itr a r y  l i n e  b e t w e e n  t h e  o b s e r v a t io n a l  a n d  t h e  th e o r e t ic a l ;  w h i l e  s u c h  
l i n e  d r a w in g  as w e  c a n  m a k e  w il l  o f t e n  p r o v e  c o n v e n i e n t ,  its  p o s i t io n  w il l  
v a ry  w id e ly  fr o m  c o n t e x t  to  c o n t e x t .  S e c o n d ,  th is  c o n t i n u o u s  tr a n s it io n  
b e t w e e n  o b s e r v a b le  a n d  t h e o r e t i c a l  s h o w s  th a t  t h e  d i s t in c t io n  h a s  n o  o n ­
t o lo g ic a l  s i g n i f i c a n c e  w h a t s o e v e r .  F o r  s u r e ly  a n  e n t i ty  d o e s  n o t  h a v e  real 
e x i s t e n c e  in  o n e  c o n t e x t  a n d  la c k  it in  a n o t h e r ,  a n d  s u r e ly  o b j e c t s  s e e n  
th r o u g h  e y e g la s s e s  a re  n o t  to  b e  ju d g e d  le s s  r e a l t h a n  (o r  to  h a v e  a d e g r e e  
o f  e x i s t e n c e  in fe r io r  to  th a t  e n j o y e d  b y ) o b j e c t s  o b s e r v e d  d ir e c t ly  by  
u n a id e d  v is io n .

A l t h o u g h  h e  d o e s  n o t  e x p l i c i t ly  p r e s e n t  t h e m  as s u c h ,  M a x w e l l ’s re ­
f l e c t io n s  o n  (c ) m ig h t  b e  s e e n  to  r e c o m m e n d  t h e  f o l l o w in g  so r t o f  a r g u ­
m e n t :  S i n c e  it is  a g r e e d  o n  a ll  h a n d s  th a t  (1 )  t h e r e  a re  o b s e r v a b le  o b je c ts  
a b o u t  w h ic h  w e  m u s t  b e  r e a lis t s , a n d  (2 )  g iv e n  t h e  c o n t i n u o u s  tr a n s it io n  
fr o m  o b s e r v a b le  to  t h e o r e t i c a l  s h o w s  th a t  t h e r e  is n o  n o n a r b itr a r y  l i n e  to  
b e  d r a w n  b e t w e e n  t h e m ,  it f o l l o w s  th a t  ( 5 )  w e  a re  n o t  w a r r a n te d  in  c la im ­
in g  th a t  th e r e  is a c la s s  o f  in - p r in c ip l e  u n o b s e r v a b le  o b j e c t s  a b o u t  w h ic h  
w e  m a y  b e  a n t ir e a l is t s .  M a x w e l l ’s c l a i m  th a t  t h e  o b s e r v a t io n a l - t h e o r e t ic a l  
d is t in c t io n  “ h a s  n o  o n t o l o g i c a l  s i g n i f i c a n c e  w h a t e v e r ” ( 1062) w il l  o n  th is  
r e a d in g  b e  u n d e r s t o o d  as a s s e r t in g  th a t , w h a t e v e r  c o n v e n i e n c e  t h e  d i s t in c ­
t i o n  m a y  o ffe r , it is n o t  a d i s t in c t io n  b e t w e e n  t h in g s  w e  c a n  ju d g e  to  b e  
r e a l a n d  t h in g s  w e  c a n n o t .

C o n s id e r  a g a in  v ie w  (b), a c c o r d in g  to  w h i c h  J o n e s ’s c r o b e s  n e v e r  w e r e  
u n o b s e r v a b le  in  p r in c ip le :  o n  t h is  v ie w ,  o n l y  p u t a t iv e  e n t i t i e s  th a t  a re  in  
p r in c ip le  im p o s s ib le  to  o b s e r v e  m u s t  b e  r e j e c t e d . M a x w e l l  c h a l l e n g e s  th is  
a n t ir e a l is t  r e l ia n c e  o n  t h e  n o t io n  o f  u n o b s e r v a b i l i t y  in  p r in c ip le .  T h e  c u r ­
r e n t  s ta tu s  o f  e l e c t r o n s  is  c o n c e iv a b ly  s im i la r  in  m a n y  w a y s  to  J o n e s ’s 
c r o b e s .  F o r  s u p p o s e  w e  d is c o v e r  n e w  e n t i t i e s  a b le  t o  in t e r a c t  w it h  e le c t r o n s  
in  s u c h  a w a y  th a t , w i t h  e n h a n c e m e n t s  to  o u r  v i s i o n  a n d  b y  m e a n s  o f  
t h e s e  e n t i t i e s ,  w e  a re  a b l e  to  p e r c e iv e  v a r io u s  p r o p e r t ie s  o f  e l e c t r o n s .  H o w ­
e v e r  im p r o b a b le  s u c h  a  s c e n a r io  m a y  b e ,  it d o e s  n o t  in v o lv e  a n y  lo g ic a l  
o r  c o n c e p t u a l  a b s u r d ity . M a x w e l l ’s p o i n t  is th a t  t h e r e  a r e  n o  a p r io r i, 
p u r e ly  p h i lo s o p h ic a l  c r it e r ia  fo r  s e p a r a t in g  t h e  o b s e r v a b le  fr o m  t h e  u n o b -
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servable; to this extent, any descriptive term is a possible candidate for an observational term,Might we improve our ability to draw a serviceable distinction here by focusing—as earlier philosophers have done—not on observab le but on observed instead? On such a proposal, observational terms are taken to be those referring to what has in fact been observed. Construed narrowly, this would yield a different observational language for each language user: san d  would be a theoretical term for some Eskimos, snow for some Floridians. Clearly this is too strong. But suppose we construe it broadly, as claiming that observational terms must be members of a kind, some of whose mem­bers or their properties have been observed. This is at once too weak and too strong: too weak because the similarity relations needed for specifying a kind are ubiquitous and easy to find; too strong because for any entity we can always specify a kind of which it is the only member. Maxwell concludes that such a strategy can only result in a retreat to some form of phenomenalism, which is position (a).According to the phenomenalist version of antirealism (a), all claims about physical objects must be translatable into claims about immediately perceivable sense data. As Maxwell notes, scarcely any contemporary phi­losopher defends such a view. This is not to underestimate the relevance 
of sensory impressions themselves, but the fact remains that most state­ments of our common linguistic framework refer to public entities, not private inner states or objects. Indeed, this fact highlights the importance of an observational base in science as the ultimate grounds of confirma­tion. In scientific discourse the basic unit is not the observational term, but what Maxwell calls the quickly decidable sentence, a (nonanalytic) sentence that reliable, competent language users can quickly decide whether to assert or deny when reporting on some situation. How is it that we can and sometimes do quickly decide the truth or falsity of some observation sentence—a sentence whose only descriptive terms are those that may figure in a quickly decidable sentence? Maxwell argues that this is itself a scientific-theoretical question, the answer to which might well regard sense data as postulates of a theory. As before, the point is that such issues are not purely logical or conceptual. And thus, as before, it emerges that drawing the observational-theoretical line at any particular point is a purely contingent feature of our physiology, our current state of knowl­edge, and the instruments we happen to have available at the time. In light of this, Maxwell concludes that the observational-theoretical distinc­tion is entirely void of ontological significance.
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9 3  [ Van Fraassen’s Constructive Empiricism

M a x w e l l ’s is  b u t  o n e  r e p ly  to  t h e  a n t ir e a l is t  s e n t im e n t s  o f  lo g i c a l  e m p ir i ­
c i s m  in  d e f e n s e  o f  s c i e n t i f i c  r e a l is m . O f  c o u r s e ,  i f  M a x w e l l ’s a r g u m e n ts  
fa i l ,  r e a l is m  m ig h t  s t il l  b e  t e n a b le ;  fo r  t h e r e  m a y  b e  o t h e r  a r g u m e n t s  to  
s u p p o r t  it. S im ila r ly ,  it w o u l d  b e  a n  e r ro r  to  s u p p o s e  th a t  i f  M a x w e l l ’s 
c r i t i c i s m  s u c c e e d s ,  t h e n  a ll  v a r ie t ie s  o f  a n t ir e a l i s m  h a v e  b e e n  s h o w n  to  to  
b e  fa ls e ;  fo r  t h e r e  m a y  b e  o t h e r  fo r m s  o f  a n t ir e a l i s m .

T h e  m a in  a r g u m e n t s  th a t  h a v e  b e e n  o f f e r e d  in  d e f e n s e  o f  s c ie n t i f ic  
r e a l i s m  a r is e  f r o m  c r i t ic i s m s  o f  lo g ic a l  e m p i r ic i s m .  B u t  B a s  v a n  F r a a s s e n  
d e f e n d s  a  v ie w  th a t  is a t  o d d s  w it h  b o t h  lo g i c a l  e m p i r i c i s m  a n d  s c ie n t i f i c  
r e a l is m . In  “A r g u m e n t s  C o n c e r n i n g  S c i e n t i f i c  R e a l i s m , ’’ d r a w n  fr o m  h is  
b o o k  The Scientific Image, v a n  F r a a s s e n  p r o p o s e s  to  d o  tw o  t h in g s .  H is  
fir s t ta sk  is  to  a r t i c u la t e  a d i s t in c t iv e  fo r m  o f  a n t ir e a l i s m , w h ic h  h e  ca lls  
constructive empiricism. H is  s e c o n d  ta sk  is to  r e p ly  to  t h e  m a in  a r g u m e n ts  
fo r  s c i e n t i f i c  r e a l i s m  ( i n c l u d i n g  M a x w e l l ’s ) ,  f r o m  t h e  p e r s p e c t iv e  o f  h is  
o w n  a n t ir e a l is m . H o w e v e r  u n t e n a b le  lo g ic a l  e m p i r ic i s m  m ig h t  b e ,  th e  
p la u s ib i l i t y  o f  s c i e n t i f i c  r e a l is m  m u s t  b e  ju d g e d  a g a in s t  t h e  r e m a in in g  a n t i­
r e a lis t  a l t e r n a t iv e s .

S c i e n t i f i c  R e a l i s m

I n  r e j e c t in g  s c i e n t i f i c  r e a l i s m , w h a t  e x a c t ly  is v a n  F r a a s s e n  d e n y in g  a b o u t  
t h e  n a t u r e  o f  s c i e n c e  a n d  its th e o r ie s ?  A n  in t u i t iv e  c h a r a c t e r iz a t io n  o f  
s c i e n t i f i c  r e a l is m  w o u ld  r u n  as fo l lo w s :  t h e  a c c o u n t  o f  t h e  n a tu r a l w o r ld  
o f fe r e d  b y  s c i e n c e  is  tr u e ,  a n d  t h e  e n t i t i e s  it p o s tu la te s  r e a lly  e x is t . V a n  
F r a a s s e n  b e l i e v e s  th a t  t h is  s t a t e m e n t  is t o o  n a iv e  as it s ta n d s , s in c e  it e n ta i ls  
t h a t  t h e  s c ie n t i f i c  r e a l is t  b e l i e v e s  e i t h e r  th a t  to d a y ’s t h e o r ie s  a re  c o r r e c t  or 
th a t  s c i e n c e  w i l l  e v e n t u a l ly  o f f e r  t h e o r ie s  tr u e  in  a ll  r e s p e c t s .  S t i l l ,  th e  
n a iv e  c h a r a c t e r iz a t io n  is  h e l p f u l  in  i s o la t in g  t h o s e  v ir tu e s  o f  t h e  s c ie n t i f i c  
e n t e r p r is e  m o s t  p r iz e d  b y  r e a lis ts . I n  p a r t ic u la r ,  r e a lis ts  a re  c o m m it t e d  to  
t h e  v ie w  th a t  s c ie n t is t s  s e e k  t o  o f fe r  t h e o r ie s  th a t  a re  tr u e  a n d  th a t  th e  
c la im s  o f  s u c h  t h e o r ie s  a r e  m a d e  tr u e  b y  h o w  t h e  e x te r n a l  w o r ld  is . T o  
a c c e p t  a  th e o r y  is  th u s  (a t  t h e  v e r y  le a s t )  to  b e l i e v e  th a t  its  c l a i m s  a re  tr u e . 
H e r e  t h e n  is v a n  F r a a s s e n ’s f o r m u la t io n  o f  s c i e n t i f i c  r e a lis m :

S c ie n c e  a im s to  g iv e  u s, in its th e o r ies , a litera lly  true story o f  w h at th e  w orld
is like; and  a c c e p ta n c e  o f  a s c ie n tif ic  th eory  in v o lv es  th e  b e l ie f  th at it is true.
( 1066)

N o t i c e  s e v e r a l  t h in g s  a b o u t  th is  s t a t e m e n t  o f  s c i e n t i f i c  r e a l is m . F ir s t , 
it  is  s u i t a b ly  w e a k  in  tw o  r e s p e c ts :  it  c o m m it s  t h e  r e a lis t  to  t h e  c l a i m  th a t  
s c i e n c e  a im s  a t  t e l l i n g  a tr u e  s to r y , n o t  th a t  t h e  s to r y  s c i e n c e  t e l l s  is  tr u e , 
a n d  w h i l e  h ig h l ig h t in g  tr u th  as t h e  c h i e f  v ir t u e  o f  t h e o r ie s ,  it  d o e s  n o t
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entail that other virtues (such as simplicity, predictive and explanatory power, and so on) are irrelevant to a theory’s success. Second, van Fraas- sen’s reference to the goal of literal truth rules out the views of instru­mentalists and other logical empiricists who assert that scientific theories may be taken loosely speaking as true if understood in the proper way but are nevertheless strictly speaking (i.e., taken literally) false or meaningless. Finally, acceptance of a theory requires only belief in its truth, without implying that scientists must be fully justified in such beliefs. Since jus­tification comes in degrees, the realist can judge that a scientist’s accep­tance of a theory is strong or weak or somewhere in between.
C o n s t r u c t i v e  E m p i r i c i s m

Given this brief account of scientific realism, we can develop a general account of antirealism, with a view towards understanding van Fraassen’s own distinctive version of it. According to the antirealist, the aim of sci­ence is not to offer literally true theories, and to accept a theory is not to believe it is true. Thus, while the realist will insist that someone who accepts a scientific theory is asserting its literal truth, the antirealist insists that to accept a theory is to do something less than that; it is to claim for it some virtue other than literal truth. Here antirealists will divide. As we have seen in the case of many in the logical empiricist tradition, an anti­realist might claim that science aims at theories that are good because they are true when construed nonliterally.'1 Alternatively, the antirealist might claim that theories are to be construed literally but that they need not be true to be good. Van Fraassen’s antirealism is of this latter sort. On his litcralist view, if a theory’s statements include or entail “There are molecules,” for example, then that theory says that there are molecules.But how are we to understand the notion that one can take the lan­guage of science literally but deny scientific realism? Van Fraassen urges us to see that the literal construal of scientific language concerns our face- value interpretation of its meaning, while espousal of scientific realism concerns the extent of our belief. Thus, we are encouraged to see that taking theories literally is not believing they are true or believing that the entities they postulate are real. Instead, we are to adopt what he calls 
constructive em piric ism :

Science aims to give us theories which are empirically adequate; an accep­
tance of a theory involves as belief only that it is empirically adequate. (1069)

A theory is empirically adequate when it “saves the phenomena”— when what it says about observab le objects, events, and properties is true. The respect in which van Fraassen’s antirealism departs both from logical empiricism and from scientific realism is thus apparent. To accept (hold) a theory is to claim that it accurately describes observable phenomena;
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this does not entail that talk of theoretical entities is meaningless, nor does it entail that such entities are fictional or real. By distinguishing in this way between accepting a theory and believing it to be true, the construc­tive empiricist recommends a position of agnosticism about the theoretical. As van Fraassen says at the end of his book: “To be an empiricist is to withhold belief in anything that goes beyond the actual, observable phe­nomena. .. .  To develop an empiricist account of science is to depict it as involving a search for truth only about the empirical world, about what is actual and observable.”5Van Fraassen emphasizes that, in addition to the epistemic dimension of constructive empiricism—concerning how far one’s beliefs extend in accepting a theory—there is a pragmatic dimension as well. Accepting a theory T brings with it a commitment to explaining future phenomena in terms of the conceptual resources of T.

9.4 I Van Fraassen’s Reply to Arguments for Scientific 
Realism

We noted earlier that the most influential arguments for scientific realism have come from critics of logical empiricism, Clearly, their success in establishing scientific realism cannot be judged simply by how well they dispense with the antirealism of the logical empiricists, if other forms of antirealism yet remain. Thus, van Fraassen’s second task is to evaluate the main arguments for scientific realism in the light of his own constructive empiricism.
A g a i n s t  M a x w e l l  o n  t h e  O b s e r v a t i o n a l - T h e o r e t i c a l  
D i s t i n c t i o n

How strongly do Maxwell’s arguments support scientific realism? After distinguishing between terminological and ontological strains of the ob­servational-theoretical dichotomy, van Fraassen poses two questions: Can we divide our language into a theoretical and nontheoretical part? Can we classify' objects, events, and properties as being either observable or unobservable? To the first of these, recall that Maxwell answers “No.” In particular, Maxwell claims that what counts as the fundamental unit of our observational base is not the term but the quickly decidable sen­tence and that an account of quickly decidable sentences will itself be a scientific-theoretical question. To this extent, then, even experimental and sensory reports threaten to involve theoretical elements. Van Fraassen agrees that, in the end, all language is to some degree theory-infected, but he denies that this shows anything about scientific realism. It may well be true that our language is influenced by theories, but this does not reveal
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the extent of our beliefs about those theories. An extreme example best makes the point: to speak of the sun rising scarcely reflects a belief in the truth of Ptolemaic astronomy.The more fundamental question is the second, concerning the pos­sibility of dividing observable objects, events, and properties from unob­servable ones. Maxwell answers this question negatively as well. Can van Fraassen follow Maxwell here? Presumably not. For in claiming that ac­ceptance of a theory T involves believing only that T is empirically ade­quate, the constructive empiricist presumes we can distinguish between those statements of T that are about observable objects, events, and prop­erties and those that are not; and this entails the intelligibility of judging whether or not they are observable.Maxwell offers three arguments for realism: two against the possibility of distinguishing observable from unobservable objects and one against attributing any ontological significance to such distinctions as typically drawn. The first argument of the former sort leans heavily on the claim that we have no criteria by which to draw a nonarbitrary line between the observable and the unobservable, since there is a continuous transition from looking through air (with unaided vision), through a window, through binoculars, through a microscope, and so on. As we reconstructed the argument earlier (1230):
1 There are observable objects about which we must be realists.
2 No nonarbitrary line can be drawn between observable and unob­servable objects.
3 Therefore, we are not warranted in claiming that there is a class of unobservable objects about which we may be antirealists.
Van Fraassen is prepared to grant Maxwell’s premises, but he denies that its conclusion follows from them. In particular, premise (2) shows at most that observab le is a vague predicate from which, even in conjunction with (1), nothing about realism follows. Despite the many sophisms that vague predicates have been used to generate, we are safe in using them as long as there are clear cases where they do apply and clear cases where they do not.'1 At best, then. Maxwell is challenging us to find clear cases of unobservable objects. Van Fraassen claims that there are such clear cases. The purported “observation” of microparticles in a cloud chamber is one example. Here, a charged particle traverses the chamber to produce a visible trail of condensed vapor. In this case, the particle is indeed de­tected, and the detection is based on observation, but we can scarcely insist that the particle itself is being observed. Thus, even if we must be realists about observable objects, and even if the observable-unobservable distinction is vague, it does not follow that we are never warranted in claiming that there are unobservables about which we may be antirealists.
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Maxwell’s second argument against the observable-unobservable dis­
tinction is directed against the antirealist’s use of unobservab le as meaning 
"whatever the relevant theory entails cannot be observed.” Since there are 
no conceptual or a priori grounds for supposing that there is any object 
that must remain unobservable regardless of the possible circumstances, 
the term unobservable marks out no class of objects for the antirealist at 
all. Van Fraassen claims that this argument is a mere distraction and 
changes the subject. Humans are measuring instruments subject to limi­
tations that a final physics and biology will describe: it is to such limitations 
that the a b le  in observa/rie and unobservufi/e apply. Just as we should not 
judge the Empire State Building to be portable because some giant might 
move it, so it is beside the point to note the logical possibility of detection 
devices outstripping the natural limitations of humans.

Finally, van Fraasen takes up Maxwell’s argument against attributing 
any ontological significance to whatever of the observable-unobservable 
distinction might remain. The issue for the realist is the reality of entities 
postulated by science, and as Maxwell notes, something can exist even 
though it is unobservable. But van Fraassen emphasizes that even if this 
is so, it does not follow that the observable-unobservable distinction has 
no significance for realism. Specifically, scientific realism concerns the 
epistemic stance we take with respect to the claims of science, and on this 
issue, what we can observe is eminently relevant to what we should be­
lieve. The constructive empiricist claims that to accept a theory is to be­
lieve only that it is empirically adequate. And a theory’s empirical 
adequacy depends entirely on what it says about observables, Thus, what 
a theory says about what is observable is relevant to deciding the case 
between realism and this form of antirealism.

Van Fraassen responds to four more arguments for scientific realism. 
In each case, van Fraassen’s criticisms involve his constructive empiricist 
version of antirealism.

O n I n f e r e n c e  t o  t h e  B e s t  E x p l a n a t i o n
Some have argued that the canons of rational inference require a com­
mitment to scientific realism. In particular, we encounter in science itself 
a ubiquitous appeal to a rule of inference called in fer en ce to th e best 
explanation. Given some evidence E and alternative hypotheses H and K, 
the rule says that we should infer II rather than K when H is a better 
explanation of E than is K. The argument under consideration is that 
following this rule consistently leads to scientific realism: to have good 
explanatory grounds for believing a claim H is to have good grounds for 
believing that the entities postulated by H exist. (Van Fraassen’s homespun 
example: from the disappearance of my cheese, the midnight scratchings 
on the wall, and patter of tiny feet, I infer that there really is a mouse in 
the wainscoting.)
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Does our widespread use of this pattern of inference commit us to believing in unobservable entities? Van Fraassen argues that it does not. Consider what it means to claim that we follow a certain pattern or rule of inference. It cannot mean that we explicitly formulate the rule to our­selves and consciously follow it. That is too strong: most people follow various rules of inference implicitly. Nor can it mean that we merely act in accordance with a rule (without conscious deliberation) in the sense that our conclusions could be reached by following that rule. That is too weak: any conclusion whatever could be reached by following the per­missive rule that any conclusion can be inferred from any premise. Rather, the appropriate sense of following a rule must entail our willingness to believe what follows from that rule and our unwillingness to believe any­thing that conflicts with what follows from it. Thus, the claim that we follow a certain rule is an empirical hypothesis about what we are willing and unwilling to believe. The realist’s claim that we always follow the rule of inference to the best explanation can be confronted with rival hypoth­eses. One of these rival hypotheses is van Fraassen’s alternative: we are always willing to believe that the theory that best explains the evidence is empirically adequate. This brings with it no commitment to scientific realism whatever. Moreover, it accounts for the many cases where scien­tists argue for the acceptance of a theory on the basis of its explanatory power.
A g a i n s t  S m a r t  o n  t h e  S u c c e s s  o f  E x p l a n a t i o n

There are two kinds of arguments for scientific realism based upon ex­planatory power as a criterion for theory choice. One is offered by J. J. C Smart; the other, by Wilfrid Sellars, will be taken up presently.Smart argues that only scientific realism can account for the distinc­tion between correct and merely useful theories. The realist can explain the usefulness of a theory T by appeal to the correctness of T or, if T is not true but is empirically adequate, by appeal to its relation to some rival that is correct. For example, consider two astronomers: the first is a realist about the Copernican hypothesis (C) but an antirealist about an empiri­cally adequate version of the Ptolemaic hypothesis (P); the second, a thor­oughgoing antirealist, accepts both C and P as useful but does not believe that either theory is true. The first astronomer can explain the usefulness of C easily enough (it is true); he can also explain the instrumental use­fulness of P, about which he is an antirealist, in terms of its predictions agreeing with those of the true theory C. But how can the second astron­omer, the thoroughgoing antirealist, explain the usefulness of the theories he accepts without believing that either C or P (or any other theory) is true?Van Fraassen replies that empirical adequacy seems equally able to ground explanations of a theory’s usefulness. Why think that an antirealist
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can offer less of an explanation of the usefulness of P than the realist—as 
long as the antirealist begins, not with the premise that C is true, but 
instead with the premise that C is empirically adequate and thus gives 
accurate descriptions of planetar)’ motion as observed from the earth? The 
realist defender of Smart's argument will of course respond that this only 
postpones the crucial question one step: for what explains the descriptive 
accuracy of C and, in particular, what explains the fact that all predictions 
of planetary motions fit C? It would seem that the antirealist must claim 
that the observable regularities simply do fit C, as a matter of brute fact, 
there being no need to posit entities and processes behind the phenomena 
to explain why C is a good theory. Smart believes that unless the obseiv- 
able regularities can be explained in terms of some deeper (unobservable) 
structure, we are left with having to believe in lucky accidents and sheer 
coincidences on a grand scale. But van Fraassen argues that these explan­
atory demands are unreasonable. For any theory will eventually bottom 
out, having to posit some regularities as basic or primitive, without receiv­
ing any further explanation at a deeper level. It is only a realist prejudice 
to suppose that these regularities must concern entities and processes that 
are unobservable. Moreover, van Fraassen is unprepared to grant the le­
gitimacy of equating coincidence with having no explanation. He points 
out that inclination to call, say, your meeting me at the market a coinci­
dence reflects only an absence of any plan to meet there, not an absence 
of explanations for each of us being there.

Ag a i n s t  S e l l a r s ’s T h o u g h t  E x p e r i m e n t
It is common to distinguish individual observable facts from empirical laws 
and empirical laws from theoretical hypotheses. The observable fact that 
this water is boiling might be said to be explained by the empirical law 
that all water boils at 100"C, and this law itself might be said to be ex­
plained by theoretical hypotheses about latent heat and the energies of 
bonding between molecules and so on. Wilfrid Sellars has suggested that 
this picture is oversimplified, for our theories do not really explain such 
empirical generalizations; at best, they explain why observable things obey 
these regularities to the extent that they do. Moreover, strictly speaking, 
there may be no genuine regularities of observable phenomena at all: at 
most pressures water does not boil at exactly 100°C. But Sellars argues 
that this lack of strict regularity does not infect the theoretical level or 
genuine explanation would not be possible. Incompleteness or inferiority 
in our empirical generalizations requires some genuine universal regular­
ities at the theoretical level of unobservables.

Sellars offers the following thought experiment to illustrate the point: 
Suppose at some early stage of chemistry we found that samples of gold 
that are observationally indistinguishable dissolve in aqua regia at different 
rates.7 We postulate two distinct microstructures, A and B, for gold to
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explain this seemingly unpredictable variation in rates of dissolution by 
claiming that our various samples are really mixtures of distinct substances 
(whose microstructures obey strict regularities of dissolution). Clearly, no 
observational regularities can explain our experimental results; the expla­
nation we offer would be impossible without an appeal to unobservable 
microstructures and regularities governing them. Since it is the aim of 
science to explain, science requires belief in unobservable microstructures 
even if the explanations they make possible have no further observational 
consequences.

Van Fraassen poses three challenges to the argument based on this 
thought experiment. First, is it really true that our microstructural postu­
late has no new observational consequences? If it is indeed true that A 
and B have distinct dissolution rates x and x + y, then all gold samples 
should dissolve at a rate somewhere between those limits, and any value 
between x and x + y  can be observed. But none of this is implied by our 
original data. So, it is false that the microstructural postulate has no new 
testable consequences at the level of observables.

Second, van Fraassen denies that science must explain in every case, 
even when the explanation brings with it no gain in empirical predictions. 
He appeals to the rejection of hidden-variable explanations for statistical 
phenomena in quantum mechanics. In classical statistical mechanics, 
probabilistic laws describe and predict phenomena that cannot, in prac­
tice, be analyzed at the level of single, individual molecules. Nevertheless, 
the theory still requires that individual particles obey completely deter­
ministic laws, with each particle having a precisely definable position and 
momentum at every instant; only our ignorance prevents us from following 
the trajectory of each particle. In quantum mechanics, however, the fun­
damental descriptions of all systems are irreducibly probabilistic—no par­
ticle has a precisely definable trajectory, and we can predict only 
probability distributions for position and momentum. If quantum me­
chanics is true, then more precise information cannot be had, even in 
principle, since according to quantum mechanics, particles simply do not 
have fully determinate values of position and momentum at all times. 
Thus, quantum mechanics is fundamentally inconsistent with classical 
statistical mechanics, and no attempt to reduce quantum mechanics to a 
classical theory by postulating hidden variables (of the fully determinate 
classical kind) can possibly succeed.8

Sellars, the realist, recognizes this and hence does not insist on ex­
planation in cases where none can be given. But van Fraassen has a fur­
ther, more subtle, point. He argues that quantum mechanics accepts a 
principle that prohibits the adoption of theoretical variables when it is 
impossible to distinguish among them by any experiment or observation. 
Without this further principle, logical consistency alone would not rule 
out the possibility of some kind of hidden-variable theory that would be 
observationally equivalent to quantum mechanics. In fact, such hidden-
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variable theories have been introduced by physicists such as David Bohm. 
They are not classical theories, but they do yield predictions that are iden­
tical to those of quantum mechanics. Indeed, the main argument that 
Bohm and others make for their theories is that they, unlike quantum 
mechanics, explain quantum phenomena. (The issue of choosing among 
observationally equivalent theories is explored at length in chapter 3.)

Third, van Fraassen offers a methodological rationale, as opposed to 
the explanatory one that Sellars defends, for deploying a microstructural 
hypothesis in the development of our imaginary science about the dis­
solving of gold in aqua regia. Perhaps, similar hypotheses might be pos­
tulated in connection with other metals, with the eventual result that new 
observational regularities are predicted about the behavior of alloys and 
amalgams. In short, perhaps the goal of science and its theories is not to 
explain, as the realists would have it, but to develop “imaginative pictures 
which have a hope of suggesting new statements of observable regularities 
and of correcting old ones” (1081-82).

A g a i n s t  P u t n a m ’s U l t i m a t e  Ar g u m e n t
Hilary Putnam has offered an argument for scientific realism that van 
Fraassen dubs the “Ultimate Argument.” (Some have called it the "mir­
acle” argument.) According to Putnam,9 realism is the only adequate ex­
planation for the success of science; if we do not believe that the claims 
of our theories are true, that many of its terms in fact refer to unobservable 
objects, then we can only reckon that tire success of our theories is 
miraculous.

Van Fraassen is prepared to grant that an explanation of the success 
of science must itself be scientifically adequate. If we demand that science 
explain regularities in the world, the regular success of our scientific pre­
dictions also requires an explanation. Realists contend that our scientific 
predictions are often successful because they are based on theories that 
correspond with the world; how could such theories fail to describe and 
predict successfully? As expected, van Fraassen’s explanation of scientific 
success is not a realist one, but it is recognizably scientific in its own way. 
He offers a Darwinian explanation for the success of science: just as many 
species of organisms have struggled for survival, so have many theories, 
and just as organisms that were not adapted to their environment have not 
survived, so theories that do not have true observational consequences are 
cast aside. Thus, the success of science is rio more a miracle than the 
survival of any species: empirically inadequate theories die out.
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9.5 I Evaluating Constructive Empiricism: Musgrave 
and Others

S i n c e  t h e  a p p e a r a n c e  o f  The Scientific Im age in  1 9 8 0 ,  c o n s i d e r a b l e  a t t e n ­
t io n  h a s  b e e n  p a i d  to v a n  F r a a s s e n ’s c r i t i c i s m  o f  r e a l i s m  a n d  to h is  c o n ­
s t ru c t iv e  e m p i r i c i s t  v e r s io n  o f  a n t i r e a l i s m .  In  a d d i t i o n  to m a n y  d i s c u s s io n s  
in  p h i l o s o p h i c a l  j o u r n a l s ,  a  c o l l e c t i o n  o f  p a p e r s  e n t i t l e d  Images o f Science 
( 1 9 8 5 )  w a s  d e v o t e d  to  a n  e v a lu a t i o n  o f  v a n  F r a a s s e n ’s p o s i t io n .  In  th e  
a r t i c l e  “ R e a l i s m  V e r s u s  C o n s t r u c t i v e  E m p i r i c i s m ” d r a w n  f ro m  th i s  v o l ­
u m e ,  A l a n  M u s g r a v e  t a k e s  u p  t h r e e  c e n t r a l  i s su e s  in  v a n  F r a a s ­
s e n ’s a c c o u n t —t h e  c o n n e c t i o n  b e t w e e n  t ru th  a n d  e m p i r i c a l  a d e q u a c y ,  th e  
t h e o r e t i c a l - o b s e r v a t io n a l  d i s t in c t i o n ,  a n d  t h e  ro le  o f  e x p l a n a t io n  in  

s c i e n c e .

E m p i r i c a l  A d e q u a c y  O n c e  M o r e

F o r  t h e o r i e s  a b o u t  o b s e r v a b le s ,  o r  for th o s e  p a r t s  o f  o u r  t h e o r i e s  r e l a t in g  
o n l y  to  o b s e r v a b le s ,  t r u t h  a n d  e m p i r i c a l  a d e q u a c y  a m o u n t  to t h e  s a m e  
t h in g .  T h e y  d iv e r g e  o n l y  i n  t h e  c a s e  o f  u n o b s e r v a b l e s ,  w h e r e  a n  e m p i r i ­
c a l l y  a d e q u a t e  t h e o r y  c o u ld  b e  e i t h e r  t r u e  o r f a ls e ,  g iv e n  a l l  w e  c a n  be  
s a id  to k n o w  f ro m  t h e  e m p i r i c a l  fac ts .  S o  th e  c o n s t r u c t i v e  e m p i r i c i s t  r e c ­

o m m e n d s  t h a t  w e  a c c e p t  s u c h  t h e o r i e s  b u t  n o t  b e l i e v e  t h e m .  A c c o r d in g l y ,  
t h e  r e a l i s t ’s e p i s t e m i c  c o m m i t m e n t  ( in  b e l i e v i n g  t h a t  a  t h e o r y  a b o u t  u n o b ­
s e r v a b l e s  is t r u e )  lo o k s  c o n s i d e r a b l y  r i s k i e r  t h a n  th a t  o f  t h e  c o n s t r u c t i v e  

e m p i r i c i s t .  T h u s  it is t h a t  s k e p t i c a l  a r g u m e n t s  a g a in s t  r e a l i s m ,  to th e  e f fec t  
t h a t  w c  c o u ld  n e v e r  b e  r a t i o n a l l y  w a r r a n t e d  in  b e l i e v i n g  th e o r i e s  a b o u t  
u n o b s e r v a b l e s ,  g e t  t h e i r  p u r c h a s e .  In  th is  c o n n e c t i o n ,  M u s g r a v e  a r g u e s  
t h a t  s k e p t i c a l  w o r r i e s  a p p l y  e q u a l l y  to c o n s t r u c t i v e  e m p i r i c i s m .  S i n c e  an  
e m p i r i c a l l y  a d e q u a t e  t h e o r y  m u s t  s av e  n o t  m e r e l y  a l l  a c t u a l l y  o b s e rv ed  
p h e n o m e n a  b u t  a l l  p h e n o m e n a ,  p a s t ,  p r e s e n t ,  a n d  fu t u r e ,  j u d g in g  th a t  a  
t h e o r y  is e m p i r i c a l l y  a d e q u a t e  g o e s  b e y o n d  w h a t  w e  c a n  k n o w  a t  a n y  g iv e n  
t im e .  T o  th i s  s a m e  e x t e n t ,  t h e n ,  w e  c a n  n e v e r  b e  w a r r a n t e d  in  a c c e p t i n g  
a n y  t h e o r y  as e m p i r i c a l l y  a d e q u a t e .

V a n  F r a a s s e n  in s is ts  t h a t  t h e  th r e a t s  (or  p o t e n t i a l  costs )  c o n f r o n t in g  
r e a l i s m  a n d  c o n s t r u c t i v e  e m p i r i c i s m  a r c  d i f f e r e n t .  T h e y  a r e  lo w e r ,  for th e  
a n t i r e a l i s t ,  a n d  “ s i n c e  it  is n o t  a n  e p i s t e m o lo g i c a l  p r i n c i p l e  t h a t  o n e  m ig h t  
a s  w e l l  h a n g  for a  s h e e p  as for  a  l a m b ” ( 1 0 9 0 ) ,  t h e  e p i s t e m i c a l l y  r e s p o n ­
s ib l e  a t t i t u d e  to t a k e  is s i m p l y  a c c e p t a n c e  o f  a  t h e o r y ,  n o t  b e l i e f  in  its 
t r u th .  M u s g r a v e  w a n t s  to s u g g e s t  o th e r w is e :  i f  t h e  r isks  o f  d e t e c t i o n  a n d  
s u b s e q u e n t  p e n a l t y  for tw o  c r i m i n a l  a c ts  a r e  th e  s a m e ,  t h e  s e n s ib l e  c r i m ­
in a l  w i l l  o p t  for t h e  o n e  y i e l d i n g  t h e  g r e a t e s t  g a in s .  S i n c e  th e  r e a l i s t  t ak e s  

n o  g r e a t e r  r isk  t h a n  t h e  a n t i r e a l i s t  o f  b e i n g  p r o v e d  w r o n g  o n  e m p i r i c a l  
g r o u n d s ,  t h e  r e a l i s t  m i g h t  as w e l l  b e  h u n g  for th e  r e a l i s t  s h e e p  ( b e l i e v in g
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our theories to be true) as for the constructive-empiricist lamb (accepting 
our theories only as empirically adequate).

The details of van Fraassen’s assessment of this issue are found in later 
parts of his book not included in our selection. But his position might he 
summarized as follows: While the risks of realism and constructive em­
piricism may be comparable, the p e n a lt ie s  are higher for realism. In par­
ticular, the realist must pay the penalty of rejecting empiricism, since the 
realist must concede that empirical evidence is not always the final arbiter 
of theory choice. Suppose two incompatible theories say exactly the same 
things about all matters observational. While the constructive empiricist 
can accept both theories, proclaiming each to be empirically adequate, 
the realist cannot believe them both to be true (on pain of contradiction). 
Since evidence cannot guide the choice between them, the realist is forced 
to allow nonevidential considerations into the decision. Realists commonly 
respond to the problem of empirically equivalent theories by arguing that 
putatively empirically equivalent theories can only really be evaluated by 
extending them—by embedding them in wider theories, where their equiv­
alence will disappear. (A further discussion of issues involved in evaluating 
theoretical claims that evidence leaves underdetermined can be found in 
chapter 3.)

Before moving on to Musgrave’s discussion of the theoretical- 
observational distinction and the role of explanation in science, let us note 
two further points about van Fraassen’s concept of empirical adequacy. 
First, recall again van Fraassen’s case of the mouse in the wainscoting. 
The realist emphasizes that we infer the existence of the unobserved entity 
(a mouse, in the example) as the best explanation of the observed phe­
nomena (disappearing cheese, scratching noises in the wall). Van Fraassen 
claims that the inference succeeds in this example because the mouse is 
an observable thing after all: thus, he writes, “all observable phenomena 
are as if there is a mouse in the house” and “there is a mouse in the 
house” are in the present case “totally equivalent” (1077). This reflects 
van Fraassen’s view, noted above, that in the case of observables the realist 
and constructive-empiricist positions coincide. That is, the realist’s suc­
cessful inference in the mouse example is a limiting case of van Fraassen's 
own proposal, since for theories solely about observables, theoretical truth 
and empirical adequacy amount to the same thing. Jeff Foss disagrees. In 
“On Accepting van Fraassen’s Image of Science,”10 Foss argues that be­
cause van Fraassen equates empirical adequacy with saving the phenom­
ena, an empirically adequate theory about observables might be false 
nonetheless. For example, it might be the case that “all observable phe­
nomena are as if there is a mouse in the house” (1077) even though there 
is no mouse producing them. (Perhaps some other creature is devouring 
the cheese and scampering in the walls, or, just possibly, phenomenalism 
is true and there are no material objects at all.) Thus, when van Fraassen 
talks about “observable phenomena” and “saving the phenomena” he
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must mean by p h en om en a something other than observations or ph enom ­
e n a l app earan ces. To avoid inconsistency in his characterization of em­pirical adequacy, van Fraassen must be using the term p h en om en a rather idiosyncratically to mean truths a b o u t observab le th ings. But this leads to further trouble, for, from the realist’s perspective, there are many truths about observable things that involve entities, processes, and properties that are not observable in van Fraassen’s sense. For example, mice have bac­teria in their gut, electrons in their tails, and electromagnetic fields ema­nating from their brains. Thus, realists would reject van Fraassen’s claim that realism and constructive empiricism coincide when applied to theo­ries about observable things.Second, could we not undermine van Fraassen’s commitment to con­structive empiricism by applying constructive empiricism to itself? Recall that van Fraassen agrees that scientific realism can make sense of scientific activity and so, in that sense, is empirically adequate. His arguments aim to show, not that realism is false or inadequate, but that some other ac­count of science, constructive empiricism, is also empirically adequate. But as John O’Leary-Hawthorne points out in “What Does van Fraassen’s Critique of Scientific Realism Show?”11 believing in constructive empiricism—as presumably van Frassen does—is a far cry from merely proclaiming its empirical adequacy. According to constructive empiricism, we should believe only those claims whose truth or falsity we can settle by observation. Since the observable data cannot settle the truth or falsity of constructive empiricism, the consistent constructive empiricist should be an agnostic about his own doctrine. Thus, a commitment to construc­tive empiricism would seem to preclude van Fraassen from believing that constructive empiricism is true.
T h e  O b s e r v a t i o n a l - T h e o r e t i c a l  D i s t i n c t i o n  
O n c e  M o r e

The empiricist antirealist needs to distinguish between theory and obser­vation. Van Fraassen agrees with the scientific realist that the observa­tional-theoretical distinction cannot be defended, if the proposal is that scientific terms can be divided into two distinct classes. But van Fraassen does not concede that the continuous transition from direct observation (through the air) to indirect detection (through glass, binoculars, a micro­scope) on its own counts against the distinction between kinds of objects. The vagueness of the predicate observab le does not entail the absence of a distinction between clear cases where it applies and clear cases where it does not. Thus, although looking at the moons of Jupiter through a tele­scope seems to van Fraassen to be a clear case of observation, the pur­ported observation of microparticles in a cloud chamber seems to him clearly different: the microparticles are detected but are not themselves observed. And what if we had electron-microscopic eyes, allowing us to



observe what now we can only detect? Van Fraassen, recall, says that this 
changes the subject: the limitations on what is observable do not extend 
to the logically possible but only to what a final physics and biology would 
tell us are the inherent limitations on human organisms.

Musgrave argues that this reply is unsatisfactory. Physics and biology 
tell us that what is observable by humans varies from person to person and 
is a function of our peculiar evolutionary history. Such a person-relative 
and species-specific distinction can scarcely be granted the deep philo­
sophical significance the antirealist needs to distinguish observables from 
unobservables. Van Fraasen claims that the observable-unobservable dis­
tinction itself enjoys no immediate ontological significance, but does have 
an epistemological significance. As his mouse-in-the-wainscoting discus­
sion is meant to show, epistemic proprieties require that humans believe 
to be true only what a theory says about what can be observed. But Mus­
grave doubts that a person-relative, species-specific distinction of no on­
tological significance can bear this epistemological weight. He contends 
that the constructive-empiricist position has two elements: a methodolog­
ical prescription (about what scientists ought to infer) and an empirical 
claim (about what scientists actually do infer) and that both are too strong. 
The methodological prescription is too strong, for given any plausible the­
ory of evidential support, it is at least possible that there is better evidence 
for an explanation in terms of unobservables than there is for one in terms 
of observables. How reasonable is it to accept as evidence phenomena 
pointing to the existence of mice but not phenomena pointing to the 
existence of electrons on the grounds that we may one day see the mouse 
but not the electron? The empirical claim—that scientists in fact infer 
only the empirical adequacy of a theory, never its truth —is too strong as 
well: van Fraassen is prepared to agree that we can detect electrons but 
not observe them, yet how reasonable is it to suppose that a scientist who 
affirms that she has detected an object does not believe that the object 
exists?

Musgrave argues further that, worse than resting on unreasonable 
assumptions about scientific inference, van Fraassen’s observable- 
unobservable distinction cannot be coherently made out. For suppose we 
grant his claim that our final physics and biology will tell us what is 
observable and what is not: a theory or set of theories T will say, among 
other things, that A is observable by humans and 6 is not. Shall we accept 
this verdict of T 7 We cannot accept it as true, since constructive empiri­
cism requires that we accept as true only what T tells us about the ob­
servable, and surely “ B  is unobservable by humans” is not a statement 
about what is observable by humans. The consistent constructive empiri­
cist cannot, then, believe that anything is unobservable by humans and 
hence cannot draw a workable distinction between the observable and the 
unobservable at all. (The constructive empiricist cannot retreat to a posi­
tion according to which “observable by humans” is an observational pred-
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¡cate which humans can, by observation, see to apply or not; for the 
construal of the observational-theoretical distinction as a claim about terms 
has been judged indefensible.)

R e a l i s m  and  E x p l a n a t i o n  O n c e  M o r e
The realist claims not only that science explains facts about the world, but 
also that scientific realism itself explains facts about science. In particular, 
the realist believes that only scientific realism can explain the predictive 
success of science: without the belief that theoretical statements entailing 
the existence of unobservables are true and that such unobservables indeed 
exist, we can only judge the success of science to be a miracle. Musgrave 
reminds us of van Fraassen’s reply to the Ultimate Argument: just as we 
do not ask why mice run from cats (since animals not fleeing their natural 
enemies are soon killed), so we do not ask why science is successful (the­
ories that are not empirically adequate are soon cast aside).

Does this reply avoid the Ultimate Argument? Musgrave argues that 
it does not. On the one hand, the respectable scientist w il l of course ask 
the respectable question, Why does the mouse run from the cat? The 
answer is that the mouse perceives the cat, perceives it as an enemy, and 
runs. There is nothing un-Darwinian about such an explanation: it need 
not gloss the mouse’s perception of the cat as its enemy in terms of inten­
tional states in the mind of the mouse. Indeed the explanation can be 
readily wedded to what, on the other hand, is a more central Darwinian 
question: Why did that sort of mouse behavior evolve? The answer is as 
van Fraassen says—in an environment of mouse-hungry cats, it is cat- 
fleeing mice that tend to survive and thus perpetuate their cat-fleeing 
behavior. This explanation is not offered in place of the previous answer, 
but rather tells a story according to which the facts adumbrated in the 
previous answer are the result of the selective forces of nature. Musgrave 
goes on to urge that the case of success in science is similar. It is one 
thing to explain why some particular theory is successful and another to 
explain why existing scientific theories in general are successful. The latter 
explanation is the one that van Fraassen gives, and the realist and anti­
realist can equally accept it: unsuccessful theories do not survive. But that 
is not to explain why any particular theory is successful, and to this ques­
tion the antirealist has given no answer.

Musgrave is prepared to grant that the Ultimate Argument cannot be 
construed simply as the claim that there can be no antirealist explanation 
of a theory’s success. If, for example, a theory is devised precisely to predict 
phenomenal regularities we know to obtain—as the deferents and epicycles 
of Ptolemaic astronomy were designed to yield precisely those retrograde 
motions and periodic eclipses we do observe—then it is no miracle that 
such a theory should be successful in predicting what it does. But the case 
is different when a theory T designed to accommodate some range of
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phenomenal regularities turns out to predict new, as yet unobserved reg­
ularities. The realist explanation is near to hand: the objects postulated by 
T exist, and what T says about them is true. What the antirealist seems 
forced to say is that T was formulated for one purpose and turned out 
miraculously also to be well adapted for some other purpose. Thus, Mus- 
grave emphasizes that the Ultimate Argument for realism is most con­
vincing when applied to novel predictive success. (For further discussion 
of the significance of novel prediction, see chapter 4.)

9.6 | Laudan against Convergent Realism: Reference and
Truth

Our discussion thus far reveals the extent to which philosophers of science 
are prepared to evaluate realism and its rivals using criteria from the em­
pirical sciences themselves. Scientists’ preference for good explanations is 
chief among such criteria, and the Ultimate Argument represents its most 
general application by scientific realists: the undeniable success of science 
remains inexplicable unless the theories of science enjoy all or most of 
the virtues attributed to them by realists. These virtues, as we have seen, 
include the truth of scientific theories and the successful reference of their 
theoretical terms. Other virtues are frequently cited by realists. Given some 
commitment to the notion that science and its theories undergo not just 
change but genuine progress, realists will naturally want later theories to 
preserve and explain whatever approximate truth is captured by their pred­
ecessors. Science, it is said, increasingly converges on the truth about the 
natural world. This view has been called convergen t realism.

In “A Confutation of Convergent Realism,” Larry Laudan questions 
whether the connections between truth, reference, and success are as 
sound as the convergent realist believes them to be. To begin, he articu­
lates five theses that make up what he calls “convergent epistemological 
realism” (CER):12

R1 Scientific theories (at least in the 'mature’ sciences) are typically 
approximately true and more recent theories are closer to the truth 
than older theories in the same domain.

R2 The observational and theoretical terms within the theories of a ma­
ture science genuinely refer. . . .

R3 Successive theories in any mature science will be such that they 
‘preserve’ the theoretical relations and the apparent referents of ear­
lier theories. . . .

R4 Acceptable new theories do and should explain why their predeces­
sors were successful insofar as they were successful. . . .
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R5 Theses (Rl)—(R4) . . . constitute the best, if not the only, explana­
tion for the success of science. (1115 — 16)

Thesis (R5) expresses in general form the abduetive (inference-to-the- 
best-explanation) argument for scientific realism. That is, realism explains 
the success of science, and so the success of science empirically confirms 
scientific realism. Laudan divides these abduetive arguments into two gen­
eral sorts. Arguments of sort I are based on the putative connection be­
tween the success of science and the likelihood that theories are true and 
genuinely referential. They take something like the following form:

1 If scientific theories are approximately true, they will typically be empiri­
cally successful.

2 If the central terms in scientific theories genuinely refer, those theories will 
generally be empirically successful

3 Scientific theories are empirically successful.

4 (Probably) Theories are approximately true and their terms genuinely refer. 
(1116)

Abduetive arguments for realism of sort II are based on the putative 
limiting-case relations between earlier arid later theories and the likelihood 
that earlier theories are approximately true and genuinely referential. They 
run roughly as follows:

1 Tf the earlier theories in a ‘mature’ science are approximately true and if 
the central terms of those theories genuinely refer, then later more suc­
cessful theories in the same science will preserve the earlier theories as 
limiting cases.

2 Scientists seek to preserve earlier theories as limiting cases and generally 
succeed.

3 (Probably) Earlier theories in a ‘mature’ science are approximately true and 
genuinely referential. (1116)

Laudan’s criticism of arguments of sort II, addressing the realist’s 
broadly retentionist view of scientific progress and theoretical change, uses 
case studies from the history of science to suggest that the following sorts 
of relations between some theory T and its successor T' do not generally 
hold: T' entails T; T' retains the true consequences of T; T' preserves T 
as a limiting case; T' explains why T succeeded to the extent that it did; 
and T' retains reference for the central terms of T. (This concern with 
intertheoretic relations is discussed at length in chapter 8 and its com­
mentary, and since Laudan’s misgivings about realism are well represented
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by his criticism of arguments of sort I, we have omitted his discussion of 
sort II arguments from the latter third of the paper included in the readings 
of this chapter.)

Let us focus on arguments of sort I. Laudan claims that its main 
premises (1 and 2 on p. 1116) cannot be sustained. His account may be 
divided into two parts: the first concerns the relation between reference 
and success; the second, the relation of approximate truth to success. We 
examine them in turn and offer an occasional realist response.

R e f e r e n c e  and  t h e  S u c c e s s  o f  S c i e n c e
The convergent realist who relies on (R2)—the thesis that terms in our 
scientific theories genuinely refer—in explaining the success of science 
must subscribe to the following claims (1117):

51 The theories in the advanced or mature sciences are successful.

52 A theory whose central terms genuinely refer will be a successful
theory.

53 If a theory is successful, we can reasonably infer that its central terms 
genuinely refer.

54 All the central terms m theories in the mature sciences do refer.

According to the realist, reference explains success—that is, (S2) and 
(S4) entail and thus explain (SI)—while success warrants a presumption 
of reference—(SI) and (S3) provide warrant for believing (S4). Laudan is 
prepared to grant these relations; the central question is thus whether (SI) 
through (S4) are true.

On most readings, the claim of (SI) that theories of mature sciences 
are successful can be safely judged to be true. What of (S2)—the claim 
that a theory whose terms refer will be successful? Laudan contends that 
there is ample evidence that it is false. The history of science is replete 
with unsuccessful theories about atoms and molecules and genes and con­
tinents and so on. Moreover, it is easy to see how this could be the case. 
A theory’s terms genuinely refer when the theory cuts the world at its 
joints, when it postulates entities that actually exist, but doing so scarcely 
entails or even makes likely the truth of that theory’s statements about 
such entities. Thus, the content of a genuinely referential theory might 
easily be massively weighted on the side of falsehood.

As a speculative and critical digression, consider how a realist might 
respond to this assessment of ( S 2). If we encounter a theory massively 
weighted on the side of falsehood, how likely are we to believe that it 
succeeds in carving the world at its joints? More specifically, how probable 
is it that no likelihood is conferred on a theory by its terms genuinely
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referring? That genuine reference should place so little constraint on like­
lihood of truth seems to presume that referential success could be largely 
accidental, having little or nothing to do with our judgments about the 
nature of the referents.

Some theories of reference deny this presumption. They claim that 
scientists cannot successfully refer out of the blue, willy-nilly; rather, suc­
cessful reference (to members of a natural kind, for example) is ultimately 
grounded in some robust, nonaccidental connection between the use of 
a scientific term and its referent—a causal relation, say. If the realist adopts 
this view, and if this view is wedded to the doctrine that the properties of 
objects are (or are uniquely determined by their contribution to) the causal 
powers of those objects, then the realist can explain how our ability to 
refer to objects derives from our knowledge of the properties of those 
objects. If what grounds the possibility of genuine reference is precisely 
what grounds the empirical scientist’s judgments about the properties ob­
jects have, then it would seem unlikely that successful reference could be 
disconnected altogether from the scientist’s judgments about the nature of 
the objects. We can refer because we are causally connected with the 
properties objects actually have. While such connections to an object’s 
properties in no way guarantees that all our judgments about that object 
will be true, the realist will urge nevertheless that successful reference in 
scientific theories is unlikely to be accompanied by wholesale falsehood. 
At the very least, then, such considerations suggest that the antirealist can­
not be so sanguine about the absence or weakness of connections between 
reference and likelihood of truth, regardless of considerations about the 
nature of reference.

What about (S3), the realist’s claim that success creates a reasonable 
presumption of reference? Laudan argues that many historical theories 
have been successful in generating explanatory accounts of various exper­
imental phenomena, without being genuinely referential. In particular, a 
whole family of ether theories in eighteenth- and nineteenth-century phys­
ics and chemistry were used to account for a wide range of phenomena 
—from the heat of reactions in chemistry to the refraction, interference, 
and polarization of light waves in optics. Judging from such historical 
cases, Laudan concludes that (S3) must be rejected. Nor will it do to 
weaken (S3), to claim that (only) some  of the terms of a successful science 
can be inferred genuinely to refer. In the first place, doing so is not open 
to the typical realist, who claims not that evidence for a theory is evidence 
for only part of that theory (the parts about observable things, for example), 
but rather that evidence for a theory' is evidence for everything it claims, 
for the truth of that theory as an account of everything it is about. If the 
tests to which we subject our theories test only parts of them, then even 
highly successful theories may have central terms (at the deepest theoret­
ical level, perhaps) that do not refer and may make claims that, as yet 
untested, we would have little grounds for judging to be true. Moreover,
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weakening (S3) in this way threatens the realist’s rationale for holding (R3)—the thesis that theory succession is and should be retentive. The underlying motivation for (R3) is the realist’s conviction that, because the earlier theory was successful, its terms must have been referential, and that retaining referential terms is a constraint on successor theories. If we weaken (S3), this constraint is undermined.
A p p r o x i m a t e  T r u t h  a n d  S u c c e s s

The other central element in arguments of sort I concerns the relation of truth to success. Realists typically claim that, while full theories (as, say, conjunc­tions of statements) may well be strictly false, they are nevertheless close to the truth or enjoy some form of verisimilitude. As Laudan puts it:
The claim generally amounts to this pair:

T1 if a theory is approximately true, then it will be explanatorily successful; 
and

T2 if a theory is explanatorily successful, then it is probably approximately 
true. (1124)

In discussing the “downward path” (1123) from approximate truth to explanatory success in (Tl), Laudan’s primary misgiving concerns the no­tion of approximate truth. Realists have offered too little by way of an analysis of this concept to show that, as (Tl) asserts, approximate truth entails explanatory' success. Surely (Tl) is not obviously true. Even if the approximate truth of a theory is taken to mean that the size of the set of true claims entailed by the theory is vastly larger than the set of its false entailments, it may yet be the case that most of the theory’s consequences thus far tested are false. Without some coherent account of approximate truth that can be seen to entail explanatory success, we are within our epistemic rights to deny (Tl).13Laudan argues that the “upward path” (1126) from explanatory suc­cess to (probable) approximate truth expressed in (T2) fares no better. He thinks that the main problem, for the realist, is the assumed connection between genuine reference and approximate truth, for Laudan asserts that:
L “A realist would never want to say that a theory was approximately true if its central theoretical terms failed to refer” (1126).

If there were no genes, then genetic theory—however well confirmed it might be—would not be approximately true. According to (L), a necessary condition, especially for the scientific realist, for a theory being close to the truth is that its central explanatory terms genuinely refer. But the history of science is replete with examples of theories that were both sue-
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cessful and nonreferential with respect to their central explanatory terms: among Laudan’s examples are the crystalline spheres of ancient and me­dieval astronomy, the phlogiston of eighteenth-century chemistry, and the optical and electromagnetic ether of nineteenth-century physics. In all such cases, the theories were successful and well confirmed but contained central terms that we now believe not to refer.In response to Laudan’s contention that many successful theories failed to refer, the realist might emphasize again that (Rl) through (R5) apply only to theories of a mature science—theories offered at some point sufficiently far into the life of a discipline that all the relevant background theories are reasonably entrenched and well confirmed. Many of the the­ories on Laudan’s list, being drawn from immature sciences, would then fail as counterexamples to the connection that realists claim to hold be­tween approximate truth and explanatory success. Laudan finds this ma­neuver unsatisfactory in two respects. First, it threatens to make (R3) and (R4) vacuously true. For if the mature sciences are defined as those in which correspondence and limiting-case relations hold between successive Iheories, then (R3) and (R4) become true by definition. Second, the re­striction to mature sciences undermines the realist’s aim to explain why science in general is successful. No such general explanation will have been given on the restricted account if indeed there are, as Laudan has argued, successful theories in immature sciences.Before concluding our discussion of Laudan, it is worth noting that Clyde L. Hardin and Alexander Rosenberg see no reason realists should grant thesis (L), that “a realist would never want to say that a theory was approximately true if its central theoretical terms failed to refer.”14 Lau­dan’s own example of the gene and genetic theories serves as a useful case here. (See the section “Kitcher on Reduction, Classical Genetics, and Molecular Biology” in the commentary on chapter 8). Mendel’s nineteenth-century theory is at the beginning of a sequence of theories enjoying increasing degrees of success, a sequence many biologists would claim is converging on the truth. Despite being credited with approximate truth, despite the ease with which it can be modified to generate increas­ingly accurate and complete genetic theories, Mendel’s theory used the term gene to refer to entities that do not in fact exist.15 That is not to say that the theory was incorrect in ascribing to the fundamental genetic ma­terial most of the functions it did; rather, the functions thus ascribed to genes are now parceled out to different sequences and complex combi­nations of DNA. Indeed, in much of contemporary molecular genetics the use of the term gene has simply been dropped in favor of terms better suited to articulate the diverse units of hereditary phenomena and their functions. The causal role Mendel accorded to genes has been divided up among other entities, entities that function together to give the false im­pression that a unitary genetic item is responsible for all aspects of genetic transmission and expression. Thus, a realist can explain the plausibility of



1 2 5 2  | C h . 9 E m p i r i c i s m  a n d  S c i e n t i f i c  R e a l i s m

Mendel’s theory, and its approximate truth, by appeal to those very diverse 
functions of diverse objects that reveal that the term g e n e  does not refer.That is one way the realist might go. Another way is to construe Mendel’s theory (perhaps with the aid of theories of plural reference or partial reference) as referring successfully after all to configurations of DNA and their polypeptide products, despite Mendel’s ignorance of DNA and its role in protein synthesis. Here, unlike the previous account, the realist can opt to sever successful reference from the detailed beliefs of the scientist, granting the Mendelian theory its undeniable measure of success in the light of newer approximations to the truth.The realist can either trace out the relations between Mendel’s the­oretical claims and those of modern molecular biology in a way that ex­plains the approximate truth of the former despite their failure of reference or adopt a theory of reference able to preserve the referential success of the term gene as described. There being as yet no final and fixed theory of reference in philosophy, a good deal rests on one’s views in this area. Nonetheless, whichever way one chooses to understand the relation of Mendelian to molecular genetics, one can be a realist about the success and approximate truth of the earlier theory.
R e a l i s m  a n d  B e g g i n g  t h e  Q u e s t i o n

The realist strategy that Laudan has been attacking attempts to link em­pirical success with likelihood of approximate truth and reference. In his final remarks Laudan argues that, leaving aside the status of its premises, such arguments can—from the point of view of antirealists—only be seen as question begging. Antirealists deny that we are warranted in judging any theory true on the basis of its yielding true observational consequences. To suppose that we are is to commit the fallacy of affirming the conse­quent, since a false theory can have true consequences.16 Now, realists have been concerned, not with any scientific theory in particular, but with the truth of realism, with the truth of a claim about scientific theories generally. That is, realists have argued that we can reasonably judge sci­entific realism to be true because it yields true consequences. (If our sci­entific theories are approximately true and genuinely referential, then they will enjoy empirical success, and they do enjoy empirical success.) But to suppose that realism can be defended in this way is to beg the question against the antirealist, who already denies that the empirical success of any theory is evidence of its truth.



C o m m e n t a r y  | 1 253

9.7 | Brown on Explaining the Success of Science

In “Explaining the Success of Science,” James Robert Brown sets out to reevaluate some of the more prominent ways in which philosophers of science have sought to explain why science is successful. Brown’s paper is especially helpful in two important respects. First, it serves as a useful review of our discussion of scientific realism thus far and in doing so sets the stage for Ian Hacking’s account of experimental realism (below). Sec­ond, as Laudan’s discussion emphasizes, the notions of success (as applied to theories) and app ro xim ate  tru th (or truthlikeness), while central to the debate among scientific realists and antirealists, are obscure and difficult to articulate. Brown offers a clearer statement of the notion of success than we have encountered thus far and introduces us to a more precise analysis (due to Newton-Smith) of verisimilitude and its relation to success.
S u c c e s s , R e a l i s m , a n d  A n t i r e a l i s m

Suppose we want to resist the conclusion that the success of science is a miracle, a mystery incapable of being explained. To evaluate various ap­proaches to explaining the success of science properly, we need to specify what we have in mind when we say that theories are successful. Brown suggests that the following features are implicit in the traditional view:
1 [Successful theories] are able to organize and unify a great variety of known 

phenomena, [empirical adequacy]
2 This ability to systematize the empirical data is more extensive now than 

it was for previous theories, [increasing adequacy]
3 A statistically significant number of novel predictions pan out; that is, our 

theories get more predictions right than mere guessing would allow, [novel 
predictions] (1136-37)

The main issues of debate concern not the success of science per se, but rather the broadly ontological consequences17 of various approaches to explaining its success. Appeals to truth and reference in explaining science are of course congenial to a realist about the ontological com­mitments of theories, while antirealists favor explanations they judge to be ontologically minimal or neutral. We have encountered important exam­ples of both approaches.One prominent realist explanation for the success of science that we have seen is based on the claim that theories are true or approximately true. Since the empirical success of science would follow from the truth of its theories, and since it is true that science is successful, then (since whatever is deduced from truths is true) the assumption that theories are indeed true explains their success. As Brown reconstructs it (a version of
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what we earlier called the Ultimate Argument), for any theory T and any 
true empirical observation 0  following from T:

1 Conclusion O can be deduced from theory T.
2 O is observed to be the case.
3 If T is true then the argument for O is sound and so O had to be true.
4 If T is false then the argument for O is merely valid and the probability of 

the arbitrary consequence O being true is very small. (I.e., it would be a 
miracle if O were true.)

.'. The argument for O is probably sound.

.'. T is probably true. (That is, even T’s theoretical statements are probably 
true.) (1138)

A prominent antirealist explanation for the success of science that we 
have seen is the Darwinian account defended by van Fraassen: Just as 
there are many species struggling for existence, so too there are many 
theories competing for our acceptance; and just as species that fail to adapt 
to their environment become extinct, so too theories that fail to make true 
observational predictions are given up. So there is no need to assume that 
theories are true or approximately true in explaining the success of science.

Are either of these explanations right? (They cannot both be right, 
though of course both could be wrong.) Brown examines first the anti­
realist Darwinian case. The relevant question is whether it accounts for 
all three properties of successful theories identified earlier. Brown has two 
misgivings. First, while van Fraassen’s account appears to explain (1) and 
(2)—a successful theory organizes and unifies the phenomena and system­
atizes the data better than earlier theories did—it pretty clearly fails to 
explain (3)—why do our theories make correct novel predictions more 
often than one would expect on the basis of mere chance? The Darwinian 
analysis breaks down here: the analogue to novel predictions is a radical 
change in environment, which most species do not survive. Brown’s sec­
ond, more general misgiving is that the Darwinian account is implicitly 
committed to the notion that rational theory choice and empirical success 
go hand in hand. Having made this assumption, it is unsurprising that the 
theories we accept have properties (1) and (2), since according to the 
empiricist we choose our theories on that very basis. But, according to 
Brown, rational theory choice does not rest solely on empirical adequacy. 
Conceptual, metaphysical, and aesthetic concerns can also play a crucial 
role in deciding among theories; consequently, anyone except the most 
extreme empiricist (a logical empiricist, say) must grant the possibility that 
the most rationally acceptable theory might not be the one that is most 
successful empirically. In light of this result, we should be less quick to 
concede that van Fraassen’s Darwinian account adequately answers the



C o m m e n t a r y  | 1255

questions, Why do the theories we accept get so much right empirically? 
and Why do new theories get more right than old ones?

The realist case is somewhat more difficult to assess because most 
realists tie the truth of theories, and the increasing approach to truth by 
successive theories, to the notions of reference and preserved reference 
(from earlier to later theories). Recall, for example, Putnam’s claim that 
the realist sees genuine reference, the approximate truth of mature theo­
ries, and preserved reference “as part of the only scientific explanation of 
the success of science . . (1140). Leaving the issue of approximate truth
aside for the moment, must we agree that the terms in successful mature 
theories typically refer?

Brown, like Laudan, thinks not. Consider the very simple theory 
Brown offers (1140):

Tp JRB went to Dubrovnik in April.

Let us suppose that this is quite a successful theory and that all its terms 
refer. Is the fact that all its terms refer sufficient for its success? Surely not. 
Consider Brown's next theory, which is very unsuccessful:

T2: JRB did not go to Dubrovnik in April.

Here then is a counterexample—a theory all of whose terms refer that is 
unsuccessful. Brown notes that less artificial counterexamples can be read­
ily drawn from the history of science. The history of atomism is filled with 
unsuccessful theories, despite the fact that (we believe) the term atom  
refers. And while genuine reference is not sufficient for success, neither 
is it necessary: as Laudan suggests, phlogiston theories, caloric theories, 
ether theories, and many others all had their heyday, even though by our 
present lights we judge their terms not to refer.

One point in passing, encountered earlier: As in the case of the term 
gen e, the realist is not committed to agreeing that atom  referred in earlier, 
unsuccessful theories. One can endorse quite fine-grained constraints on 
the nature of successful reference without giving up the realist position 
that the terms of current theories refer or that whatever success was en­
joyed by earlier theories was not tied to genuine reference. Suppose I 
claim that there are Fs possessing the (observational or theoretical) prop­
erties G, H, J. . . . Your showing that I have failed to refer with the term 
F leaves untouched my claims that there is something that is G, that is 
H, that is /, and so on. For all my failure of reference, I may have said 
quite a few true things about the world. (Presumably this is the line taken 
by those realists who claim that Mendelian genetic theory was approxi­
mately true despite the term g en e s  failure to refer.)
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V e r i s i m i l i t u d e  and  S u c c e s s
While the succession of theories in a scientific discipline undoubtedly 
involves many respects in which later theories are better than earlier ones, 
it is approximation to truth, or truthlikeness (verisimilitude), that figures 
most centrally in realist accounts of progress. Brown aims to clarify this 
difficult notion by examining William Newton-Smith’s analysis of it in 
some detail.18 Newton-Smith’s analysis has two main virtues. First, it does 
not depend on reference being preserved across successive theories. Sec­
ond, it makes explicit the connection between increasing verisimilitude 
and scientific progress. In particular, Newton-Smith proves that theories 
with greater verisimilitude (according to his definition of that concept) 
must have a higher probability of observational success.

Brown introduces several key notions and assumptions in Newton- 
Smith’s account. First, a theory is defined as a set of claims, the funda­
mental postulates and hypotheses of the theory together with all their 
deductive consequences. Second, Newton-Smith assumes that the conse­
quences of theories can be enumerated recursively or, in other words, that 
they can be generated by an algorithm in a numbered sequence. Suppose 
that the consequences of T, are enumerated as f, = f,1, f,2, fi3, . . . and 
the consequences of T ,  are enumerated as t2 = t2\ t?: , t2 , . . . Newton- 
Smith stipulates that all logically true sentences have been deleted from 
these lists of consequences and that once a sentence appears in the list, 
all subsequent sentences that are logically equivalent to it are eliminated. 
Third, a theory is said to decide p if the theory (that is, its entire set of 
consequences) contains either p or not-p. Fourth, the relative content of 
a theory is defined comparatively: of two theories, T, and T2, the one with 
greater content is the one that decides more sentences.19 Finally, the no­
tion of relative truth—roughly, the number of truths of one theory com­
pared with those of another—is elucidated as follows: from f, (the list of 
consequences of T,) and f2 (the list of consequences of T2), we construct 
an infinite sequence of ratios. The nth term of this sequence is the number 
of truths among the first n sentences of t, divided by the number of truths 
among the first n sentences of t2. So, for example, if 3 out of the first 10 
sentences of are true, and 7 out of the first 10 sentences of t2 are true, 
then the 10th term of the sequence is Vi. (If the ratio were greater than 
1, we would invert it to ensure that each term in the sequence is a fraction 
between 0 and 1.) Of course, deciding which sentences in f, and t2 are 
true is no easy matter, especially since many of the consequences of real 
scientific theories will be highly theoretical. So Newton-Smith proposes 
that the only practical way to judge their truth is from the perspective of 
some third theory T,, a plausible candidate for which would be a theory 
that we presently regard as true. This leads Newton-Smith to his definition 
of relative truth (which differs only in minor ways from the version given 
by Brown on page 1143):
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T, has a greater truth relative to T, than T, if and only if the infinite sequence of ratios giving the ratio of truths in T, to the truths in T2 judged by reference to T,, has a limit greater than Vi which is unaffected by reasonable place- selection.2”
Then, using his definitions of relative truth and relative content, Newton- Smith defines verisimilitude as follows:

T2 has greater verisimilitude than T, if and only if both: (1) the relative con­tent of T2 is equal to or greater than that of T,; (2) T, has greater truth relative to T, than T,.21
Intuitively, a theory has greater verisimilitude than another if it says more about the world and more of what it says is true (at least, as judged from the standpoint of a third theory). Thus, verisimilitude is connected to observational success. If Tz has greater verisimilitude than T,, then the chances of any arbitrary sentence of T, being true are greater than the chances of any arbitrary sentence of T, being true, and since the arbitrary sentences of a theory include its observational consequences, T2 is likely to have more observational success.Before proceeding, there is an error in the definition of greater relative truth that Newton-Smith has since corrected. Why should the ratio of truths of T, to T2 have a limit greater than Vi in order for T 2 to have greater truth than Tt? If, for example, T, and T, contained the same number of truths, the limit of truth ratios would be equal to 1 (and hence greater than Vi), but obviously neither theory would have greater truth than the other. When theories do differ markedly in truth content, the limit of truth ratios will be close to 0. Thus the definition of greater relative truth should require that the limit be less than 1, not greater than !/z.Subject to the minor correction just noted, Newton-Smith’s analysis of the approximate truth, or truthlikeness, of a theory has a number of attractions, including its intuitive appeal and relative simplicity. Despite these attractions, Brown offers three criticisms of Newton-Smith’s analysis. First, asks Brown, how well does it account for the three features of suc­cessful theories—empirical adequacy, increasing adequacy, and novel pre­dictions? The last two, the increased systematic and predictive power of later over earlier theories, seem to be explained. But, Brown points out, Newton-Smith’s proposal says nothing about why present theories get so much right; indeed, his account is consistent with present theories doing quite poorly at organizing data and predicting truths.Second, Brown thinks that Newton-Smith's definition of verisimili­tude is too crude to do justice to scientific theories that assign numerical values to physical constants. Brown explains this criticism using a simple
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example of two miniature theories T, (Theory 1) and T2 (Theory 2), both 
of which are false (1144):

The Truth: John is 180 cm tall.
T,: John is 178 cm tall.
T,: John is 179 cm tall.

Intuitively, we want to say that theory T, is closer to the truth than 
theory T,. But, Brown argues, Newton-Smith must regard both theories as 
“totally and equally false” because he measures truthlikeness by judging 
individual sentences either true or false “and never something in between” 
(1144). Thus, Brown suggests that a theory of verisimilitude should assign 
degrees of truthlikeness to individual sentences. If we imagine, say, that 
successive theories differ only in their estimations of the value of a certain 
physical constant (say Planck’s constant or the gravitational constant), then 
surely the relevant difference among them is how close their particular 
claims about the value of the constant are to the truth.

The argument in Brown’s second objection has a fundamental flaw. 
It is not the case that Brown’s theories T, and T, are “totally false” simply 
because each consists of a single false sentence. Remember that Newton- 
Smith defines a theory as the entire set of its deductive consequences, and 
a false theory—even one stated in a single sentence—can have many true 
consequences. We can illustrate this point by enumerating some of the 
consequences of T, and T2. For the sake of simplicity, we shall restrict our 
attention to whole numbers, and write true sentences in regular type, false 
ones in italics.

T,
John is taller than 1 cm.
John is taller than 2 cm.

John is taller than 177 cm. 
John is not taller than 178 cm. 
John is not taller than 179 cm. 
John is not taller than 180 cm. 
John is not taller than 181 cm.

T2
John is taller than 1 cm.
John is taller than 2 cm.

John is taller than 177 cm. 
John is taller than 178 cm. 
John is not taller than 179 cm. 
John is not taller than 180 cm. 
John is not taller than 181 cm.

Even when restricted to whole numbers, these two enumerations are not 
complete. For example, each theory also entails the false sentence “John 
is shorter than 180 cm,” a sentence that, it should be noted, is not logically 
equivalent to any other single sentence in either list. But the main point 
remains unaffected by this incompleteness: although T, and T, are false, 
they are not “totally false” as Brown alleges.

Despite the flaw in Brown’s reasoning, we can still salvage his phil­
osophical criticism of Newton-Smith’s proposal. For if we apply Newton-
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S m i t h ’s d e f i n i t i o n  o f  v e r i s i m i l i t u d e  ( i n c o r p o r a t in g  th e  c o r r e c t io n  n o t e d  
e a r l i e r )  to t h e  r e s t r i c t e d  l is ts  o f  c o n s e q u e n c e s  ju s t  e n u m e r a t e d ,  it  fo l lo w s  
t h a t  t h e  l i m i t  o f  t h e  s e q u e n c e  o f  ra t io s  g i v i n g  t h e  ra t io  o f  t ru th s  i n  T, to 

t h e  t ru th s  in  T ,  is 1. T h u s ,  s i n c e  t h e  r e l a t i v e  c o n t e n t  o f  t h e  tw o  t h e o r i e s  
a p p e a r s  to  b e  t h e  s a m e ,  N e w t o n - S m i t h  w o u ld  j u d g e  t h a t  T 2 d o e s  n o t  h a v e  
g r e a t e r  v e r i s i m i l i t u d e  t h a n  T „  w h i c h  c o n f l i c t s  w i t h  o u r  i n t u i t i v e  j u d g m e n t  

t h a t  T 2 is c lo s e r  to t h e  t r u t h .22
F i n a l l y ,  B r o w n  n o te s  s o m e  h i s to r i c a l  c a s e s  in  w h i c h  l a t e r  t h e o r i e s  

m a d e  p ro g r e s s  b y  f o c u s in g  o n  n a r r o w e r  d o m a in s  t h a n  t h e i r  p r e d e c e s s o r s  
h a d .  F o r  e x a m p l e ,  p ro g re s s  w a s  m a d e  w h e n  t h e o r i e s  t h a t  c o m b i n e d  a s t ro ­
l o g i c a l  a n d  a s t r o n o m ic a l  c l a i m s  w e r e  r e p l a c e d  b y  a s t r o n o m ic a l  t h e o r i e s  
t h a t  s a id  n o t h in g  a b o u t  a s t ro lo g y .  O n  N e w t o n - S m i t h ’s a c c o u n t ,  a l a t e r  
t h e o r y  w i t h  le s s  c o n t e n t  t h a n  its p r e d e c e s s o r  c a n n o t  h a v e  g r e a t e r  v e r i s i ­
m i l i t u d e  t h a n  th e  t h e o r y  it r e p l a c e s ,  d e s p i t e  th e  fa c t  t h a t ,  i n t u i t i v e l y ,  t h e  

l a t e r  t h e o r y  m i g h t  b e  c lo s e r  to th e  t ru th .
U p  to  t h i s  p o in t  w e  h a v e  b e e n  c o n c e r n e d  w i t h  t h e  c o n c e p t  o f  v e r i ­

s i m i l i t u d e  a n d  th e  e n t a i l m e n t  f ro m  g r e a t e r  v e r i s i m i l i t u d e  to t h e  l i k e ­
l i h o o d  o f  g r e a t e r  o b s e r v a t io n a l  s u c c e s s .  It is now' t im e  to c o n s i d e r  th e  
a r g u m e n t  in  t h e  o th e r  d i r e c t i o n ,  f ro m  g r e a t e r  o b s e r v a t io n a l  s u c c e s s  to th e  

l i k e l i h o o d  o f  g r e a t e r  v e r i s im i l i t u d e .  E a r l i e r ,  w e  e n c o u n t e r e d  F a u d a n ’s 
a n t i r e a l i s t  o b j e c t io n  th a t  s u c h  a b d u c t i v e  in f e r e n c e s  b e g  t h e  q u e s t i o n .  As 
B r o w n  e x p re s s e s  t h e  o b j e c t io n ,  a n t i r e a l i s t s  a r e  a l r e a d y  u n c o n v i n c e d  b y  
h y p o t h e t i c o - d e d u c t i v e  ( H - D )  in f e r e n c e s  o f  t h e  fo r m  ( 1 1 4 5 ) :

Theory —» Observation
Observation

.'. (Probably) Theory

T h u s ,  r e a l i s t s  c a n  o n l y  b e g  t h e  q u e s t i o n  a g a in s t  a n t i r e a l i s t s  b y  a r g u in g :

Greater verisimilitude —» Greater observational success
Greater observational success

(Probably) Greater  ver is im il i tude

B r o w n  r e a s o n s  th a t  w h a t e v e r  f law  a n t i r e a l i s t s  s e e  in  s u c h  r e a l i s t  a r ­
g u m e n t s ,  it  c a n n o t  a r i s e  s i m p l y  f ro m  th e  p r o b l e m  o f  i n d u c t i o n ,  for  m o s t  
a n t i r e a l i s t s  a c c e p t  i n d u c t i v e  r e a s o n in g  a s  l e g i t im a t e .  V a n  F r a a s s e n ,  for e x ­
a m p l e ,  w h i l e  r e s i s t i n g  in f e r e n c e s  to t h e  e x i s t e n c e  o f  u n o b s e r v a b l e s ,  is n e v ­
e r t h e l e s s  w i l l i n g  to in f e r  t h a t  t h e o r i e s  a r e  e m p i r i c a l l y  a d e q u a t e .  T h e s e  
j u d g m e n t s  g o  b e y o n d  w h a t  is o b s e r v e d ,  s i n c e  t h e y  e n t a i l  t h e  t r u th  o f  a l l  
o b s e r v a t io n a l  c o n s e q u e n c e s .  I n d e e d ,  to  s to p  m a k i n g  i n d u c t i v e  i n f e r e n c e s  
w o u ld  b e  to  s to p  d o in g  s c i e n c e  a l t o g e t h e r . 23 S o  th e  i s su e  d i v id i n g  r e a l i s t s  
a n d  a n t i r e a l i s t s ,  i n  B r o w n ’s a s s e s s m e n t ,  m u s t  b e  a  d e e p e r  d i s a g r e e m e n t  
a b o u t  w h e r e  to  d r a w  th e  l i n e  a m o n g  a m p l i a t i v e  i n f e r e n c e s .  T h e  h a r d - l i n e



skeptic about induction stops at the evidence itself and refuses to go any 
further; van Fraassen allows the inference to the conclusion that a theory 
T is empirically adequate but withholds judgment about the existence of 
unobservable entities posited by T; others of a deflationary-realist bent 
(such as Ian Flacking, discussed below) allow that the unobservables pos­
ited by T exist yet resist the claim that T itself is true;24 while full-blown 
scientific realists go on to commit themselves to the existence of unob­
servables and to the truth of T as well.

The disagreement about which ampliative inferences are legitimate 
makes it very difficult for realists to convince their opponents that scientific 
theories are true or close to the truth, or that later theories have greater 
verisimilitude than earlier ones. But traditional realists use these claims 
about truth and verisimilitude to infer, and thus explain, the success of 
science. In the final section of his paper, Brown speculates about how 
realists might avoid this problem. What is needed, he suggests, is a differ­
ent style of explanation. Proponents of both the deductive-nomologieal 
and inductive-statistical models in the tradition of Hempel (see chapter 6) 
view explanations as arguments in which a conclusion is inferred from 
premises: given the premises (the explanans), the conclusion (the expla- 
nandum) then follows with certainty' or with high probability. That is, a 
good explanation offers a sufficient or nearly sufficient condition for what 
is being explained. And here lies a weakness in the traditional realist po­
sition, for truth is not sufficient (or necessary) for the success of a scientific 
theory, nor does the truth of a theory make its success highly probable. 
(Remember that, in this context, success means not merely having true 
consequences but being able to organize and unify a great variety of 
known phenomena.) So the Hempelian requirements of deducibility- and 
high probability-' are not met. Still, truth is relevant to success, just as 
Jones’s syphilis is relevant to his paresis: in both cases, the explanandum 
is made more probable than it would have been otherwise.

The statistical-relevance view of explanation to which Brown appeals 
here bears some affinity to what is sometimes called the narrative style of 
explanation. Narratives explain events and facts by telling a story that 
makes them intelligible. Why docs the giraffe have a long neck? The 
narrative approach would explain this by offering a story —in this case an 
evolutionary story according to which ancestors of the modern giraffe 
could survive only by feeding on trees. The story is not offered with any 
confidence as being true, but as a genuine possibility, a hypothesis that, 
if true, would make intelligible the phenomenon to be explained. Like 
statistical-relevance explanations, narrative explanations describe factors 
that are merely relevant to, not sufficient for, the explanandum; unlike 
statistical-relevance explanations, narrative explanations offer these factors 
simply as conjectures, not as established facts.23

Brown’s speculative proposal, then, is that realists do have an expla­
nation for the success of science. Truth is the explanation, but the ex­
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planatory style is narrative. We cannot claim to know that our theories are 
true; rather, their truth is conjectured, hypothesized. And even if our the­
ories are true, their success does not automatically follow. But if our the­
ories are true, then their truth will make a difference to their success. 
According to Brown, that is the most we can hope for in explaining the 
success of science. Moreover, we cannot presume that success (the ex- 
planandum) confirms realism (the explanans) because narrative explana­
tions are too weak to generate any significant degree of confirmation. 
Thus, the success of science does not justify one in believing that realism 
is true. For that, Brown suggests, we need considerations of a quite dif­
ferent sort.

What sort of considerations might those be? One answer to this ques­
tion is given by Ian Hacking’s experimental realism, to which we now 
turn.

9.8 I Hacking’s Experimental Realism
We mentioned in passing above a kind of deflationary realism that ex­
presses a commitment to the existence of unobservable, or theoretical, 
entities without making any commitment to the truth of scientific theories. 
Ian Hacking is such a realist. In his paper “Experimentation and Scientific 
Realism,” he claims that most discussions about scientific realism and 
antirealism, conducted as they are at the level of theories, are necessarily 
inconclusive. Realism about theories—about the truth of theories as claims 
about the natural world—is based only on an optimism attending our 
continued invention of successful new theories. Realism about entities, on 
the other hand, asserts the existence of (at least) the unobservable entities 
of physics, and Hacking claims that we can justify such assertions at the 
level of experimental practice. We are warranted in being realists about 
entities once we have manipulated them, measured them, and intervened 
in their causal processes. The relevant considerations for the deflationary 
realist thus involve not theorizing but experimenting.26

One might wonder if the distinction between theory realism and en­
tity realism can be made out. If one believes a theory, then one surely 
believes in the entities it postulates, and if one believes in certain entities, 
then one surely believes truths about them. Hacking resists this objection. 
He contends that the vast majority of experimental physicists are con­
vinced of the existence of “inferred” and “unobservable” entities but that 
few believe their theories are literally true. Typically, experimenters will 
remain agnostic about the many possible (and mutually incompatible) 
theoretical frameworks in which claims about electrons, say, can be cast. 
This is not simply a sociological report about experimentalists. The point 
is rather that experimentalists can be antirealists about scientific theories
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a n d  m o d e l s ,  v i e w i n g  t h e m — r a t h e r  a s  i n s t r u m e n t a l i s t s  m i g h t —as to o ls  for 
t h i n k in g  a n d  c a l c u l a t i n g  w h i l e  a t  t h e  s a m e  t im e  b e l i e v i n g  in  t h e  e x i s t e n c e  
o f  t h e  e n t i t i e s  t h e y  in v e s t i g a t e .  T h e i r  e n t e r p r i s e  w o u ld  b e  i n c o h e r e n t  if  
t h e y  d i d  no t :  r e a l i s m  a b o u t  e n t i t i e s  is a  n e c e s s a r y  c o n d i t i o n  for t h e  c o ­
h e r e n c e  o f  s c i e n t i f i c  e x p e r im e n t a t i o n .

B e fo r e  p r e s e n t i n g  a n  e x a m p l e  o f  s c i e n t i f i c  e x p e r im e n t a t i o n  to  i l l u s ­
t r a t e  h is  c a s e ,  H a c k i n g  m a k e s  tw o  im p o r t a n t  p o in ts ,  a b o u t  r e f e r e n c e  a n d  
a b o u t  w h a t  h e  c a l l s  interfering o r  intervening. T h e  f ir st  p o in t  ( a s  w e  s h a l l  
i n t e r p r e t  it)  is in  t h e  s e r v i c e  o f  h is  a n t i r e a l i s m  a b o u t  t h e o r i e s ;  t h e  s e c o n d  
p o in t  is c e n t r a l  to h i s  v i e w s  o n  e n t i t y  r e a l i s m .

T h e  r e a l i s t  b e l i e v e s  t h a t  t h e r e  a r e  e l e c t r o n s .  W h a t  is t h e  e x p e r im e n t a l  
r e a l i s t —w h o  a f f i rm s  t h a t  e l e c t r o n s  ex i s t  b u t  d e n i e s  a n y  c o m m i t m e n t  to 
t h e o r y  r e a l i s m —to m a k e  o f  t h e  n o t io n  th a t  electron g e t s  its m e a n i n g  f ro m  
its ro le  in  t h e o r e t i c a l  l a w s ?  H a c k i n g  h i m s e l f  is h a p p y  e n o u g h  to  a d o p t  in  
r o u g h  o u t l i n e  a n  a c c o u n t  o f f e re d  b y  H i l a r y  P u t n a m  a c c o r d i n g  to w h i c h  
w e  m u s t  d i s t in g u i s h  tw o  a s p e c t s  ( a m o n g  o th e r s )  o f  t h e  m e a n i n g  o f  a  n a t ­
u r a l  k i n d  t e r m :  its s t e r e o t y p e ,  w h i c h  i n c l u d e s  s t a n d a r d l y  a c c e p t e d  d e s c r i p ­
t io n s  o f  th e  n a t u r a l  k i n d ,  a n d  its a c t u a l  r e f e r e n c e —t h e  t h i n g  it  d e n o t e s  o r  
p i c k s  o u t . 27 P u t n a m  a l lo w s  t h a t  w h i l e  w e  m a y  s u c c e e d ,  a t  a n  i n i t i a l  b a p ­
t i s m a l  n a m i n g  o r  th e r e a f t e r ,  i n  r e f e r r in g  to a n  o b j e c t  u n d e r  s o m e  s t e r e o ­
t y p e ,  th i s  d o e s  n o t  e n t a i l  t h a t  s t e r e o t y p e s  “ d e t e r m i n e ” r e f e r e n t s  in  a n y  

s t ro n g  w a y .  As w e  f r a m e  c l e a r e r  v i e w s  a n d  d i s c o v e r  m o r e  a b o u t  th e  t h i n g  
o r  k i n d  o f  t h in g ,  w c  c a n  s u c c e e d  in  r e f e r r in g  to t h e  s a m e  t h in g  o r  k in d  
o f  t h i n g  e v e n  i f  t h e  s t e r e o t y p e  c h a n g e s .  N o w ,  in  th e  c a s e  o f  e l e c t r o n s ,  n o t  
o n l y  h a s  t h e  t e r m  electron u n d e r g o n e  s u c h  s t e r e o t y p e  c h a n g e s ,  b u t  m o r e ­
o v e r  w e  p r e s e n t í ) '  h a v e  tw o  i n c o m p a t i b l e  s t e r e o t y p e s — th e  e l e c t r o n  as w a v e  
a n d  t h e  e l e c t r o n  as p a r t i c l e .  H a c k i n g  im p l i e s  t h a t  e x p e r im e n t a l i s t s  c a n  be  
c o n f id e n t  t h a t  t h e y  a re  i n v e s t i g a t in g  th e  s a m e  t h in g ,  r e g a r d l e s s  o f  t h e i r  

c o m m i t m e n t s  to th is  o r  t h a t  s t e re o ty p e .
T h e  n o t io n  o f  i n t e r f e r in g  o r  i n t e r v e n i n g  fo rm s  th e  c o r e  o f  H a c k i n g ’s 

e x p e r im e n t a l  r e a l i s m .  W e  h a v e  s e e n  t h a t  e x p e r im e n t a l  r e a l i s m  r e c o m ­
m e n d s  a sh i f t  a w a y  f ro m  t h e o r e t i c a l  r e p r e s e n t a t io n ,  t o w a r d  e x p e r im e n t a l  
m a n i p u l a t i o n .  O n  H a c k i n g ’s a c c o u n t ,  t h e  v e r y  n a t u r e  o f  s c i e n t i f i c  e x p e r ­
im e n t a t i o n  is to in t e r f e r e  in  th e  c o u r s e  o f  n a t u r e .  I n d e e d ,  i f  w e  a re  c o n ­
c e r n e d  w i t h  r e a l i t y — w it h  t h e  e n t i t i e s  m a k i n g  u p  th e  f u r n i t u r e  o f  th e  
n a t u r a l  w o r l d — t h e n  th e  f u n d a m e n t a l  g r o u n d s  on  w h i c h  w e  fo rm  o u r  b e ­
l ie f s  a r e  o u r  c a u s a l  i n t e r a c t i o n s  w i t h  s u c h  e n t i t i e s .  T h e y  a c t  o n  u s ,  w e  a c t  

o n  t h e m ,  a n d  w h e n  w e  h a v e  u n d e r s t o o d  t h e i r  c a u s a l  p o w e r s  s u f f i c i e n t l y  
w e l l ,  w e  u s e  t h e m  to in t e r f e r e  e l s e w h e r e  in  n a t u r e .  S i n c e  th i s  is a  g e n e r a l  
f a c t  a b o u t  o b s e r v a b le s  a n d  u n o b s e r v a b l e s  a l i k e ,  w h a t  ju s t i f i e s  o u r  b e l i e f  in  
t h e  r e a l i t y  o f  u n o b s e r v a b l e s  is n o  d i f f e r e n t  i n  k i n d  f r o m  w h a t  ju s t i f i e s  o u r  
b e l i e f  in  o b s e r v a b le  o b je c t s .  As H a c k i n g  p u t s  it  e l s e w h e r e :

Reality has to do with causation and our notions of reality are formed from
our  ab il i ty  to c h an g e  the world . . . . We shall count as real w hat  w e  can use
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to intervene in the world to affect something else, or what the world can use 
to affect us.Z8

The implication of Hacking’s stress on intervention is clear: we rely 
on the causal properties of objects —electrons, say—in developing instru­
ments to generate various scientific results, and this very business of ex­
perimentation is incoherent unless wc believe that such entities exist and 
have the causal powers they do. Thus, we do not infer the reality of elec­
trons from experimental results; rather, we presuppose that electrons are 
real when we design and execute our experiments.

Hacking discusses at considerable length an example from experi­
mental physics and then draws some morals from the example. He focuses 
on PEGGY II, an instrument used to fire polarized electrons at a deute­
rium target. The aim of the experiment was to observe parity violations in 
weak neutral interactions. Hacking concludes that constructing PEGGY 
II and executing the experiment described in his paper were largely non- 
theoretical affairs. The project began with a core set of beliefs about the 
properties of elementary particles and atoms, together with the discovery 
(in an unrelated experiment) that gallium arsenide (GaAs) crystals could 
serve as a source of polarized electrons. The inventors and designers of 
PEGGY 11 did not use a theory about electrons to explain or save any 
phenomena; rather, they used electrons to produce events that violate par­
ity in weak neutral interactions. The experimenters were realists about 
electrons because they could intervene with electrons to create new phe­
nomena. Thus, Hacking takes this to be a typical illustration of his thesis 
that it is experimental practice, not theorizing, that certifies scientific re­
alism about unobservables.

9.9 I Resnik’s Evaluation of Experimental Realism
Hacking is correct in claiming that the practice of scientific experimen­
tation has been largely ignored in traditional disputes about scientific re­
alism. As we have seen, it is rather questions about the relation between 
the world and our representations of the world (theories), about the nature 
of scientific inference and explanation, that have figured most centrally in 
the exchange between realists and antirealists. Hacking’s project is to shift 
the debate from representation to intervention and to argue that, at the 
level of the entities themselves, the strongest argument for their existence 
is our ability to use them to control and create phenomena. Thus, Hacking 
is what one might call a theon'-free entity realist. In ‘‘Hacking’s Experi­
mental Realism,” David B. Resnik argues that this project fails in three 
respects: experimental realism is, at the end of the day, just another version 
of traditional success-ot-science arguments; the experimental realist can



1264 | C h . 9 E m p i r i c i s m  and S c ie n t if ic  R e a lism

claim to have knowledge of unobservables only if she assumes that the 
theories describing them are at least approximately true; and experimen­
tation is not nearly so theory-free as Hacking claims. We will examine 
these objections in turn.

According to Hacking, experimental science gives us the best grounds 
for believing in unobservable (theoretical) entities. If we use some part of 
the natural world to intervene—to control and create phenomena—then 
we are entitled to believe that our objects of intervention are real. Resnik 
reconstructs Hacking’s argument as follows:

1 We are entitled to believe that a theoretical entity is real if and only if we 
can use that entity to do things to the world.

2 We can use some theoretical entities, e.g., electrons, to do things to the 
world, e.g., change the charges of niobium balls.

3 Hence, we are entitled to believe that some theoretical entities, e.g., elec­
trons, are real. (1175)

While some have criticized Hacking’s argument by attacking the first 
premise, Resnik is concerned with the grounds an experimental realist 
might have for asserting the second premise.

On Hacking’s account, the assertion of (2)—that we can use theoret­
ical entities, or unobservables, to do things to the world—is fundamentally 
a causal claim. How are we to support or justify causal claims? Hume 
argued that we do not deduce them from experience, but rather base them 
on inductive inferences: we observe regularities, or effects, in nature and 
infer causes from them according to the principle that similar effects must 
have similar causes. While Hume himself regarded such induction as ul­
timately unjustified (but the best we can do), many philosophers believe 
that we can justify causal claims inductively. Others believe that we can 
use abductive reasoning, inferring that A causes B, on the grounds that 
this best explains the available evidence. Now, in denying theory realism 
but accepting entity realism on the basis of causal arguments like the one 
above, Hacking is clearly committed to denying that we base our causal 
claims, inductively, on observed lawlike regularities.29 Thus, while Hack­
ing does not explicitly commit himself to any view about scientific rea­
soning, it would seem that his only alternative in the present case is 
abduction.

Resnik’s objection is that Hacking’s reliance on abductive reasoning 
places his project firmly in the camp of traditional success-of-science ar­
guments for realism. As we have seen, these arguments conclude that we 
are justified in being scientific realists on the grounds that there is no 
other explanation for the success of science: unless the unobservables pos­
ited by our theories actually exist, the predictive success of science would 
be a miraculous coincidence. While these arguments focus largely on the
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success of theories—on our ability to predict and explain—Hacking’s ar­gument focuses on the success of experiments—on our ability to construct and control instruments that use unobservables to create new phenomena. According to Resnik, Hacking is in the position of claiming that it would be an incredible coincidence that our instruments should work as they do, and let us affect the world as we do, if the unobservable entities we take ourselves to be manipulating in our experiments did not in fact exist.Hacking rejects the traditional success-of-science arguments and de­nies that his own experimental realist argument is of this sort. Recall that the scientists involved in the PEGGY II experiment did not aim to explain any phenomena with electrons but rather simply to use them, and this is a general feature of experimental science. Clearly, Hacking is right in claiming that the experimentalists believe in the existence of electrons. Indeed, he may well be right in claiming that the experimenter “is im ­
pressed by entities that one can use to test conjectures,” and that “the experimenter is convinced of the reality of entities . . . that . . . can be used to interfere elsewhere in nature” (1157; our emphases). But these are psychological facts about the experimenter. What justification Hacking’s account provides for belief in those entities remains unclear. Our realist commitments to unobservable entities cannot be secured by dogmatic as­sertion. The only account available to Hacking, it seems, is the abductive one: such entities explain those very facts about our experiments that most impress us. And this has a further consequence. Entities by themselves explain nothing; rather, they explain only within the context of a theory that describes the phenomena to be explained. Thus, Hacking’s theory- free entity realism appears to be jeopardized. This brings us to Resnik’s second objection.Hacking’s theory-free entity realism is not incoherent: one can con­sistently believe in unobservables without believing that the theories about them are true. One can claim, for example, that the explanatory work done by laws of physics can be accomplished only if they are not literally true, while insisting that causal or experimental facts suffice for our beliefs in unobservables. The question is whether this “sufficing” in any way justifies our beliefs in unobservables. Resnik argues that, while Hacking’s position is consistent, it is not reasonable, because it grants the experi­mental scientist belief in unobservables—and perhaps even true belief— without justifying that belief. And since justification is a necessary condi­tion for knowledge, Hacking’s experimental realism cannot provide knowl­edge of unobservables. Hacking may have explained why we hold the beliefs that we do, and why wc hold them as strongly as we do, but he has not explained why those beliefs should be regarded as knowledge.Recall again Putnam’s view of meaning to which Hacking appeals in defending his experimental realism. As applied by Hacking, this view en­ables one to believe in unobservable entities belonging to a natural kind without believing in the theory about those entities, since we can sue-



cessfully refer to a natural kind (electrons, for example) quite indepen­
dently of theoretically motivated changes in its stereotype. Resnik claims 
that, while this is cogent, it goes no distance toward providing an episte­
mological grounding for our belief in electrons. In particular, Putnam’s 
view assists Hacking only if we know that the entities to which we refer 
are natural kinds (not artifacts or purely theoretical fictions, say), for unless 
we know that such entities are natural kinds, we cannot claim to know 
that we continue to refer successfully when our theories change. Thus, 
phlogiston was once posited as an unobservable, and phlogiston theory 
enjoyed some measure of success. But after many failures of theory, phlo­
giston was dismissed as fictitious. Similarly, early work in genetics posited 
the existence of hereditary units—genes—to explain various hereditary 
phenomena and formulated laws governing these entities. But these laws 
were shown to be inadequate, and contemporary molecular genetics has 
shown that the functions formerly attributed to genes arc in fact performed 
by several different entities. In both cases, putative unobservable entities 
were shown to be artifacts. How, then, do we know that unobservables 
exist? How do we know that electrons are not like Mendelian genes or 
phlogiston? Claiming that we know electrons exist because we continue 
to refer to them despite changes in our theories will not do; this begs the 
question, for we cannot claim to refer successfully at all unless we are 
already justified in believing that the relevant entity is a natural kind.

The standard realist account of how we know that some unobservable 
entity' is a natural kind is familiar: we know that some unobservable entity 
is a natural kind because we have well-confirmed, explanatorily successful, 
and approximately true theories positing their existence. We know that 
electrons are natural kinds because the theories positing them are well- 
confirmed and highly successful. Hacking, of course, rejects this but offers 
nothing in its place. Were he to claim that we know electrons are a natural 
kind because we can use them in scientific experiments, he would still 
have to explain why the experiments succeed in giving the results they 
do. The only hope of explaining these facts is by appealing to theories 
describing the causal goings-on in our experiments: scientists are justified 
in believing in electrons because theories about electrons explain the suc­
cess of their experiments.

Hacking might respond to this argument by claiming that scientists 
can explain their experimental success using only fairly low-level gener­
alizations of various sorts; thev do not need full-blown theories—systematic 
accounts that include genuine scientific laws that are universal and nom­
inally necessary. In reply, Resnik points out that adopting such a narrow 
view of theories entails that theories are confined to physics and perhaps 
chemistry, which seems an unacceptable restriction on the use of the term 
theory. Resnik then proceeds to his third and final objection to Hacking’s 
experimental realism.

Even if the restrictive account of theories as full-blown systems of
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universal scientific laws is granted, it nevertheless remains true that a work­
ing knowledge of such theories is essential to the design of experiments 
and the construction of measuring instruments and apparatus. The 
PEGGY II experiment, for example, was permeated with theory from be­
ginning to end. Far from being mere recipe-following technicians, exper­
imenters are trained in theory, communicate with theoreticians, and 
invent new ways of testing theories. Thus, claims Resnik, not only does 
Hacking’s account fail to provide an epistemological grounding for the 
beliefs of experimenters, it also fails to describe their behavior as working 
scientists.

9.10 I Fine’s Natural Ontological Attitude (NOA)

A familiar and much-debated argument for realism claims that the best 
explanation for the success of science is that scientific theories are true 
(or at least approximately true) and most (if not all) of their terms refer to 
real entities, properties, and processes. Rejecting traditional defenses of 
scientific realism at the level of theories, Hacking defends in its place an 
attenuated realism—a rather more deflationary, theory-free experimental 
realism solely about entities. T.audan and van Fraassen, too, reject tradi­
tional arguments for realism, van Fraassen going on to defend his own 
antirealist account of science, constructive empiricism. In “The Natural 
Ontological Attitude,” Arthur Fine agrees with Hacking arid van Fraassen 
that the traditional arguments for realism fail. But Fine's own positive 
account—the natural ontological attitude of his paper's title—falls some­
where between Hacking’s relaxed realism and van Fraassen’s empiricist 
antirealism. According to Fine, the most compelling view of science and 
its theories is neither realist nor antirealist. Having examined in some 
detail responses to arguments for realism, we shall attend somewhat briefly 
to Fine’s criticism of realism, focusing our attention rather more closely 
on this middle position that Fine calls the natural ontological attitude 
(NOA).

Ag a i n s t  R e a l i s m
Fine’s criticism of realism is directed along two separate lines: traditional 
abductive arguments for realism, and the place of realist and nonrealist 
attitudes in the development of successful twentieth-century scientific the­
ories. What evaluation does Fine offer of succcss-of-sciencc arguments for 
realism?

Fine objects to the overall strategy of realist arguments that aim to 
connect the methods of science with its overall success. He begins with a 
maxim—gleaned from the history of set theory and the foundations of
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arithmetic—about the propriety of defending some theory T with argu­
mentative resources taken from T itself. In the case of set theory, the 
formalist David Hilbert argued that, to the extent that the meaningfulness 
and consistency of Cantor’s set theory was yet in question, only some 
non-set-theoretic consistency proof could warrant acceptance of Cantor’s 
project. Hilbert thus advocated a more stringent method for establishing 
the consistency of set theory, a method that did not use arguments from 
set theory itself. Fine believes that Hilbert’s attitude is the correct one: 
metatheoretic arguments in support of T should meet requirements more 
stringent than those placed on arguments at work in T itself.

Realists urge us to accept that realism offers the best explanation for 
why the methods of science lead to empirical success. In an objection 
reminiscent of Laudan’s charge that inference-to-the-best-explanation ar­
guments for realism beg the question, Fine notes that just as anyone who 
is suspicious of the consistency of set theory would scarcely be moved by 
set-theoretic arguments for its consistency, so also antirealists already skep­
tical about the connection between explanation and truth will fail to be 
moved by best-explanation arguments for realism. More generally, since 
realists and antirealists disagree about whether the realist’s abductive ar­
guments for the existence of unobservables are legitimate, even if realism 
is the best explanation for the success of science, this cannot warrant the 
conclusion that realism is true. Since it is the status of such best- 
explanation inferences that divides realist from antirealist, abductive de­
fenses of realism at best beg the question.

Nor is there any pattern of argument more stringent than abductive 
ones, according to Fine, that would permit the realist to respect Hilbert’s 
maxim. The only obvious candidate acceptable to all parties would be 
patterns of inductive argument leading to empirical generalizations. But 
empirical generalizations require observable connections between observ­
ables, and no such connection is available to the realist. The connection 
of relevance for realism is the relation of truth or approximate truth said 
to hold between theories and the world to which they correspond. To the 
extent that realism postulates a correspondence relation of truth between 
theories and the world, what it is committed to is unverifiable.

Fine’s argument against the realist strategy rests on the rejection of 
abductive inferences. In taking this line, it would then seem incumbent 
on Fine to say what, if not abduction, ever does justify our belief in the­
ories. Of course not all forms of induction will have been rejected. But 
now' Fine and other nonrealists must offer some independent, properly 
stringent criterion by which to determine which inductive inferences arc 
legitimate, without begging the question against the realist. In short, even 
if Fine is correct that realist arguments fail (which, of course, is not the 
same as showing that realism is false), his proposal leaves open whether 
any coherent nonrealist position can be sustained in place of realism.

In addition to criticizing traditional success-of-science arguments for
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realism, Fine suggests that the history of science also tells against it. In 
particular, Fine argues that in two successful twentieth-century physical 
theories—relativity and quantum mechanics—we can find a refutation of 
the claim that realism is the only way to explain scientific progress. Both 
the special and general theories of relativity were the work of Einstein’s 
early period, during which he espoused a broadly positivist methodology. 
And despite the fact that Einstein thereafter came to have rather more 
sympathy with realism, practitioners of relativity theory—working scien­
tists—have not followed him in this, adopting instead an instrumental 
view of general relativity as a tool for solving large-scale gravitational prob­
lems. Likewise, Fine argues, the development of modern quantum theory 
was carried out in a largely nonrealist environment, both Heisenberg and 
the later Schrodinger expressly avoiding referential commitments to an 
unobservable reality. Indeed, Bohr is reported to have feared that Einstein’s 
(later) realism, if taken seriously, would thwart the progress of the new 
quantum physics. By Fine’s reckoning, the Bohr-Einstein battle, far from 
a tempest in a teapot, was in large measure the result of conscious efforts 
to preserve an increasingly successful theory from stagnation in the hands 
of realists.

It is, of course, no part of realism that scientific progress depends in 
any crucial way on believing that realism is true. A theory is successful, 
according to the realist, because it gets the world right, not because of 
anyone’s belief that such a relation does or does not (can or cannot) hold 
between theories and the world. Nor is it clear how confident Fine or 
anyone else can be about how differently twentieth-century science would 
have looked had its founders viewed realism more congenially.30 Never­
theless, it is undeniable that the two most important and successful the­
ories of the twentieth century—relativity and quantum mechanics—have 
progressed in a largely positivist and instrumentalist environment.

T h e  N o n r e a l i s t  “ C o r e ” : N O A

Despite the nonrealist origins of quantum mechanics, Fine notes that con­
temporary particle physicists adopt models predicting the existence of new, 
as-yet-unobserved particles, judging these as discoveries when later con­
firmed in various experiments. Fine thinks that this talk of “discoveries” 
reflects not a return to realism but instead a consistent form of nonrealism 
that is equally at odds with antirealism. Thus, his task in the latter part of 
his paper is to develop a viable form of nonrealism.

Fine doubts that realists come to adopt their view of science on the 
basis of abductive reasoning. Rather, he suggests, they engage in a some­
what more homely line of argument of the following sort: “Well, on the 
whole I trust the evidence of my senses with respect to garden-variety 
objects. And on the whole I trust the checks and safeguards of working 
scientists, too. If they tell me that there are atoms or quarks or the like,
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then I trust them and accept that there are such things. But I can accept 
the confirmed results of science, in just the same way that I accept the 
evidence of my senses, only if I am a realist about science. So I should 
be one.”

Now, by Fine’s lights, to accept scientific results in the same way that 
we accept the evidence of our senses is simply to accept them alike as 
true. But the antirealist could follow the homely line of reasoning sketched 
above to this extent: nothing about antirealism would incline him either 
to reject the results of science or to accord the confirmed propositions of 
science some secondary status distinct from that afforded the garden-variety 
truths of everyday life. So it is not at all clear that accepting the results of 
science as true has to bring realism with it.

Thus, Fine urges us to see that both the realist and antirealist alike 
must in the main toe the homely line above, that is, both must accept the 
confirmed results of science as quite on a par with other more familiar 
truths. Fine calls this acceptance of scientific truths the “core position.” 
What distinguishes the realist from the antirealist is what they add to the 
core position. Antirealists may add on a pragmatic or instrumental or con­
ventionalist analysis of the notion of truth, or they may add on some 
broadly epistemological construal of certain concepts, as would idealists, 
phenomenalists, and other sorts of empiricist, and so on. Realists, accord­
ing to Fine, simply add on a desk-thumping, foot-stamping emphasis— 
“Really!” When the realist and antirealist accept the verdict of science that 
there are electrons, the realist adds the emphatic “There really are elec­
trons, really!” (1199) in part to indicate a rejection of competing, anti­
realist additions to the core and in part to express the robust sense of truth 
generally understood to accompany realism—namely, truth as correspon­
dence with the world. (Fine reckons this latter aspect of the realist addition 
to be merely a superficial decoration of no more rational force than foot­
stamping itself.)

From this contrast between what the realist and antirealist add to the 
core position, Fine urges us to see that an attractive third alternative 
emerges: the core position itself. Neither a form of realism nor antirealism 
but at the core of both, this intermediary view seems to be the most com­
pelling and sensible attitude to adopt toward science. Fine calls this po­
sition the “natural ontological attitude” (NOA, pronounced Noah).

Fine thinks that the adequacy of NOA as a philosophical view of 
science can be appreciated by seeing what it has to say about ontology 
and the methods of science—two issues figuring crucially in most assess­
ments of realism and its competitors. Focusing here on the first of these, 
consider that NOA tells us to accept the results of science as true. To do 
so, Fine claims, is to treat truth in the normal referential way: statements 
of science are true only if appropriate entities (individuals, events, prop­
erties, etc.) exist and stand in the operative referential relations. In adopt­
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ing this stance, NOA is not thereby committed to the thesis that long-run scientific success inevitably brings us closer to the truth. A NOAer (pro­nounced knower), who in some particular scientific context or tradition believes in the entities referred to by her theories, can consistently allow that there is nothing progressive about changes in the scientific context or tradition and that Kuhnian paradigm shifts might well permit no stability of reference at all. So, too, can the NOAer resist believing that talk of reference entails belief in some objective external world. According to Fine, those who engage in such talk only pretend that we can step outside the game of reference and science to judge from some higher view what science is about, to mark off a world of external objects that are the ref­erents of our scientific terms. But, Fine insists, we ourselves are in the world, among the objects of science.Fine suggests that NOA can help to clarify particular connections between scientific method and the realist success-of-science accounts judged earlier to be question begging. But the main focus of Fine’s pro­posal is not NOA’s ability to clarify and explain. After all, the core position that NOA represents is at the heart of both realism and antirealism, and if the realist or antirealist additions do not nullify NOA’s appeal to the truth of scientific claims, its ability to explain and clarify' will to that extent be equally available to its competitors. What Fine wants us to appreciate above all is how minimal an adequate philosophy of science can be. Ac­cording to NOA, the legitimate aspects of any addition made by realism or antirealism are already implicit in the core belief that the confirmed truths of science are on a par with garden-variety truths, all alike and equally true. NOA brings with it no inflation of the concept of truth, no theory or analysis or picture of truth as correspondence or anything else. In addition to accepting the standard referential semantics and broadly Tarskian conception of truth, the NOAer accepts a standard epistemology by which judgments of truth are based on familiar perceptual and confir- mational relations.31 Unlike either realism or antirealism, NOA makes no pretense to having the resources for settling many disagreements over what is true or even whether best-explanation inferences are truth preserving. And that is as it should be, according to Fine: there are no such resources to be had. NOA’s minimalism is thus among its chief virtues. Science does not need what either realism or various versions of antirealism sup­pose it to need. A global interpretation, a philosophical version of truth to explain the success of science, a grand story purporting to render the significance and goals of science more intelligible—all these things are unnecessary. So the minimalism of NOA reflects the attitude that science can be taken on its own terms, an adequate philosophy of science requir­ing little more than a homely line of reasoning about the history and practice of science just as we find it. The philosophical theories, the in­terpretations, the global pictures, the truthmongering “isms,” all are idle
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trappings, unnecessary, unwarranted, perhaps even unintelligible bits of 
decoration appended to philosophy of science. Nothing else is required, 
nothing else is legitimate, beyond the natural ontological attitude.

9 .1 1  I E v a lu a t in g  N O A : M u s g r a v e ’s R e a l is t  R e p ly  to  F in e

In “NOA’s Ark—Fine for Realism,” Alan Musgrave asks, What exactly is 
there in NOA that runs counter to scientific realism? How nonrealist is 
Fine’s proposal?

Musgrave notes at the outset that, insofar as the debate between re­
alists and antirealists centers largely on the question of truth, NOA seems 
less a core position that realists and antirealists would then embellish than 
a position that realists would accept and antirealists reject. The core po­
sition would have us accept the claims of science as true. This may be 
fine for proponents of realism, but not for its naysayers: positivists who 
deny the existence of theoretical entities judge the theoretical claims of 
science to be false; instrumentalists reckon scientific theories as neither 
true nor false; and empiricists like van Fraassen insist that theories should 
be accepted as empirically adequate, not as true. At times, Fine seems to 
think that these and other versions of antirealism import a peculiar notion 
of truth into their philosophies of science. But were that so, antirealists 
could scarcely accept the core position’s directive to treat the results of 
science with the same homely conception of truth that wc apply to garden- 
variety beliefs.

Perhaps there is no such homely conception of truth, and the core 
position itself leaves open what sense realists and antirealists should bring 
to the word true. But Musgrave doubts that this will do justice to Fine’s 
intentions. For without any sense attached to true, there is no determinate 
core position to which realists and antirealists alike could then make ad­
ditions. Moreover, it looks as if the core position (NOA) attaches a quite 
definite sense to true. Fine says that “wc are to treat truth in the usual 
referential way, so that a sentence (or statement) is true just in case the 
entities referred to stand in the referred-to relations,” adding that “NOA; 
recognizes in “truth” a concept already in use and agrees to abide by the 
standard rules of usage, [these rules involving] a Davidsonian-Tarskian 
referential semantics” (1203). In passages like these, Musgrave urges that 
Fine has already embraced a quite deep philosophical analysis of truth, 
one that realists would (but antirealists would not) be prepared to apply 
across the board, to homely and scientific truths alike.

Fine intends NOA to be a nonrealist philosophy of science. What is 
it that realism adds to the core position that distinguishes the realist from 
the NOAer (that is, the person who accepts Fine’s NOA)? Drawing partly 
on other work of Fine’s, Musgrave isolates three items: first, the realist
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shouts, emphasizing “really!” whereas the NOAer does not; second, the 
realist makes a good deal of fuss over certain philosophical slogans that 
the NOAer avoids; and third, the realist is committed to a metaphysical 
picture that the NOAer is not. Let us consider these in turn.

The first putative difference is judged by Musgrave to be the shallow­
est: if the NOAer is a realist who avoids shouting and foot-stamping, the 
difference is an unphilosophical one, easily dissolved by behavior modi­
fication. But, of course, that is too facile: the difference is meant to run 
more deeply than that. For there is, Fine says, a positive function to the 
realist's emphasis—namely, an expression of a robust sense of truth, the 
full-blown version of which involves truth as correspondence to the world. 
And this brings us to the slogans.

Musgrave’s second point is that, according to Fine, realists endorse 
slogans such as “Truth is correspondence with reality',” whereas NOAers 
will have no truck with correspondence or anything like it. For his own 
part as a realist, Musgrave wonders what more there can be to the slogan 
“Truth is correspondence with reality” that is not already expressed by 
Fine’s view that “a sentence (or statement) is true just in case the entities 
referred to stand in the referred-to relations” (1200). Not all philosophers 
would agree with Musgrave that Tarski’s account of truth is just a codifi­
cation of the commonsense correspondence theory, though exactly what 
more there is to correspondence than Tarski’s theory plus a standard ref­
erential semantics is a point of debate. In any case, it is far from clear that 
scientific realism requires anything more than Tarski offers. As Musgrave 
sees it, the realist need not suppose, for example, that in addition to a 
Tarskian semantics one needs a story about the essence of truth. Indeed, 
Musgrave agrees with Tarski (and Fine) that there is no property' shared 
by all truths, in virtue of which they constitute a natural kind. If that is 
correct, then, despite what Fine says, NOA is a realist account of the 
claims of science.

Musgrave also responds to the concern that, if Tarski’s theory supplies 
everything the realist needs, then it threatens to make us realists about too 
much. If a Tarskian referential semantics applies across the board (to 
homely claims, theoretical-scientific claims, and everything in between), 
then such a liberal application of Tarski’s Convention T would seem to 
recommend realism about numbers, moral claims, and the “creeps,” no 
less than it recommends realism about the homely moon and the scientific 
electron. All five instances (below) of Convention T should be treated in 
exactly the same way:

1 The statement ‘There is a full moon tonight’ is true if and only if there is 
a full moon tonight.

2 The statement ‘Electrons are negatively charged’ is true if and only if elec­
trons are negatively charged.



3 The statement ‘Two plus two equals four’ is true if and only if two plus 
two equals four

4 The statement ‘Eating people is wrong’ is true if and only if eating people 
is wrong.

5 The statement ‘Ronald Reagan gives me the creeps’ is true if and only if 
Ronald Reagan gives me the creeps. (1214)
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On the Tarskian referential semantics that, according to Musgrave, is part 
of scientific realism, it seems as though we should be realists about num­
bers and the “creeps” as well as about some remarkably average family 
and partial children: the statement “The average American family has
2.3 children” is true if and only if the average American family has 2.3 
children.

To avoid such commitments, Musgrave claims that Tarski’s theory by 
itself yields none of these realisms. This is surely right. There is, for ex­
ample, nothing in Tarski’s theory that requires us to take every sentence 
at face value. If one is charitable about the utterance figuring in (5) above, 
but is nevertheless keen to avoid a realist commitment to the creeps, one 
can allow that the relevant sentence is a true but idiomatic expression of 
a fact about the way Musgrave felt about Reagan—this bringing with it at 
most a commitment to Reagan’s existence and to something Reagan did. 
Alternatively and less charitably, one can take the sentence in (5) at face 
value and judge that it is, strictly speaking, false. Similarly, the antirealist 
about numbers can take “Two plus two equals four” at face value and say 
that it is strictly false, since there are no numbers answering to the words 
two and four. The same options apply to the homely and scientific cases 
of (1) and (2) respectively.

In short, Tarski's account brings no particular realistic commitments 
with it. What it does do is make realism possible. Musgrave’s concern is 
to show that Fine’s account of NOA renders realism about the claims of 
science actual. For NOA enjoins us to take the claims of science at face 
value, to apply the Tarskian referential semantics, and to accept the rele­
vant claims as true. And that is scientific realism.

One might construe NOA as claiming that a face-value reading of 
sentences is already a departure from the core position, since something 
has been added to the minimal stance. And here, perhaps, there is room 
for distinguishing the NOAer from the realist. Where the realist accepts 
the claims of science (and homely run-of-the-mill claims) as true, reads 
true in the Tarskian way, and takes the claims at face value, the NOAer 
refrains (on the present reading) from doing the last of these, thus leaving 
open the issue of commitment to particular entities by virtue of leaving 
open the issue of what reading (literal and face-value or idiomatic and 
misleading) to give the claims. As Musgrave notes, this reading renders 
NOA a far cry from any sort of realism: for it characterizes the NOAer as
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one who is not committed to anything at all—not to electrons, not to the 
moon, not to physical objects or to other people.

This interpretation of NO A, as an extreme form of philosophical min­
imalism, eventually reemerges in the context of the third respect Musgrave 
notes in which Fine reckons NOA to depart from realism: realism offers 
a metaphysical picture that NOA rejects. In a later paper entitled “Un­
natural Attitudes: Realist and Instrumentalist Attachments to Science”32 
(published two years after the original NOA paper included in our vol­
ume), Fine characterizes the realist metaphysic as one according to which 
science is about something, something out there, external to us—in short, 
the World. Realists (Musgrave among them) concur with this picture and 
wonder what it is that Fine and the NOAer reject about it, and what NOA 
puts in its place. As for what NOA rejects in the realist picture, Fine’s 
misgivings concern what he calls the problem of access: How can we 
render intelligible the realist’s claim of having access to an objective, in­
dependent external world? For whatever we observe—or, more properly, 
whatever we causally interact with—is not independent of us, and what­
ever information we retrieve from such interaction is information about 
interacted-with things. Faced with these problems of reciprocity and con­
tamination, Fine contends that the realist can offer no intelligible account 
of our supposed access to an independent and objective world.

As Musgrave notes, if there is a genuine difficulty for the realist here, 
it will be perfectly general, infecting both conunonsense realism (about 
the moon, say) and scientific realism (about electrons). So he sticks to 
commonsense realism: “Somebody says There is a full moon tonight,’ 
and I look up into the night sky and ascertain that the statement is true” 
(1217). This captures the realist notion that sentences express something 
true if they represent the world to be a certain way when the world is that 
way. Now when Musgrave claims that there is an independent and objec­
tive world about which our sentences can express truths or falsehoods, 
what he means is not that things in the world are causally insulated, but 
rather that the existence and nature of these things is not dependent upon 
any perceptual or other mental goings-on in us. The moon, like an elec­
tron, is not something we create by looking at it or thinking of it or speak­
ing about it; indeed, there is some it that we see, some object about which 
we speak and think. By Musgrave’s lights, the putative problem of reci­
procity is no problem at all. To say that the moon or electrons fail to be 
independent because we interact with them is to invoke a strange notion 
of independence that no realist would accept.

What of the problem of contamination? Fine’s suggestion is that when 
we interact with the moon, we gain information not about an objec­
tive moon out there in the external world, as it is in itself, but about an 
interacted-with-moon. Now if this is to show that the interacted-with-moon 
is not objective, not out there in the external world, then presumably the 
interacted-with-moon is in some sense subjective and inside our heads.



But what sense can be offered and defended here? Musgrave doubts that Fine wants to return to the dusty old view that we do not see external objects (such as moons) but instead merely have commerce with (moon- ish) sense data.” The nonrealist NOAer might urge instead that the interacted-with-moon, the moon-as-seen-by-us, fails to be objective in this sense: insofar as my judging that the moon is full requires, and so de­pends upon, an application of some moon-concept I happen to possess, this judgment and its truth does not concern any purely external-world moon as it is in itself but rather some world partly of my making, a world- as-conceptualized-by-me.Some philosophers unsympathetic with realism will speak in this way. Musgrave makes two points about the philosophical view such talk rep­resents.34 First, this sort of conceptual idealism leads quickly to conceptual relativism. Since concepts vary (from person to person and from culture to culture) and change (from olden days to current enlightened days), there is no single world-as-conceived-by-. . . . Conceived by whom? When? We have, apparently, a plethora of such worlds, all different. Now this point of Musgrave’s is riot yet an objection: nothing he says indicates what is wrong with relativism, and some nonrealists will find it congenial. But Musgrave offers a second point that is intended to be more damaging—a point concerning not the plethora of such conceived worlds, or the many instances of the moon-as-conceived-by- . . . , but instead the relation of the moon-as-conceived-by-us, say, to the moon-in-itself. What exactly is the relation between them? Are they numerically identical, one and the same moon? If so, there is no point in speaking of a distinction between the moon-as-conceived-by-us and the moon-in-itself: let us simply speak of the moon and be done with it. But if the moon-as-conceived-by-us is not the same thing as the moon-in-itself, then there is some property the one has that the other lacks, by virtue of which they are distinct. And yet to know this is to know something about the moon-in-itself. But this, ac­cording to the contamination problem, is impossible, all knowledge being confined to the moon-as-conceived-by-us.55What is the upshot of all this, according to Musgrave? Clearly, the various (and sometimes tedious) routes we have been pursuing most re­cently in following out Fine’s rejection of the realist metaphysic represent something well beyond a natural ontological attitude or a philosophically minimalist one. The accounts of reciprocity and contaminated informa­tion, the conceptual idealism, the relativism—all of these are prime ex­amples of philosophical theorizing, precisely the sort of thing Fine had enjoined us not to add to the homely core position that is NOA. It rather looks as if Fine rejects the realist’s metaphysic only by abandoning the minimal core, by inflating NOA beyond its proper boundaries. By return­ing to the natural core—judging the claims of science (like those of com­mon sense) to be true, applying the Tarskian semantics, and taking these claims at face value—one has accepted the realist metaphysic.
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M u s g r a v e  a d d s  o n e  f in a l  n o t e ,  r e t u r n i n g  11s to t h e  e x t r e m e  p h i l o s o p h ­
i c a l  m i n i m a l i s t  c o n s t r u a l  o f  N O A  ( b r o a c h e d  in  o u r  e a r l i e r  d i s c u s s io n  o f  
r e a l i s t  s lo g a n s ) .  T h i s  p h i l o s o p h i c a l  m i n i m a l i s m  is a n  o p t io n  th e  N O A e r  
m i g h t  t a k e .  T h e  t h o r o u g h l y  u n p h i l o s o p h i c a l  n a t u r a l  o n t o lo g i c a l  a t t i t u d e  
w o u ld  h a v e  o n e  a c c e p t  p a r t s  o f  s c i e n c e  a s  t r u e ,  w i t h o u t  t h i s  i m p l y i n g  

a n y t h in g  a t  a l l  a b o u t  t h e  r e a l i s t ’s c l a i m s  o f  t h e  o b j e c t iv i t y  a n d  i n d e p e n ­
d e n c e  o f  e l e c t r o n s  o r  t h e  m o o n .  B y  l e a v i n g  it a n  o p e n  q u e s t i o n  w h e t h e r  
t h e  a c c e p t e d  s t a t e m e n t s  a re  to b e  t a k e n  a t  f a c e  v a l u e  o r  no t ,  it is le f t  o p e n  
h o w  t h e s e  s t a t e m e n t s  a r e  to  b e  in t e r p r e t e d  a n d  w h a t  o n e  is o n t o lo g i c a l l y  
c o m m i t t e d  to w h e n  o n e  a c c e p t s  t h e m .  T h i s  v e r s io n  o f  N O A — F in e ' s ,  
p e r h a p s — is n o t  a  p h i l o s o p h i c a l  v i e w  a t  a l l .  M o r e o v e r ,  s i n c e  N O A  e n jo in s  
u s  to t r e a t  t h e  c l a i m s  o f  s c i e n c e  a n d  th e  c l a i m s  o f  e v e r y d a y  l i fe  o n  a p ar ,  
p r e t t y  m u c h  a l l  s e n t e n c e s  w h a t s o e v e r  ( o r d in a r y ,  s c i e n t i f i c ,  p h i l o s o p h i c a l )  

w i l l  b e  “ o p e n ” in  th e  s e n s e  ju s t  d e s c r ib e d .  M u s g r a v e  c o n c l u d e s  t h a t  i f  
N O A  is to h a v e  a n y  c o n t e n t  a t  a l l ,  it m u s t  a t  l e a s t  g iv e  th e  h o m e l y ,  ru n -  
o f - th e -m i l l  c l a i m s  a r e a l i s t ,  f a c e - v a lu e  h e a r in g .  A n d  t h e n ,  o f  c o u r s e ,  g iv e n  
N O A ’s i n s i s t e n c e  t h a t  t h e  c l a i m s  o f  s c i e n c e  a re  o n  a  p a r  w i t h  t h e  run -o f-  
t h e - m i l l  c l a i m s ,  N O A  e m e r g e s  o n c e  m o r e  as “ f in e  for r e a l i s m . ”

9.12 I Summary

A r e  s c i e n t i f i c  t h e o r i e s  l i t e r a l l y  t r u e ,  a n d  d o  t h e  e n t i t i e s  a p p a r e n t l y  p o s tu ­

l a t e d  b y  t h e m  in  f a c t  ex i s t ?  L o g i c a l  e m p i r i c i s t s  a p p r o a c h e d  s u c h  q u e s t io n s  
b y  d i s t i n g u i s h in g  o b s e r v a t io n a l  t e r m s  a n d  o b s e r v a b le s ,  o n  t h e  o n e  h a n d ,  
f ro m  t h e o r e t i c a l  t e r m s  a n d  u n o b s e r v a b l e s  o n  t h e  o th e r .  A b o u t  th e  o b s e r ­
v a t io n a l  t e r m s  a n d  o b s e r v a b l e s  o f  a c c e p t e d  s c i e n t i f i c  t h e o r i e s ,  t h e  l o g i c a l  
e m p i r i c i s t s  e s p o u s e d  a  fo r m  o f  r e a l i s m :  c l a i m s  i n v o l v in g  o n l y  o b s e r v a t io n a l  
t e r m s  w e r e  j u d g e d  to  b e  t r u e  a n d  g e n u i n e l y  r e f e r e n t i a l ,  a n d  o b s e r v a b le s  
w e r e  s a id  to  ex ist .  B u t  t h e y  w e r e  a n t i r e a l i s t s  a b o u t  t h e o r e t i c a l  t e r m s  a n d  
u n o b s e r v a b l e s .  M o s t  l o g i c a l  e m p i r i c i s t s  w e r e  c o m m i t t e d  to t h e  m e a n i n g ­
f u ln e s s  o f  t h e o r e t i c a l  t e r m s  a n d  t h e  t ru th  o f  t h e  t h e o r e t i c a l  c l a i m s  in  w h i c h  
t h e y  f i g u r e  w i t h o u t  a l so  a c c e p t i n g  th a t  t h e o r e t i c a l  t e r m s  r e f e r  o r  t h a t  u n o b ­

s e r v a b le s  ex ist .
G r o v e r  M a x w e l l  a r g u e s  t h a t  t h e  a n t i r e a l i s m  o f  t r a d i t i o n a l  e m p i r i c i s m  

c a n n o t  b e  s u s t a in e d .  C o n f r o n t e d  w i th  s c i e n t i f i c  a d v a n c e s  in  w h i c h  o b je c t s  
p r e v io u s l y  j u d g e d  u n o b s e r v a b l e  c o m e  to b e  s e e n  w i th  th e  h e l p  o f  s c i e n t i f i c  
i n s t r u m e n t s  ( s u c h  as m i c r o s c o p e s ) ,  s o m e  e m p i r i c i s t s  h a d  c l a i m e d  tha t  
s t r i c t l y  s p e a k in g  w c  s e e ,  n o t  t h e  o b je c t s ,  b u t  o n l y  i m a g e s  in  o u r  in s t r u ­
m e n t s .  M a x w e l l  a r g u e s  t h a t  s u c h  a v i e w  e n t a i l s  t h a t  s t r i c t l y  s p e a k in g  w e  
d o  n o t  s e e  o r d in a r y  o b j e c t s  t h r o u g h  b in o c u l a r s  o r  e y e g l a s s e s  o r  e v e n  
t h r o u g h  w in d o w p a n e s .  S i n c e  w e  a r e  r e a l i s t s  a b o u t  o b s e r v a b le s  a n d  s i n c e  
t h e r e  is n o  n o n a r b i t r a r y  l i n e  to b e  d r a w n  b e t w e e n  t h e  o b s e r v a b l e  a n d  th e  
u n o b s e r v a b l e ,  w e  h a v e  n o  g r o u n d s  for b e i n g  a n t i r e a l i s t s  a b o u t  u n o b s e r v -
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ables. Other empiricists restricted their antirealism to what is entailed by 
accepted theories to be in pr incip le  unobservable. Maxwell argues that 
there are no conceptual or a priori limits on what is observable: any object 
is a candidate for being observable in principle: imagine having electron- 
microscopic eyes or X-ray vision. Finally, some empiricists insisted that all 
claims about physical objects be translatable into claims about immedi­
ately perceivable sense data. While this view finds few contemporary ad­
herents, it draws our attention to what is widely accepted—that there must 
be some fundamental observational base on which confirmation in 
empirical science ultimately rests. Maxwell argues that the question of 
what things count as observable (and hence qualify as members of 
the observational base) is ultimately a theoretical question and that the 
observational-theoretical distinction will be drawn on the basis of our cur­
rent state of theoretical knowledge, our physiology, and the instruments 
we happen to have available to us. But this shows that the distinction has 
no ontological significance whatsoever.

To show that the logical empiricists failed to make their antirealist 
case is not yet to show that scientific realism is true: other forms of anti­
realism may be waiting in the wings. Bas van Fraassen defends a kind of 
antirealism that is at odds both with logical empiricism and with scientific 
realism. As van Fraassen understands scientific realism, it is the view that 
science aims to give us literally true theories about the world and that to 
accept a theory is to accept it as true. Antirealists deny this. Rather than 
offering a theory as true, the scientist can claim for the theory some other 
virtue instead, remaining agnostic about its truth. The virtue that van 
Fraassen claims a proper empiricist will require in accepting a scientific 
theory is empirical adequacy: a theory is empirically adequate if it “saves 
the phenomena”—if what it says about observable objects and events is 
true. According to van Fraassen’s constructive empiricism, then, the aim 
of science is to offer theories that are empirically adequate, and when we 
accept a theory, we accept it, not as true, but as empirically adequate.

How well can the constructive empiricist defend this distinctive breed 
of antirealism against the realist arguments of Maxwell and others? Van 
Fraassen’s notion of empirical adequacy entails that the observable- 
unobservable distinction can be made in an intelligible and defensible 
way. Maxwell argued that the distinction cannot be made out, since there 
is no nonarbitrary line to be drawn along the continuum from observable 
objects (seen through the air or through a window) to unobservable objects 
(detectable only with the aid of instruments). Van Fraassen argues that 
this last claim entails only that observable is a vague predicate and that we 
can still use it safely in clear cases where it applies or does not apply. Van 
Fraassen regards detecting particles in a cloud chamber as a clear case 
where observable does not apply: we observe the vapor trails such particles 
leave behind, but we do not observe the particles themselves. Van Fraassen 
also denies Maxwell’s claim that the phrase in pr incip le unobservable  fails
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to mark off any class of objects whatsoever. Just as we do not judge that 
the Empire State Building is portable (claiming that there are no concep­
tual or a priori constraints against the possibility of a giant moving it), so 
we judge what is unobservable in science on the basis of the natural lim­
itations of humans: given these limitations, some objects are unobservable.

Van Fraassen rejects a number of other realist arguments. For ex­
ample, realists often claim that we are justified in believing in the exis­
tence of unobservable objects by an inference to the best explanation: 
given some class of observable phenomena, our best explanation for what 
we observe requires us to believe in (posit the existence of) unobservable 
entities. Van Fraassen agrees that explanation is a legitimate criterion to 
use in arguing for what should be believed, but he denies that this pattern 
of inference commits us to realism. Since the claim that we follow such 
an inferential rule is an empirical one, it can be confronted with a rival 
hypothesis—van Fraassen’s alternative hypothesis is that we are willing to 
accept that the theory which best explains the evidence is (not true, but) 
empirically adequate. Van Fraassen also rejects a number of other argu­
ments for realism (from Smart, Sellars, Putnam, and others) intended to 
show that only a realist construal of theories and unobservables can explain 
the empirical success of our scientific theories. Perhaps the most influ­
ential of such arguments is the so-called Ultimate Argument: if we do not 
believe that our theories are true and that many of their terms really do 
refer to unobservable entities, then we can only reckon the success of our 
theories a miracle. To this “scientific” defense of realism (a defense that 
takes seriously the notion that even our philosophical theories must meet 
the demands of adequate explanation), van Fraassen replies with an alter­
native Darwinian explanation for the success of science. Just as many 
species of organisms have struggled for survival, so have many past theo­
ries; and just as organisms that failed to adapt to their environment no 
longer exist, so theories that are not empirically adequate no longer exist. 
There is no miracle in either case. Present-day theories are largely suc­
cessful because scientists select for empirical adequacy.

Alan Musgrave has offered several criticisms of van Fraassen’s con­
structive empiricism. In going beyond the observable to affirm the exis­
tence of unobservable entities, realism seems to be more susceptible than 
antirealism to skeptical arguments. Musgrave argues that the realist takes 
no greater risk of being proved wrong on empirical grounds than does the 
antirealist, given that empirical adequacy requires a theory to save all ob­
servable (not simply observed) phenomena. And while van Fraassen be­
lieves that the epistemically responsible course to take is mere acceptance 
of a theory, not belief in its truth, Musgrave claims that, since the risk 
associated with either option is the same, one should opt for the course 
offering the chance of the greatest gains. However the details of this issue 
might be viewed, the observable-unobservable distinction lies at the heart 
of the debate. Van Fraassen believes that even if the term observable is
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vague, there are clear cases where it does not apply (to particles in the 
cloud chamber, for example) and, moreover, that the natural limitations 
of humans make relatively clear what it means to say that something is in 
principle unobservable. Musgrave notes that such limitations vary from 
person to person and are a function of our evolutionary history. So he 
doubts that the distinction can have the philosophical significance the 
antirealist ascribes to it. Van Fraassen claims that the distinction need only 
serve the epistemological role of specifying the extent of one’s beliefs: 
believe to be true only what a theory says about what can be observed. 
Musgrave thinks that this requirement is still too strong. Given any plau­
sible account of evidential support, it is at least possible that there will be 
better evidence for some claim involving unobservables than for a claim 
restricted solely to observables. Moreover, he finds it unreasonable to sup­
pose that a scientist can agree that we detect (not observe) a particle in 
the cloud chamber while yet not believing that the particle actually exists. 
Finally, Musgrave argues that van Fraassen’s Darwinian response to the 
Ultimate Argument fails. Just as the scientist can ask not only why a par­
ticular mouse runs from the cat but also why mice in general have cat- 
fleeing behavior, so also in the ease of the success of science, one can ask 
not only why some particular theory is successful, but also why existing 
theories in general are successful. Van Fraassen has answered the second 
question: existing theories are successful because unsuccessful theories do 
not survive. But this does not answer the first question about why any 
particular theory is successful, and Musgrave believes that the antirealist 
has no answer to this question. In the end, the constructive empiricist 
seems forced to say that the success of any particular theory about the 
world is a miracle.

The Ultimate Argument is a popular defense of realism—an 
inference-to-the-best-explanation argument applied to science itself. Ac­
cording to such abductive arguments, the success of science is inexplicable 
unless its theories have the virtues typically attributed to them by realists. 
Chief among these virtues are the approximate truth of scientific theories 
and the genuine reference of their theoretical terms. Larry Laudan argues 
that the connection between these virtues and the success of science is 
much weaker than realists suppose. With regard to reference, realists typ­
ically claim that reference explains success while success warrants a pre­
sumption of genuine reference. Laudan argues, first, that the history of 
science supplies numerous cases of unsuccessful theories about objects we 
believe to exist: reference is no guarantee of success. Likewise, Laudan 
argues that many historical theories have been successful without being 
genuinely referential: the success of a theory creates no presumption of 
genuine reference. With regard to truth, realists typically claim that the­
ories, if strictly speaking false, are nevertheless close to the truth. Laudan 
argues that realists have not clarified the notion of approximate truth, or 
verisimilitude, sufficiently for us to evaluate the thesis that approximate
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truth entails explanatory success. Does the success of our theories warrant 
belief that they are true or approximately true? Laudan thinks that realists 
would not want to claim that a theory was approximately true if its theo­
retical terms failed to refer. This, together with historical cases of success­
ful but nonreferring theories, shows once again that the connection 
between success and truth is not as close as the realists have assumed. 
Finally, one might question the fundamental logic of traditional success- 
of-science arguments. Antirealists have long denied that, on the basis of 
its yielding true consequences, some theory could reasonably be judged 
true, for such an inference would commit the fallacy of affirming the 
consequent. Laudan notes that, while success-of-science arguments are not 
about any theory in particular but about the truth of realism itself, nev­
ertheless they are of the same form: realism can reasonably be judged true 
because it yields true consequences (science is successful). And such ar­
guments simply beg the question against the antirealist, who, having re­
jected the application of this form of argument to particular scientific 
theories, cannot be expected to accept its application to science as a whole.

Traditional attempts to defend realism lean heavily on the notions of 
verisimilitude (approximate truth) and success. James Robert Brown ex­
plores realist and antirealist arguments in the light of more precise char­
acterizations of these central notions. He observes that successful scientific 
theories have three main features: they explain and unify a wide variety 
of known phenomena (empirical adequacy); later theories are more ade­
quate than earlier ones (increasing adequacy); and they make novel pre­
dictions that turn out to be true more often than mere guessing or 
coincidence would allow (novel predictions). Brown argues that van Fraas- 
sen’s Darwinian explanation of the success of science fails to explain the 
third feature of successful theories: novel predictions. Moreover, since the 
relevant criteria of rational theory choice are not, as van Fraassen supposes, 
exhausted by purely empirical considerations, it is unclear how his account 
can capture adequately the first two aspects of success.

Following Laudan, Brown also rejects the realist’s claim that genuine 
reference by theoretical terms explains why our theories are predictivcly 
successful. What about truthlikeness? Here Brown offers a much more 
detailed account of truthlikeness than is usually given, drawing on an 
analysis of verisimilitude by William Newton-Smith. On this account, one 
theory has greater verisimilitude than another if and only if it says more 
about the world (has greater content) and more of what it says about the 
world is true (has more true content). This analysis of truthlikeness would 
provide the crucial connection, needed by realists, between verisimilitude 
and likelihood of observational success. But Brown argues that the analysis 
ultimately fails. For not only does it not explain why present theories get 
so much right; it also does not account for a number of cases where one 
theory has greater verisimilitude than another even though its content is 
smaller.



Can wc explain the success of science? Brown argues that a rejection 
of abductive, success-of-science arguments for realism cannot be based on 
a rejection of inductive argument generally: even the antirealist will accept 
ampliative inferences of many sorts. But the antirealist’s Darwinian answer 
appears to fail, and the realist has yet to make good on the notion of 
approximate truth and its relation (along with reference) to success. Brown 
suggests that the difficulty lies in our having the wrong picture of expla­
nation. He thinks that explanations need not be arguments (contrary to 
what Hempel and others have insisted) and that they need not specify 
sufficient conditions for what they explain (contrary to Hempel’s D-N 
model). Brown gives narrative explanations and explanations based on re­
lations of statistical relevance as examples that meet neither of these two 
conditions yet still, allegedly, explain. Thus, he argues, we can allow that 
truth does explain success (in some weak sense of explanation), without 
having to claim either that we know our theories to be true or that their 
truth guarantees their success.

According to Brown's relatively weak connection between realism and 
the success of science, realism may explain success, but we can no longer 
expect success to justify our belief in realism. What sort of considerations 
might one then bring to an argument for realism? Ian Hacking proposes 
that we divorce our commitment to the existence of unobservables from 
our belief that scientific theories are true. According to his experimental 
realism, our warrant for believing that electrons exist consists in our ability 
to manipulate them and to use them to intervene elsewhere in nature. 
This ability is based on our knowledge of their causal properties and entails 
no commitment to believing that our theories are true. Hacking adopts 
Putnam’s view of meaning, according to which our theoretical terms can 
retain the same unobservable objects as referents during periods of sci­
entific progress, even if the theoretical stereotype associated with these 
terms changes. In addition, Hacking emphasizes that we form beliefs about 
the existence and nature of objects on the basis of our causal interactions 
with them. But causal interaction and its role in belief formation is a 
general fact about observables and unobservables alike; so what grounds 
our beliefs about unobservables is no different in kind from what grounds 
our beliefs about observables. Thus, causal interaction, based on our 
knowledge of the causal properties of unobservables, is a crucial element 
in Hacking’s experimental realism. Scientific experimentation grounds re­
alism about unobservables because it involves causal interaction with 
them.

Hacking illustrates his view by describing in some detail the 
PEGGY II experiment—the design, construction, and use of a polarizing 
electron gun to observe parity violations in the scattering of polarized elec­
trons. The PEGGY II example is meant to show that neither theory nor 
explanation is central to the practice of intervening. So the point is not to 
argue for realism by appealing to the explanatory success of theories that
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posit unobservables. The defense of realism about unobservables rests on 
our ability to use and manipulate them.

While the attention Hacking has drawn to experimentation is impor­
tant, David Resnik argues that his attempt to divorce realism about entities 
from realism about theories does not succeed. Moreover, Resnik objects, 
if Hacking’s experimental realism is to succeed, it must inevitably rely on 
the same form of reasoning as the traditional success-of-science arguments 
for scientific realism. Given that causal judgments figure centrally in the 
notion of experimental intervention with unobservables, how are we to 
justify causal claims? Since Hacking denies realism about laws and theo­
ries, he cannot use causal laws (supported by inductive evidence) to justify 
his realist beliefs about the causal powers of objects. Since Hacking cannot 
use inductive inferences to justify causal claims about unobservables, he 
is left with only abductive arguments to play the justificatory role. While 
traditional realists focus on the theoretical successes of prediction and 
explanation, Hacking focuses on experimental success—on our ability to 
construct apparatus and instruments to create, measure, and control new 
phenomena. Hacking is thus in the position of claiming, with the tradi­
tional realist, that unless we believe in unobservables, we should judge it 
a coincidence or a miracle that our experiments work as they do.

Moreover, Resnik argues that wedding realism about entities to anti­
realism about theories, while coherent, is unreasonable. At best, it allows 
the experimental realist to account for the beliefs we have, without sup­
plying any justification for them. This is because, given Hacking’s deploy­
ment of Putnam’s account of reference, our belief in the existence of 
electrons, say, can be justified only if we know that electrons arc a natural 
kind. And according to Resnik, this requires an appeal to theory. In other 
words, electrons can be judged to play the roles they do in experimentation 
only if we accept as approximately true theories that posit their existence. 
Thus, despite its initial promise, Hacking’s experimental realism does not 
appear to provide scientific realism with any new justifying arguments.

A fundamental sentiment motivating Hacking’s proposal is a general 
rejection of realism about theories. Here Arthur Fine concurs: even if the 
truth of scientific theories is the best explanation for their success, this 
cannot warrant belief in scientific realism. For since the realist and anti­
realist disagree over the epistemic value of abductive arguments, such ar­
guments for realism beg the question against the antirealist.

But Fine’s belief that no argument for realism is successful does not 
lead him to espouse any of the traditional forms of antirealism. Indeed, 
he thinks there is no need to endorse either realism or antirealism. Ac­
cording to Fine, to accept the confirmed results of science is to treat them 
just as we treat the evidence of our senses: we accept them as true, period. 
Surely the antirealist need not reject the results of science, nor give them 
some secondary ranking below the perceptual truths of everyday life. Both 
realist and antirealist alike must at least adopt this core position; what
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separates them is what they add to this core. Antirealists add some partic­
ular analysis of truth, or some empiricist treatment of certain concepts; 
realists add an emphatic “Really!” to the claims of science, expressing 
some more robust notion of truth as correspondence with the world. But 
Fine insists that an attractive third position between the realist and anti­
realist philosophies of science is the core position itself—a minimal, com- 
monsense, nonrealist attitude toward science, the natural ontological 
attitude (NOA).

According to Fine, to accept the results of science as true is simply 
to treat truth in the normal, referential way, without any further commit­
ment to the long-run progress of science as converging on the truth. Pro­
ponents of NOA can consistently believe in the entities referred to by their 
theories while also allowing that there is no referential stability across sci­
entific traditions or paradigms. Nor does NOA bring with it any inflated 
notions of truth or any resources for settling particular disagreements over 
the concept of truth. The commonsense minimalism of NOA brings to 
philosophy of science all that it needs. Science can be accepted just as 
the homely core position enjoins us to accept it, without any philosophical 
trappings, interpretations, or fancy pictures.

Musgrave doubts that on its own, NOA is any sort of nonrealism at 
all. In the first place, many antirealists deny that we should take the claims 
of science at face value and accept them as true. To accept the claims of 
science as being true in just the same homely sense that we judge our 
ordinary beliefs to be true is the position of the realist, not of the antirealist. 
In the second place, if there is no common, homely conception of truth 
about which realists and antirealists can agree, then it is unclear what 
NOA is recommending when it tells all of us—realists and antirealists 
alike—to accept the claims of science as true. Indeed, Musgrave suggests 
that insofar as Fine associates NOA with a standard referential semantics, 
he has already adopted a philosophical analysis of truth, and it is exactly 
the analysis that realists would accept.

What is it, then, that realism adds to the core position to distinguish 
it from NOA? The foot-stamping “Really” is nothing philosophically deep, 
and Musgrave urges that there is nothing more to a correspondence theory 
of truth than a broadly Tarskian referential semantics, which the core 
position endorses. Fine insists that realism brings with it metaphysical 
commitments that NOA does not. In particular, Fine characterizes realism 
as embracing the view that science is about an ob je c t i v e ,  independent 
external world. The d if f icu lty  with such a view, according to Fine, is that 
we  cannot explain how access to such a world is possible: perceptual in­
teraction with objects renders them no longer independent, and whatever 
information we get from interacting with them will be information about 
inleracted-with things, not objective things after all. Musgrave argues that 
Fine’s notion of independence is nothing the realist would recognize and 
that Fine’s worry about objectivity is in fact a concession to conceptual
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relativism. Whatever the value of Fine’s arguments against the metaphys­ical commitments of realism, they are clearly philosophical in nature. To this extent, Fine seems able to defend NOA against realism only by adding to the core position just what NOA requires 11s to omit—philosophical pictures, interpretations, and so on. In the end, Musgrave suggests that if NOA is not to emerge as philosophically empty, we must construe its commitment to the truth of scientific claims as one that is fully congenial to realism.

■ I Notes

1. Logical positivism was the official doctrine of the Vienna Circle or Wiener 
Kreis, a group of philosophers, mathematicians, and scientists led by Moritz 
Schlick at the University of Vienna in the 1920s and early 1930s. By the mid- 
1930s it had evolved into logical empiricism and spread to Britain and America 
as philosophers of science fled Nazi persecution in Europe. (Schlick was murdered 
by a deranged student in 1936.) Impressed by the success and rigor of the sciences, 
and unhappy with the verbose obscurity of most of European academic philoso­
phy, the logical positivists insisted that empirical claims are cognitively meaningful 
only if they can be conclusively verified by observation. Metaphysics, ethics, and 
theology were among the traditional branches of philosophy thus reckoned to be 
cognitively meaningless. By the mid-1930s, leading positivists such as Rudolf Car­
nap realized that the verifiability criterion of meaning was too strict, since it would 
rule out as meaningless, not only metaphysics and theology, but also most of 
science. (As Popper pointed out, no universal generalization, and hence no law 
of nature, could be conclusively verified.) Similarly, it was realized that many 
scientific concepts could not be given complete, operational définitions solely in 
terms of observables, as the positivists had hoped. Thus, the verifiability principle 
was abandoned and the transition to logical empiricism was begun. Instead of 
verifiability, the logical empiricists took confirmability as their criterion of cogni­
tive significance, and instead of trying to give complete operational definitions for 
theoretical concepts, they turned their attention to the analysis of the meaning of 
theoretical statements in terms of their observational consequences. Logical em­
piricism was a tremendously influential movement in the philosophy of science, 
although its popularity began to decline in the 1960s as it confronted a number 
of tough problems and objections.

Hempel’s covering law model of explanation and Nagel’s analysis of the logic 
of reduction are good examples of the logical empiricist approach to understanding 
science. For many years, logical empiricism was "the Received View” in philos­
ophy of science, and it continues to exert a considerable influence. For a com­
prehensive account of the rise and fall of logical empiricism, see Frederick Suppe, 
“The Search for Philosophical Understanding of Scientific Theories,” in The 
Structure of Scientific Theories, 2d ed., ed. F. Suppe (Urbana: University of Illinois 
Press, 1977), 1-241. It was Suppe who introduced the phrase "the Received View” 
to refer to logical positivism and logical empiricism.
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2. Various methods of effecting such an elimination have been proposed, includ­
ing Carnap's reduction sentences, Craigian transcription, and Ramsey sentences. 
For a critical discussion of some of these eliminative translation projects in logical 
empiricism, see Israel Scheffler, The Anatomy o f  Inquiry (New York: Knopf, 1963), 
pt. 2, and Carl G. Hempel, “The Theoretician’s Dilemma,” reprinted in Aspects 
o f  Scientific Explanation (New York: Free Press, 1965), 173-226.
3. Historically, traditional idealism is associated most strongly with George Ber­
keley’s view that physical objects are nothing more than collections of sensory 
ideas. Its phenomenalist cousin, which holds that all statements about physical 
objects are equivalent in meaning to claims about actual or possible sensory ex­
perience, was defended in our century by A. J. Ayer and others.
4. Consider an instrumentalist, for example, who accepts a theory T that includes 
the sentence "The temperature of a gas is directly proportional to the mean kinetic 
energy of the molecules composing it.” This instrumentalist might take the fol­
lowing position: “Theory T is meaningful and indeed true. But do not suppose 
that we should take its claims purporting to refer to unobservable molecules or its 
theoretical terms like kinetic energy literally, as referring to or asserting the exis­
tence of theoretical objects and properties. To say that the terms are meaningful 
and the claims are true is to say that they figure instrumentally, thus-and-so, in 
T’s generation of the following set of observational consequences. . .
5. The Scientific Image, 202-3. Van Fraassen devotes his entire third chapter to 
a fuller explication of empirical adequacy as the claim that all actual phenomena 
fit within a model of the theory. A model of a theory is any structure satisfying all 
the axioms of the theory.
6. Compare Maxwell’s argument (as we reconstructed it) with the following ar­
gument, which leans heavily on the claim that there is no nonarbitrary line to be 
drawn between short and tall people, since there is a continuous transition from 
persons who are 4' 1", 47" . . . , to those who are 5'3", 5'4", . . . 6'5", . . . :

1 There are short people.
2 No nonarbitrary line can be drawn between short and tall people.
3 Therefore, we are not warranted in claiming that there are tall people.

7. Aqua regia is a mixture of concentrated nitric acid and hydrochloric acid that 
can dissolve the “kingly” metals, platinum and gold.
8. Note carefully that we are assuming here that the reduction of quantum me­
chanics to a classical theory would have to involve the strict logical derivation of 
quantum mechanics from that theory. For a detailed discussion of other, perhaps 
more appropriate notions of intertheoretic reduction, see chapter 8.
9. Or at least according to Putnam of the 1970s. Putnam later came to espouse 
views less sympathetic with realism.
10. Jeff Foss, “On Accepting van Fraassen’s linage of Science,” Philosophy o f  
Science 51 (1984): 79-92. For a reply to Foss’s criticism of van Fraassen, see 
W. Bourgeois, “On Rejecting Foss’s Image of van Fraassen,” Philosophy o f  Science 
54 (1987): 303-8. Foss responds in his “On Saving the Phenomena and Mice: A
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Reply to Bourgeois Concerning van Fraassen's Image of Science,” Philosophy of 
Science 58 (1987): 278-87.
11. See John O’Leary-Hawthornc, “What Does van Fraassen’s Critique of Scien­
tific Realism Show?” The Monist 1 1  (1994): 128-45.
12. One might wonder what is “epistemological” about the five theses of CER 
given that truth, reference, and explanation are not usually regarded as epistemic 
concepts. CER would seem to be epistemological only in the weak sense that 
evidence is relevant to judging its truth.
13. Laudan claims that without an account of approximate truth, theses like (R1), 
(Tl), and (T2) are “just so much mumbo jumbo” (1126). But lacking a clear 
account of some claim does not entail that the claim is meaningless or unintel­
ligible. Many times in the past, scientists and philosophers have been unable to 
give an adequate account of claims that have later been vindicated as coherent 
(and sometimes true).
14. See Clyde L. Hardin and Alexander Rosenberg, “In Defense of Convergent 
Realism,” Philosophy o f Science 49 (1982): 604-15.
15. Mendel himself used the term factor to refer to the units of inheritance. The 
term gene was introduced later.
16. The following schema is what Laudan claims antirealists have long disliked 
about the reasoning of realists:

1 If T is true, then it will have true consequences.
2 T has true consequences.
3 Therefore, T is true.

This form of reasoning is clearly invalid, since the premises could be true and the 
conclusion false. As Laudan notes, even if the truth of a theory guarantees its 
having true consequences, the fact that T has true consequences cannot warrant 
the inference to T’s truth, since a false theory could also have true consequences, 
Having true consequences is necessary but not sufficient for T’s being true.
17. Ontological rather than epistemological (as Laudan had it), because the issues 
of truth and reference dividing realists from antirealists more closely concern what 
there is than how we know what there is. This is not to deny that realists and 
antirealists typically disagree about how epistemological considerations should con­
strain ontological judgments.
18. Newton-Smith develops his account in The Rationality o f Science (London: 
Routledge and Kegan Paul, 1981). See especially chapter 8.
19. In his book, Newton-Smith tries to analyze relative content further by com­
paring the number of sentences in f, that are decided by T2 with the number of 
sentences in t, that are decided by 1 See The Rationality o f Science, 200-203.
20. The Rationality of Science, 204. Newton-Smith adds the final clause about 
place selection because limits of infinite sequences are often quite sensitive to the 
order in which their terms are selected.
21. The Rationality of Science, 204.
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22. Strictly speaking, we cannot conclude from a failure to satisfy Newton-Smith’s 
definition of greater verisimilitude that the theories have the same verisimilitude, 
but it would seem a reasonable extension of his account in cases like this to 
conclude that two theories of equal content have the same verisimilitude when 
neither has greater verisimilitude than the other.
23. Or so most philosophers believe. See the readings by Popper and Salmon in 
chapter 4 for a discussion of whether science can dispense with induction.
24. Wc encountered such a view in chapter 7, where Nancy Cartwright, in “Do 
the Laws of Physics State the Facts?” claims that fundamental physical laws "do 
not provide true descriptions of reality” but that nevertheless she has “no quarrel 
with theoretical entities” (867).
25. Hempel denies that narratives explain. See his distinction between the story 
of evolution and the theory of its underlying mechanisms in “The Thesis of Struc­
tural Identity” in chapter 6. Also, as Brown notes, Salmon no longer regards 
statistical-relevance relations as sufficient for an adequate explanation. See Wesley
C. Salmon, Scientific Explanation and the Causal Structure of the World (Prince­
ton, N.J.: Princeton University Press, 1984).
26. Notice that Hacking’s account is broadly anti-Humean. According to Hume, 
the fundamental causal facts are observed regularities summarized in causal laws. 
Thus, to speak of causal relations is not to speak of connections between objects 
in the world, but merely to claim that some sequence of events instantiates a 
regularity. In denying commitment to the truth of the fundamental laws of science, 
while affirming the existence of causal connections among entities in the world, 
Hacking has rejected the Humean account. In this respect his view is similar to 
Nancy Cartwright’s. (The Humean account and Cartwright’s position are discussed 
in chapter 7.)
27. Putnam’s theory of meaning is discussed in the commentary on chapter 7, in 
the section “Mellor’s Defense of the Regularity' Theory.”
28. Ian Hacking, Representing and Intervening, 46, This book is an extended de­
fense of experimental realism.
29. See note 26 above.
30. See James T. Cushing, Quantum Mechanics: Historical Contingency and the 
Copenhagen Hegemony, for a fascinating argument that quantum mechanics 
would have developed quite differently had realist sentiments prevailed.
31 The broadlv Tarskian line, addressed in more detail in Musgrave’s article than 
in Fine’s, takes as its starting point the foundational Convention T according to 
which “snow is white” is true if and only if snow is white. For a good introduction 
to Tarski’s theory of truth, see D. J. O’Connor, The Correspondence Theory o f  Truth 
(London: Hutchinson and Co., 1975).
32. Arthur Fine, “Unnatural Attitudes: Realist and Instrumentalist Attachments to 
Science,” Mind 95 (1986): 149-79.
33. And even if Fine were happy with such a view, there is no obvious reason 
why a metaphysic of sense data should be thought inconsistent with a realist 
metaphysic of an objective external world or with correspondence relations holding 
between the world and linguistic items.
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34. Assuming that we take such talk seriously and literally. We might, instead, 
take such talk as a philosopher’s fanciful way of saying something more banal- 
construing, say, “The sun-as-conceived-by-Copernicus is at rest” and “The sun-as- 
conceived-by-Ptolerny is in motion” as (respectively) “Copernicus believed that 
the sun is at rest” and “Ptolemy believed that the sun is in motion.” See ‘The 
Theory-Ladenness of Observation Argument,” in the commentary on chapter 2.
35. One might object to this second point of Musgrave's, on the grounds that it 
presupposes something the nonrealist need not accept, namely, that that there 
is a moon-in-itself, in addition to the moon-as-conceived-by-us. Thorough-going 
relativists will find it natural to claim that there is no moon-in-itself. If there is no 
moon-in-itself, then Musgrave’s question about its relation to the moon-as- 
conceived-by-us cannot even arise. Perhaps Musgrave would reply that if this route 
were taken, there could be no claim of contamination at all. It was, after all, Fine’s 
original point that the information we retrieve from interaction with the moon is 
contaminated—information now about an interacted-with thing, not the thing-in- 
ltself. And this requires the distinction that the nonrealist’s objection disallows.
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A b d u c t i o n  (a b d u c t i v e  i n f e r e n c e ) The term abduction was coined by 
C S. Peirce to describe the inference from a puzzling phenomenon to a theory 
that, if true, would explain it. N. R. Hanson regarded abduction as a significant 
kind of logic of discovery that is neither deductive nor inductive in character. 
Some philosophers treat abduction as distinct from inference to the best expla­
nation: abduction concerns a single theorv and reasons for taking it seriously as 
an interesting candidate for further exploration; inference to the best explanation 
involves a comparison among several theories and reasons for believing that one 
of them is true or probable. Others (the majority) use the terms abductive inference 
and inference to the best explanation interchangeably. (See inference to the best 
explanation.)

A m b i g u i t y  of  f a l s i f i c a t i o n  The doctrine, associated with Pierre Duhem, 
that testable predictions can be drawn from a scientific theory only with the help 
of auxiliary hypotheses, theories, and assumptions. Thus, when a prediction turns 
out to be false, the theory might still be true, since the fault could lie with one 
or more of the auxiliaries. Some philosophers have espoused the much stronger 
thesis that no experiment or observation can falsify any theory under any circum­
stances. (See underdetermination thesis, holism.)

Analytic  s t a t e m e n t s  Modern philosophers define an analytic statement as 
one that has its truth (or falsity) completely determined by the meanings of the 
words and symbols used to express it. (Earlier definitions of analyticity by Imman­
uel Kant and Gottlob Frege are discussed in the commentary on chapter 3.) All 
tautologies (logical truths) are analytic. So, too, are statements such as “all squares 
have four sides" and “all mammals suckle their young.” Some philosophers, no­
tably W. V. Quine, have denied that there are any analytic statements (even in 
logic and mathematics) and have attacked the traditional distinction between state­
ments that are analytic and those that are synthetic. The issue is important because 
analytic statements (if there are any) would be a priori and thus immune from 
refutation. (See synthetic statements.)

An t i r e a l i s m  A diverse group of doctrines whose common element is their 
rejection of realism. In the philosophy of science, antirealism includes instrumen­
talism, conventionalism, logical positivism, logical empiricism, and Bas van Fraas- 
sen’s constructive empiricism. Some antirealists (such as instrumentalists) deny 
that scientific theories that postulate unobservables should be interpreted realisti­
cally. Others (such as van Fraassen) concede that such theories should be inter­
preted realistically, but they deny that we should ever accept as true any theoretical 
claims about unobservables. (See constructive empiricism, conventionalism, instru­
mentalism.)

A p o s t e r i o r i  An epistemological concept. An a posteriori (or empirical) state­
ment is one that can be known to be true (or false) only through experience: either 
one’s own or someone else’s. Apart from the mathematics and logic they contain, 
the empirical sciences consist of a posteriori statements, knowledge of which can 
be obtained only through observation and experiment.
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A p r i or i  An epistemological concept; the opposite of a posteriori. An a priori 
statement can be known to be true (or false) independently of experience (al­
though some experience may be necessary to understand what the statement 
means). The least controversial examples of a priori statements are simple con­
ceptual and logical truths. Examples: everything is identical with itself; all contra­
dictions are false; all vixens are foxes.

Axi ol oc y  Axiology is concerned with values. Typical axiological questions are, 
What things are worth pursuing? What do judgments of value mean? How can 
judgments about values be justified? In philosophy of science, Larry Laudan and 
others use the phrase axiological level to refer to views about the aims and goals 
of science.

B ayesian  c o n f i r m a t i o n  t h e o ry  There are many different ways in which 
philosophers have applied Bayes’s theorem to confirmation theory. The starting 
place for all of them is Bayes’s theorem written in the form: P(H/E&B) = 
P(E/H&B) x P(H/B)IP(E/B), where E is the evidence for some hypothesis H, 
and B is a person’s background beliefs. Objective Bayesians inteqaret probabilities 
as relative frequencies; subjective Bayesians (the majority) interpret probabilities 
as degrees of belief. According to the subjective Bayesians, P(H/B), the prior prob­
ability of the hypothesis given one’s background beliefs, will vary from individual 
to individual. But after acquiring the evidence, E, all rational persons should 
change their degree of belief in H from P(H/B) to P(H/E&B) (See likelihood, 
posterior probability, prior probability, problem o f  old evidence.)

B a y e s ’ s t h e o r e m  In its simplest form, Bayes’s theorem (also called Bayes's 
rule, law, or equation) asserts that P(H/E) = P(E/H) x P(H)/P(E). Although ver­
sions of Bayes’s theorem were derived by the Reverend Thomas Bayes, it was first 
used systematically by Laplace to calculate P(H!E), the conditional probability of 
a hypothesis, H, given evidence, E. In the twentieth century, a school of Bayesian 
statistics and confirmation theory has developed in which Bayes’s theorem plays a 
central role. See Bayesian confinnation theory, posterior probability, prior prob­
ability.)

B ridge  law Ernest Nagel and others regard the logical derivability of one 
theory, T, from another, T1, as a necessary condition for the reduction of T to T'. 
When the reduced theory, T, contains terms that are absent from the reducing 
theory, T , bridge laws connecting these terms with the vocabulary of T' must be 
added to T' before T can be deduced from (the augmented version of) T1. The 
status of bridge laws is controversial. Nagel regards them as empirical hypotheses. 
A typical example of a bridge law is the statement connecting the temperature of 
a gas with the mean kinetic energy of the translational motion of its molecules, 
used to reduce the ideal gas law to the kinetic theory of gases. Bridge laws are 
sometimes called bridge principles, correspondence rules, or coordinative defi­
nitions.

C ondition  of  meaning  i nvari ance  A necessary'condition for intertheo- 
retic reduction according to Ernest Nagel and others. When one theory reduces 
another, it must leave all the terms of the reduced theory unchanged in meaning. 
The condition of meaning invariance follows directly from the requirement that 
the reduced theory be logically derivable from the reducing theory.
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C o n s i s t e n c y  c o n di ti o n  A necessary condition for intertheoretic reduction 
according to Ernest Nage] and others. The reducing theory must be logically 
consistent with the reduced theory. Like the condition of meaning invariance, the 
consistency condition is a consequence of the requirement that the reduced theory 
be logically derivable from the reducing theory. The consistency condition has 
been much criticized by Paul Feyerabend on the grounds that it dogmatically 
protects old, well-established theories from refutation by new theories that contra­
dict them.

C onstructive  e m p ir ic is m  Constructive empiricism is Bas van Fraassen’s 
term for his antirealist philosophy of science. Like logical empiricism, constructive 
empiricism draws a line between the theoretical and the observable. In van Fraas­
sen’s case, observable things and processes are those that can be seen by unaided 
human vision. Unlike the logical empiricists, van Fraassen is a realist about the­
ories that talk about unobservables. But, van Frassen insists, however successful 
these theories are in predicting and explaining phenomena, we should never ac­
cept them as true but merely as empirically adequate. (See antirealism, empirical 
adequacy, logical empiricism, observable.)

C ontext of  d i s c o v e r y  The context of discovery includes anything that is
psychologically relevant to the discovery of a theory, hypothesis, theorem, argu­
ment, or piece of evidence. (See context o f  justification.)

C ontext  of  j u s t i f i c a t i o n  The context of justification includes anything 
that is logically relevant (either deductively or inductively) to the epistemic justi­
fication of a theory, hypothesis, theorem, assertion about an argument, or eviden­
tial claim. The contexts of discovery and justification are not exclusive: the factors 
involved in the discovery of a result might play a role in justifying it, and criteria 
of justification often guide the search for new theories. (See context o f  discovery.)

C o n t e x t u a l i st  anal ysi s  of  e v i d e nc e  The contextualist analysis o f  ev­
idence is Helen Longino's term for the thesis, defended bv T. S. Kuhn and others, 
that our judgments of evidential relevance and strength of evidential support for 
hypotheses depend on our background beliefs and assumptions. For example, what 
an individual scientist takes to be evidence for a hypothesis depends on the context 
of that scientist’s beliefs. Unlike the standard view of evidence adopted by philos­
ophers of science, on the contextualist analysis, evidence is not a set of statements 
but the objects, events, or states of affairs that observation statements purport to 
describe. (See evidence.)

C ont i ngency  ( c o n ti n g en t  p r o p o s i t i o n ) A metaphysical concept. 
Contingent propositions are true in some possible worlds but not in others. True 
contingent propositions are true in the actual world but false in at least one other 
possible world. False contingent propositions are false in the actual world but true 
in at least one other possible world. Examples: sea water contains traces of gold; 
carnivorous dinosaurs prowled the streets of New York in the nineteenth century. 
If a proposition is not contingent, then it is necessary'. (See necessity, possible 
world.)

C o nv e n ti on al i s m  A decision is conventional if it involves choosing from 
among alternatives that are equally legitimate when judged by objective criteria 
(such as consistency with observation and evidence); thus, either the decision is
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entirely arbitrary or it rests on an appeal to factors often presumed to be subjective, 
such as simplicity, economy, and convenience. Radical conventionalists argue that 
scientific theories are really definitions (or rules of inference, pictures, conceptual 
schemes, paradigms) and hence neither true nor false; moderate conventionalists 
disagree, insisting that once the conventional elements in theories have been iso­
lated, the remaining parts are objectively true or false. Typically, conventionalists 
appeal to the underdetermination of theories by evidence to bolster their doctrine. 
Many philosophers of science have been conventionalists in one respect or an­
other. They include Henri Poincaré (on high-level scientific laws as definitions), 
Pierre Duhem (on the ambiguity of falsification of theories in physics), W. V. 
Quine (on the decision to retain or abandon any sentence whatever), Hans 
Reichenbach (on the choice of a geometry to describe physical space), Karl Popper 
(on the decision to accept basic statements), and T. S. Kuhn (on the decision to 
switch paradigms). (See underdetermination thesis.)
C o r r e s p o n d e n c e  r u l e s  According to logical empiricists (such as R It. 
Braithwaite, Hans Reichenbach, Rudolf Carnap, Carl Hempel, and Ernest Nagel), 
correspondence rules give a partial interpretation of the theoretical terms of a 
theory by linking them with observation terms. Thus, the correspondence rules of 
a theory are mixed sentences that must contain (nonvacuously) at least one the­
oretical term and at least one observation term. (See logical empiricism.)
C o r r o b o r a t i on  Corroboration is a term introduced by Karl Popper to char­
acterize the status of theories that have survived severe tests. Since Popper denies 
that there is any such thing as inductive confirmation, he says that theories that 
have survived attempts to refute them are trustworthy, not because they have been 
confirmed or made probable by evidence, but because they have been corrobo­
rated. Some critics have charged that either corroboration is confirmation in all 
but name or, if corroboration refers solely to the past success of the theory, then 
it can give us no rational justification for trusting that theory' in the future.
C o u n t e r f a c t u a l  Philosophers of science are particularly interested in coun- 
terfactual conditionals, expressed in the subjunctive mood. For example; if my leg 
were made of gold, it would weigh at least two hundred pounds; if one were to 
slam together two pieces of uranium-235 the size of elephants, then there would 
be a nuclear explosion. One key difference between laws of nature and merely 
true but non-lawlike universal generalizations is that laws do, and nonlawlike gen­
eralizations do not, support inferences to true counterfactual conditionals. Thus, 
even if it were true that all dogs born at sea are cocker spaniels, it would not 
follow from this that if a golden retriever were to have pups at sea, they would be 
cocker spaniels.
C overing  l aw  m o d e l  of  exp l anati on  The covering law model is a 
family of models of explanation, proposed by Carl Hempel and others, in all of 
which a necessary condition for a scientific explanation is that its premises contain 
(nonvacuously) at least one law of nature. The main examples of the covering law 
model are Hempel’s deduction-nomological (D-N) and inductive-statistical (I-S) 
models of explanation. (See deductive-nomological explanation, inductive-statistical 
explanation.)
C r u c i a l  e x p e r i m e n t  A crucial experiment is an experiment that would 
conclusively falsify one of two competing theories or hypotheses, thereby estab­
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lishing its rival as well confirmed or true. Pierre Duhern argued that no experiment 
in physics could be crucial in this sense. (See ambiguity o f  falsification.)

D e d u c t i o n  ( d e d u c ti v e  v a l i d i t y ) An argument is deductively valid if 
and only if its premises logically imply its conclusion. Hence, if all the premises 
of a valid argument are true, then the argument's conclusion must also be true. 
In a valid argument, it is impossible for all the premises to be true and the con­
clusion false.

D e d u c t i v e -n o m o l o g i c a l  (D-N) explanation  A popular model of sci­
entific explanation in the twentieth century, the deductive-nomological (D-N) 
model was given its clearest formulation and defense by Carl Hempel. D-N ex­
planations are deductively valid arguments in which at least one premise is a 
scientific law. (See epistemic conception o f  explanation, irrelevance problem, sym­
metry objection, thesis o f  structural identity.)

D e d u c t i v e -n o m o l o g i c a l  m o d e l  of  p r o b a b i l i s t i c  explanation  
(■the D-N-P m o d e l ) Peter Railton has proposed his deductive-nomological 
model of probabilistic explanation (the D-N-P model) as an alternative to Carl 
Ilcmpel’s inductive-statistical (I-S) model. Railton denies that explanations are ar­
guments, although he insists that explanations must contain a deductive argument 
based on a probabilistic law. Probabilistic laws, on this view, are statements, not 
of frequencies, but of single-case propensities. D-N-P explanations must also con­
tain a theoretical derivation of the relevant probabilistic law based on the indeter­
ministic causal mechanism that brings about the event to be explained. Among 
the several important differences between Railton’s D-N-P model and Hempel’s 
I-S model arc these: D-N-P explanations are fully objective (not relative to the 
state of scientrfic knowledge at a given time); and complete D-N-P explanations 
can be given of events no matter how low their probability, but they can be given 
only when there is genuine indeterminism at work.

D e m a r c a t i o n  c r i t e r i o n  A demarcation criterion, if any could be found, 
would distinguish genuine science from pseudoscience. Past proposals for demar­
cation criteria such as verifiability (the logical positivists) and falsifiability (Karl 
Popper) have been abandoned in light of powerful objections. Some philosophers 
(Imre Lakatos, Paul Thagard) think that a demarcation criterion must include 
historical considerations; others (Larry Laudan) think that the search for a demar­
cation criterion is futile.

D e t e r m i n i s m  According to determinism, there is at any moment exactly one 
physically possible future; that is, there is exactly one set of future events that is 
consistent with the past and the laws of nature. A common version of determinism 
says that every event is causally determined by earlier events and thus, in principle, 
could have been predicted if we knew enough about those earlier events and the 
laws of nature. This way of linking determinism with predictability-in-principle 
has been criticized by John Earman and others on the grounds that deterministic 
laws do not guarantee predictability.

Di S P O S I T I O N  A disposition is the power or tendency of a thing to behave in a 
certain way when placed in a certain kind of situation. For example, soft iron has 
the disposition to become magnetized when placed in a magnetic field; copper 
has the disposition to dissolve in hydrochloric acid; tritium (an isotope of hydro-
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gen) has the disposition to undergo radioactive decay. Dispositions have been 
regarded with suspicion by some empiricists (such as Hume), since they are prop­
erties that a thing is supposed to have even when the disposition in question is 
not being manifested. Thus, the attribution of a disposition to an object goes 
beyond any set of evidence about how the object actually behaves. Moreover, some 
empiricists have questioned whether the appeal to dispositions can be genuinely 
explanatory.
D u h e m -Q ui ne  t h e s i s  It has become common to speak of the Duhem- 
Quine thesis as if there is one thesis to which both Pierre Duhem and W. V. 
Quine subscribed. This is historically doubtful. Usually the term refers to the 
holistic doctrine that no scientific theory can be tested in isolation, since the 
derivation of an observation sentence from any theory requires a host of auxiliary 
hypotheses, theories, and assumptions. From this, it is usually concluded that fal­
sification is ambiguous. But some philosophers go further and conclude that the 
acceptance or rejection of particular scientific theories can never be justified by 
observational evidence. Thus, the presumed truth of the Duhem-Quine thesis is 
often appealed to by those who wish to emphasize the role of convention, con­
textual values, and social forces in the decision to accept or reject scientific the­
ories. (See holism, underdetermination thesis.)
E m p i r i c a l  a d eq ua cy  The term empirical adequacy was introduced by Bas 
van Fraassen and plays a key role in his constructive empiricism. A scientific theory 
is empirically adequate when everything that it says about observables is true. As 
critics of van Fraassen have pointed out, to judge that a theory is empirically 
adequate goes far beyond claiming that the theory agrees with all the available 
evidence. (See constructive empiricism, observable.)
E m p i r i c i s m  Empiricism includes a wide variety of philosophical doctrines 
held by philosophers such as Aristotle, Locke, Hume, Mill, and Ayer. What they 
share is a healthy respect for experience as the ultimate source of all human 
knowledge (possibly excluding logic and mathematics). Empiricists tend to be 
suspicious of any claims (such as those made by the theoretical sciences) that 
cannot be related directly to experience or observation. Some empiricists have 
tried, unsuccessfully, to reduce theoretical claims to claims about experience. Oth­
ers (such as the logical empiricists) have tried to analyze the meaning (or cognitive 
significance) of theoretical assertions by tracing them to observation statements via 
correspondence rules. This, too, is now generally regarded as a failure. Nonethe­
less, empiricism in philosophy of science remains vigorous and popular.
F.n t a i l m e n t  One statement entails another when it is impossible for the sec­
ond to be false when the first is true. For example, the premises of a valid argument 
entail its conclusion.
E p i s t e m i c  c o n c e p t i o n  of ex planation  Wesley Salmon gives Carl 
Hempel’s covering law model as a classic example of the epistemic conception of 
explanation. On this conception, explanations are a type of argument or inference, 
and to explain something is to show why that thing was to be expected given the 
information in the premises of the explanatory' argument. It is characteristic of the 
epistemic conception that explanation and prediction are seen as formally identical 
and that explanations can be given for events only if their occurrence is certain 
or highly probable. (See ontic conception o f  explanation.)
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E p i s t e m i c  r e g u l a r i t y  t h e o ry  of l aws  A version of the Humean, reg­
ularity theory of laws. According to A. J. Ayer and others, laws of nature are true, 
universal generalizations that have additional features of an epistemic character. 
These features include our willingness to use the generalization to make predic­
tions and the role that the generalization plays in an organized system of science. 
(See regularity theory o f  laws.)
E p i s t e m o l o g y  Epistemology is the theory of knowledge. Epistemologists con­
cern themselves with concepts such as knowledge, belief, epistemic justification, 
confirmation, and explanation. Epistemic problems include refuting skepticism 
(the denial that knowledge, either in general or in a particular area, is possible) 
by explaining why some beliefs (and not others) are justified.
Ev i d e n c e  For most philosophers of science, evidence is an observation state­
ment (or a set of such statements) reporting the outcome of an observation or 
experiment that either confirms or disconfinns a theory. Positive evidence con­
firms, negative evidence disconfirms. (See contextualist analysis o f  evidence.)
E x p l a n a n d u m  A Latin word meaning “that which is to be explained." The 
explanandum is usually taken to be a sentence describing the thing (whether event, 
law, or theory) for which an explanation is sought. (See explanans.)
E x p l a n a n s  A Latin word meaning “that which explains.” The explanans is the 
thing, usually regarded as a set of sentences satisfying certain conditions, that 
constitutes an explanation of the explanandum. (See explanandum.)
Ex p l a n a t i o n i s m  Explanationism is a thesis about confirmation. Explanation- 
ists insist that only the explanation of previously known facts has the power to 
confirm a theory, thus denying that a theory receives any confirmation from novel 
predictions. (See historical thesis o f  evidence, novel prediction, predictionism.)
Ex t en s i on  The extension of a term (predicate, concept) is the thing or set of 
things that the term picks out and to which the term is correctly applied Thus, 
the extension of yellow is the set of yellow things. The extension of a proper name 
is its bearer. (See intension.)
F a l s i f i c a t i o n i s m  A set of methodological doctrines championed by Karl 
Popper comprising a demarcation criterion and a fallibilist theory of scientific 
rationality and progress. According to Popper, a theory is scientific if and only it 
is falsifiable. No theory can be proven to be true or even probable. Scientific 
rationality consists in testing theories severely in order to refute them. Progress 
occurs when falsified theories are replaced by as-yet-unfalsified theories that are 
more testable than those they replace. A more sophisticated version of falsifica­
tionism has been advocated by Imre Lakatos. (See corroboration, scientific research 
programme.)
F u nc t i o n a l  l a ws  Functional laws assert a universal relation between two or 
more variables in the form of a mathematical equation or inequality. Typical 
examples are Hooke’s law, Snell's law, and Maxwell’s field equations.
H i e r a r c h i c a l  m o d e l  of  sc ie n t ific  rat i onal i t y  A model of scien­
tific rationality, criticized by Larry Laudan, according to which decisions at one 
level are justified (if at all) by rules and criteria at the next highest level. Inevitably, 
on this model disagreements about flic aims and goals of science at tbe highest,



1298 | Glossary

axiological level cannot be resolved rationally. (See axiology, reticulational model 
of scientific rationality.)

H i s t o r i c a l  t h e s i s  of  e v i d e n c e  The historical thesis of evidence main­
tains that whether or not a piece of evidence confirms a theory depends on the 
time that the evidence is known relative to the time at which the theory is pro­
posed. Both explanationism and predictionism entail the historical thesis of evi­
dence. This thesis has been criticized by Peter Achinstein and Laura Snyder, and 
is rejected by Bayesians as well as by all those (such as Rudolf Carnap) who regard 
confirmation as a formal or logical relation between propositions. (See explana­
tionism, predictionism.)

H o l i s m  (w h o l i s m ) A family of doctrines whose common core is the notion 
that an individual element in a complex whole has the properties it does only 
insofar as it stands in certain relations to other, similar elements. For example, 
W. V. Quine is a semantic holist, holding that the meaning of an individual 
sentence depends on how it is related to other sentences in the same language. 
Similarly, in epistemology, proponents of coherence theories of justification insist 
that a particular belief is justified only if it coheres with a large number of similar 
beliefs. In the philosophy of science, the term holism usually refers to Pierre Du- 
hem’s doctrine that no individual physical theory (and, more generally, no indi­
vidual scientific theory) implies any observation statement. Single theories make 
testable predictions only when they are conjoined with other theories, auxiliary 
hypotheses, and background assumptions.

H o m o g e n e o u s  r e d u c t i o n  Ernest Nagel calls the reduction of one theory' 
to another homogeneous when the v ocabulary of the reduced theory is included 
in (or can be defined in terms of) the vocabulary of the reducing theory, thus 
permitting the logical derivation of the one theory from the other. An alleged 
example of a homogeneous reduction is the derivation of Galileo's law of falling 
bodies from Newton’s gravitational theory. (See inhomogeneous reduction.)
H y p o t h e s i s  Some authors distinguish between hypotheses and theories in the 
following way: a hy pothesis is a scientific claim that is put forward as a plausible 
conjecture before there is enough evidence to warrant either its acceptance or its 
rejection; a theory' is a well-established scientific claim that is accepted as true or 
well-confirmed. Hypotheses, if successful, become theories. Other authors (such 
as the authors of the present book) use the terms hypothesis and theory inter­
changeably. (See theory.)

H y p o t h e t i c o -d e d u c t i v e  (H-D) m o d e l  In its simplest and most com­
mon form, the hypothetico-deductive (H-D) model of science denies that there is 
any logic of discovery and affirms we are justified in accepting or rejecting theories 
only after they have been tested. Testing a theory consists of deriving from it 
consequences that can then be compared with observations and experimental re­
sults. If the results agree with the predictions, the theory is inductively confirmed; 
if the results disagree, the theory' is disconfirmed or refuted.

Id en t i t y  So-called identical twins are qualitatively identical (having, let us 
assume, all the same qualitative properties) but not numerically identical (since 
they are two distinct individuals). When philosophers of science talk about identity',
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they usually mean numerical identity'. For example, flashes of lightning are iden­
tical with discharges of atmospheric electricity, genes are identical with segments 
of DMA, and water is identical with molecules of hydrogen oxide. If an identity 
statement is true, then the phrases used to express it (such as “a flash of lightning” 
and “a discharge of atmospheric electricity”) have the same extension—they both 
refer to the same thing. This is not the same as claiming, nor does it entail, that 
tire phrases mean the same thing or that anyone using the terms correctly must 
be aware that the terms are coextensive. On the rigid designator theory proposed 
by Saul Kripke and Hilary Putnam, statements of identity are metaphysically nec­
essary but the discovery that they are true can (and, in the empirical sciences, 
usually does) depend on observation and experiment. (See extension, necessity, 
rigid designator.)
In c o m m e n s u r a b i l i t y  A variety of doctrines fly under the banner of incom­
mensurability. Prominent among them is the claim of Paul Feyerabend and T. S. 
Kuhn that the meaning of a theoretical term depends on the theory in which it 
occurs in such a way that it is impossible for rival theories to share meanings. 
Another variety of incommensurability', defended by Kuhn, is the alleged incom­
mensurability of standards for choosing among theories (what Kuhn calls values) 
associated with rival paradigms.
In d u c t io n  Induction can be construed broadly or narrowly. Broadly, it is any 
deductively invalid inference in which the premises make the conclusion proba­
ble; narrowly, it is any inference that is an instance of argument forms such as 
induction by simple enumeration, argument by analogy, statistical syllogism, and 
induction to a particular. The broad characterization includes as inductive, and 
the narrow may exclude, argument types such as inference to the best explanation.
In d u c t i v e -s t a t i s t i c a l  (I-S) e x p l anati on  An influential model of ex­
planation, advocated by Carl Hempel, in which the explanans renders the expla- 
nandum highly probable but does not deductively entail it. The explanans of an 
I-S explanation has to include a statistical law, and the form of the argument is a 
statistical syllogism.
In d u c t i v i s m  A hopelessly naive model of science according to which scien­
tific knowledge accumulates by using inductive generalization to infer laws and 
theories from observational and experimental facts. According to inductivism, in­
duction serves as both the logic of discovery and the logic of justification. Induc­
tivism was decisively refuted by Pierre Duliem and Karl Popper. Although 
everyone agrees that inductivism is false, many philosophers of science insist 
(contrary to Popper) that the inductive confirmation of theories by the verifica­
tion of their logical consequences is an essential part of scientific reasoning. (See 
hypothetico-deductive model .)
In f e r e n c e  to t he  b e s t  ex p l anati on  A form of argument often relied
on by scientific realists in which the fact that a particular theory explains some 
body of evidence better than any of its rivals is supposed to make the theory' 
probable or reasonable to believe. Usually, inference to the best explanation is 
regarded as distinct from inductive reasoning. Some of its proponents (such as 
Gilbert I larman and Peter Lipton) have argued that it underlies most of the rea­
soning traditionally regarded as inductive. (See abduction.)
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In h o m o g e n e o u s  r e d u c t i o n  According to Ernest Nagel, inhomogeneous 
reductions are those in which the vocabulary of the reduced theory is neither 
included in nor can be defined in terms of the vocabulary of the reducing theory. 
Nagel argues that the one theory can be logically derived from the other (and thus 
be reduced by it) only when the reducing theory is supplemented with appropriate 
bridge laws. An alleged example of an inhomogeneous reduction is the derivation 
of the ideal gas laws from the kinetic theory of gases, (See bridge law, homogeneous 
reduction, reductionism.)
I n s t r u m e n t a l i s m  Strictly speaking, instrumentalism is the doctrine that the­
ories are merely instruments, tools for the prediction and covenient summary of 
data. As such, theories are not statements that are either true or false; they are 
tools that are more or less useful. But because one has to use the machinery of 
logic in order to draw predictions from theories, it is difficult to deny that theories 
have truth values. Thus, instrumentalism has come to be used as a general term 
for antirealism. Most modern instrumentalists concede that theories have truth 
values but deny that every aspect of them should be interpreted realistically or that 
reasons to accept a theory as scientifically valuable are reasons to accept the theory 
as literally true. In this sense, T. S. Kuhn, who locates the value of scientific 
theories in their ability to solve puzzles, is an instrumentalist. Theories may have 
truth values, but their truth or falsity is irrelevant to our understanding of science. 
(See antirealism, constructive empiricism, conventionalism, scientific realism.)
In te n s i on  A semantic notion; the intension of a general term or concept, A, 
is its meaning, connotation, or sense. Some authors define the intension of A as all 
the general terms or concepts B such that “¿All As are B" is a necessary truth. Others 
insist on a narrower characterization that restricts the Bs to properties that belong to 
the explicit definition of A. Still others (such as W. V. Quine) reject the whole 
notion of intension and meaning as a seductive myth. (See extension, sense.)
In te n ti o n a li t y  The intentionality of beliefs and other mental states is the 
property that enables them to be about or to represent states of affairs. The inten­
tionality of beliefs (hopes, fears, wishes) is usually indicated by a “that” clause 
followed by a proposition. If Sarah believes (hopes, fears, wishes) that the dodo is 
not extinct, then the intentional content of her belief (hope, fear, wish) is the 
nonactual state of affairs of llic dodo’s not being extinct.
I r r el ev an c e  p r o b l e m  A general term for a variety of alleged counterex­
amples to Carl Hempel’s deductive-nomological (D-N) and inductive-statistical 
(I-S) models of explanation These cases satisfy Hempel’s conditions for an ade- 
c|uate explanation but in each of them the explanans is explanatorily irrelevant to 
the explanandum.
L aws  of  n ature  Scientists discover laws of nature but philosophers disagree 
about what kinds of thing laws of nature are. The main competitors are the reg­
ularity' theory, the epistemic regularity' theory, the necessitarian theory, and the 
universals theory of laws (all defined elsewhere in this glossary). Laws of nature 
are not restricted to the things that modern scientists call laws, they include all 
(true) fundamental equations and inequalities, whether or not they are called laws 
and regardless of whether they have been or ever will be discovered.
L i k el iho od  The likelihood of a theory, T, relative to some evidence, E, and 
background information, B, is P(E/T&B), the probability of the evidence given
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the theory and the background information. When T entails E, the likelihood of 
T (relative to E) is 1.
L ogical , e m p i r i c i s m  Some authors use the labels logical empiricism and 
logical positivism interchangeably. Others (such as the authors of this book) reserve 
the term logical empiricism for the views of Rudolf Carnap, Carl Hempel, Ernest 
Nagel, Hans Reichenbach, and others after the verifiability principle was aban­
doned. Among the doctrines of logical empiricism are the theory-observation dis­
tinction, the view that theoretical terms are “partially interpreted” (through their 
role in the derivation of observation statements), Hempel’s deductive-nomological 
and inductive-statistical models of explanation, and Nagel’s model of reduction. 
(See logical positivism, verifiability principle of meaning.)

L ogi cal  p o s i t i v i s m  Logical positivism is the name for the set of doctrines 
advocated by the members of the Vienna Circle from about 1920 to 1936 (when 
Moritz Schlick, their leader, was assassinated). Prominent members of this group 
were Rudolf Carnap, Herbert Feigl, Hans Hahn, Otto Neurath, and Friedrich 
Waismann. Their approach to philosophy relied heavily on the verifiability crite­
rion of meaning and is well illustrated in A. ). Ayer’s Language, Truth and Logic. 
(See logical empiricism, verifiability principle o f meaning.)

L o g i CISM The thesis, advocated by Gottlob Frege and Bertrand Russell, that 
mathematics (or, at least, arithmetic) can be reduced to logic by appropriate def­
initions of terms such as number and is a successor of. The logicist program foun­
dered, in part because arithmetic requires set theory and the axioms of set theory 
arc not truths of logic.
M eaning i n v a r i a n c e , c o n di t i o n  of  Ernest Nagel imposes meaning in­
variance as a condition for intertheoretic reduction: when one theory reduces 
another it must leave the meanings of the terms in the reduced theory unchanged.
M e t a p h y s i c s  The branch of philosophy that attempts to discover necessary 
truths about the fundamental constituents of reality (or, more cautiously, about 
things that, if they exist, would be basic features of the world). Metaphysics in­
cludes inquiries into the nature of time, space, matter, causation, minds, freedom, 
and God and the relations between them. It is widely acknowledged that there is 
no rigid line separating metaphysics from science (especially physics).
M e t ho do l og y  In the philosophy of science, methodology means the theory 
of scientific method. For example, methodological principles are the rules that are 
supposed to govern rational choices among scientific theories. More generally, 
methodology includes criteria for assessing theories, weighing evidence, and eval­
uating scientific change.
M o d u s  p o n e n s  The traditional name for any valid argument of the form, “If 
P then Q; P; therefore, Q.” (See deduction.)

M o d u s  t o l l e n s  The traditional name for any valid argument of the form, 
“If P then Q; not-Q; therefore, not-P.” (Sec deduction.)

N at ur a l  kinds  Speaking very generally, natural kinds are classes of naturally 
occurring things that form the proper object of scientific theorizing and law's. They 
include chemical elements, fundamental particles, and biological species. Deci­
sions about which things belong to natural kinds often depend on our best sci­
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entific theories. Oxygen, diamonds, human beings, and neutron stars are natural 
kinds; phlogiston, valuable gems, U.S. residents, and things that shine in the night 
sky are not.
Natural ontological attitude (NOA) The natural ontological atti­
tude (acronym, NOA, pronounced “Noah”) is advocated by Arthur Fine as a so­
lution to the debate between realism and antirealism in the philosophy of science. 
According to Fine, NOA is the minimal, neutral “core position” that is shared by 
both realism and antirealism but is itself neither realist nor antirealist. The NOAer 
(pronounced “knower”) accepts the confirmed theories and results of science (as 
true) in the same way that we accept everyday truths on the evidence of our senses 
but refuses to adopt any metaphysical theory about the nature of truth (such as 
truth as correspondence with reality).
N e c e s s a r y  c o n di t i o n  X is a necessary condition for Y if and only if one 
cannot have Y without X, Being a reptile is a necessary condition for being an 
alligator; the presence of oxygen is a necessary condition for the rusting of iron.
N e c e s s i t a r i a n  t he o r y  of  l a w s  The necessitarian theory of laws insists 
that there must be a real, objective, relation of necessity (nomic necessity) between 
events, objects or properties, if a statement about them can be a law of nature. 
Necessitarians differ among themselves about whether laws of nature are universal 
generalizations about particulars or singular statements of fact about universals. 
But all necessitarians agree on the necessity of laws of nature and reject the reg­
ularity account. (See epistemic regularity theory o f  laws, regularity theory’ o f  laws.)
N e c e s s i t y  A much-contested metaphysical notion. Propositions are either log­
ically, metaphysically, or physically necessary (where these categories are neither 
exclusive nor exhaustive). Metaphysically necessary propositions (a category that 
includes, but is not confined to, all those propositions that are logically necessary) 
cannot be false; they are true in all possible worlds. Physically necessary proposi­
tions are those whose truth is guaranteed by the laws of nature. Propositions that 
are neither metaphysically nor logically necessary are said to be contingent. (See 
contingency.)

N on i n s t an ti al  l a ws  Noninstantial laws are laws that have no instances. 
Newton’s first law (the law of rectilinear inertia) is often cited as an example 
because, it is claimed, no actual body is ever completely free of a net external 
force. Nonetheless, Newton’s law is true: if there were such a body, it would not 
accelerate. Likewise, it is a lawlike fact that all pieces of plutonium with a mass 
greater than 1 million kilograms are excellent conductors of electricity even though 
the universe never has and never will contain such objects. (See vacuous laws.)
N o r m a l  s c i e n c e  A term introduced by T. S. Kuhn to describe science the 
way it is most of the time, when no scientific revolutions are occurring. During 
normal science, Kuhn claims that scientists in a given field work under the aegis 
of a single paradigm that they all accept. (See paradigm.)
N ovel  p r e d i c t i o n  The prediction of a result by a theory can be novel in 
many different senses. One straightforward sense, temporal novelty, is that the 
result predicted was not known by anyone at the time the theory was proposed. 
Another sense, epistemic novelty, is that the result was not widely known and, in 
particular, was unknown to the person proposing the theory. Two other senses
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deemed important by some philosophers of science are design-novelty and use- 
novelty. A result is design-novel (or heuristically novel) when the theory yielding 
it was not deliberately constructed so as to yield that result (among others). A result 
is use-novel when it was not built into the new theory by, for example, using it to 
fix the value of a parameter. Philosophers of science disagree about whether nov­
elty (in one or more of these senses) is a necessary condition for confirmation or, 
even if it is not necessary for confirmation, whether novelty enhances the confirm­
ing power of a prediction. (See predictionism.)
O b s e r v a b l e  T o paraphrase John Stuart Mill, something is observable when 
it can be observed. Opinions differ as to what this amounts to and what its episte- 
mic significance is. The logical positivists and empiricists defined observation terms 
as those terms whose correct application can be rapidly decided by any person of 
normal perceptual powers without any special scientific training. Bas van Fraassen 
defines observable objects as those that can be seen by the unaided vision of a 
normal human being. The intended contrast is between those terms and things 
that are observable and those that are theoretical. For empiricists, theoretical 
claims ultimately rest on and are tested by observation reports confined to observ­
ables. (See constructive empiricism, theory-ladenness.)
O n t i c  c o n c e p t i o n  of  exp l anati on  Wesley Salmon contrasts the ontic 
conception of explanation (which he endorses) with the epistemic conception. 
Unlike the epistemic conception, the ontic conception denies that explanations 
are arguments (although they may involve arguments) and rejects the requirement 
that the explanandum be predicted with high probability'. On the ontic view, 
something is an explanation only if it correctly describes the underlying cause or 
causal mechanism that brought about the explanandum event. A good example 
of an ontic approach to explanation is Peter Railton’s deductive-nomological 
model of probabilistic explanation (D-N-P model). (See deductive-nomological 
model of probabilistic explanation, epistemic conception of explanation.)

O ntology  Either the part of metaphysics concerned with the nature of exis­
tence, or, as in the philosophy of science, the entities (things, processes, properties) 
postulated by a particular scientific theory' or conceptual scheme.
O p e r a t i o n a l i s m  (o p e r a t i o n i s m ) The doctrine propounded by the phys­
icist Percy W. Bridgman in his book, The Logic o f Modem Physics (1927). Im­
pressed by the success of Einstein’s relativity' theory, especially Einstein’s analysis 
of the concept of simultaneity, Bridgman proposed that all scientific concepts and 
terms are synonymous with the operations and procedures used to measure their 
values. But as critics such as Carl Hempel have pointed out, very few scientific 
concepts can be defined completely in terms of a particular set of procedures and, 
in any case, Bridgman’s proposal would lead to the unnecessary proliferation of 
scientific concepts if each new measuring procedure were to be regarded as de­
fining a new concept.
P a r adi gm  A multiply ambiguous term that lies at the heart of T. S. Kuhn’s 
philosophy of science. In most of its uses, it means either exemplar or disciplinary 
matrix. An exemplar is an important scientific theory or piece of research that 
serves as a model for further inquiry. Disciplinary matrices contain exemplars as 
one of their elements. They also include heuristic models, ontological and meta­
physical assumptions, and methodological principles. In short, paradigms (in the
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sense of disciplinary matrices) are “super theories’’ that underlie and guide an 
entire tradition of scientific research and theorizing.

P henomenalism Proposed in the eighteenth century by Bishop Berkeley and 
in the twentieth by the logical positivists, phenomenalism is the doctrine that all 
meaningful talk about physical objects is reducible to talk about actual or possible 
perceptual experience. (This is the linguistic version of phenomenalism; its on­
tological version asserts that physical objects are nothing more than sets of actual 
and possible sense experiences.) John Stuart Mill, Ernst Mach, A. J. Ayer, Bertrand 
Russell and many other philosophers have been phenomenalists at some point in 
their careers. It is now generally acknowledged that it is impossible to give the 
translations required by the linguistic version of phenomenalism.

P osi ti vi sm  An extreme form of empiricism advocated by the French philos­
opher and sociologist Auguste Comte (1798-1857). Comte denied that it is pos­
sible to know anything about unobservables (into which category he placed the 
underlying causes of phenomena), and he insisted that the sole aim of science is 
prediction, not explanation. Comte also believed that each branch of science has 
its own special laws and methods that cannot be reduced to those of other 
branches. Generally regarded as the founder of sociology, Comte’s empiricism and 
his hostility towards metaphysics were an important influence on logical positivism. 
(See logical positivism.)

P ossi bi li ty  (l o g i c a l , p hy s i c a l ) A statement or a state of affairs is logi­
cally possible if its denial is not logically necessary. Something is physically pos­
sible if, relative to a given set of circumstances, the laws of nature do not forbid 
it. What is physically possible in one set of circumstances might be impossible in 
another. Many logically possible things are physically impossible, but everything 
that is physically possible is logically possible. (See necessity.)

P o s s i b l e  w o r l d  The actual world (this world) is a possible world. So, too, 
is any world whose complete description does not contain any logically impossible 
proposition. (For every proposition, a complete description of a possible world 
contains either that proposition or its denial.) (See contingency, possibility.)

POSTERIOR PROBABILITY The posterior probability of a theory, T, relative to 
some evidence, E, and background information, B, is P(T/E&B), the probability' 
of the theory given the evidence and the background information. (See Bayesian 
confirmation theory, prior probability’.)

P r e d i c a te  In the sentence, “Sodium is monovalent,” sodium is the subject 
term and monovalent is the predicate term. Similarly, "Socrates is married to Xan­
thippe” predicates of Socrates the property of being married to Xanthippe. Philos­
ophers disagree about whether every predicate expresses a genuine property. Some 
authors use the term predicate to include not only monadic predicates, but also 
relations (two-place predicates and higher).

P r e d i c t i o n i s m  According to predictionism, when a result is derived from a 
theory, the result confirms the theory only if it is a novel prediction; a theory is 
not confirmed by “old evidence,” no matter how much of it the theory is able to 
explain. A less extreme form of predictionism is accommodationism—the view that 
while the explanation or accommodation of old evidence can have some confirm­
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atory value, the prediction of new evidence always has more. (See explanationism, 
novel prediction, problem o f  old evidence.)
Prior probability The prior probability of a theory is sometimes taken to 
be tlie theory’s probability when it was first proposed, before any evidence for or 
against it lias been considered. But often the prior probability of a theory means 
the theory’s probability prior to the consideration of a particular piece of evidence. 
Thus, in the first sense, a theory has only one prior probability, but in the second 
sense, prior probabilities change as evidence accumulates. (See Bayesian confir­
mation theory.)
Problem of old evidence The problem of old evidence, for Bayesian 
confirmation theorists, is that of explaining why we should not set equal to 1 the 
probability of any piece of evidence that we already know to be true. The problem 
is that, on the Bayesian analysis of confirmation, this would prevent that evidence 
from confirming any theory. (See Bayesian confirmation theory.)
Realism One can be a realist about many different kinds of thing: numbers, 
possible worlds, universals, minds, physical objects, quarks, fields, and so on. To 
call a philosopher a realist requires a specification of what the philosopher is a 
realist about. Usually, there is an intended contrast with those who deny that the 
entities in question are real. In the philosophy of science, realists are aligned 
against instrumentalists, phenomenalists, conventionalists, fictionalists, and others 
of that ilk. (See scientific realism.)
Reductio ad absurdum (rediictio argument) A form of valid de­
ductive reasoning in which a claim is refuted by deducing from it a false, contra­
dictory, or “absurd” conclusion. (If the deduction requires additional premises, 
those statements must be known to be true for the reductio reasoning to be sound.) 
In mathematics and logic, reductio reasoning is often called the method o f  indirect 
proof. (See deduction.)
Reductionism Philosophers of science use the term reductionism in at least 
three different senses. Either it refers to the research strategy of trying to understand 
complex systems by studying their components and the relations among them; or 
it refers to the claim that a particular scientific theory (such as classical genetics) 
has been reduced to another theory (such as molecular biology) according to a 
particular model of intertheoretic reduction (usually the standard model advocated 
by Ernest Nagel and others); or it refers to the more general claim that scientific 
knowledge grows primarily by theory reduction (again, as judged by a model of 
intertheoretic reduction such as Nagel’s). The first two senses are quite distinct. 
The success or failure of reductionism (as a research strategy) has no direct bearing 
on whether intertheoretic reduction has occurred or is likely to occur: reduction­
ism may lie a fruitful research strategy without resulting in theory reduction, and 
theory reductions may occur without being the result of a reductionistic research 
strategy. As discussed in chapter 8, several philosophers of biology (notably David 
Hull and Philip Kitcher) have opposed reductionism in tlre second sense by ar­
guing that classical genetics cannot be deduced from molecular biology (as Nagel’s 
model of reduction requires), and many philosophers of science (especially Paul 
Feyerabend and T. S. Kuhn) have criticized the claim that scientific knowledge 
grows primarily by theory reduction. (See homogeneous reduction, inhomogeneous 
reduction.)
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Regularity theory of causation A theory of causation, also called the 
constant conjunction theory, associated most notably with David Hume. In its 
simplest form, the theory asserts that an event of some kind F causes an event of 
some kind G if and only if F-events are, as a matter of empirical fact, always 
followed by G-events. This view denies that there is any kind of causal necessity 
or power in objects in virtue of which one event or object produces another. The 
regularity theory of causation may thus be regarded as a conjunction of two claims: 
(1) causal connections are a species of lawlike connections, and (2) laws of nature 
merely express regularities of behavior. (See regularity theory o f laws.)

Regularity theory of laws A theory of laws of nature, associated with 
David Hume, which holds that a law of nature is merely a contingently true 
universal generalization describing how all objects of a certain kind always behave. 
This view denies that laws express any kind of causal necessity'. The regularity' 
theory of laws is part of the regularity theory' of causation. An important problem 
for the regularity theory of laws is its apparent inability' to distinguish between 
genuine laws of nature (e.g., all bodies free from any net external force remain at 
rest or in uniform motion in a straight line) and merely accidentally true gener­
alizations (e.g., all U S. presidents are men). (See counterfactual, epistemic regu­
larity theory of laws, regularity theory of causation, universal generalization.)

Relativism Moral relativists deny that there are any objective ethical standards 
for evaluating human conduct independently of particular societies, their beliefs, 
and institutions. In the philosophy of science, epistemological relativists deny that 
there are any objective methodological standards for evaluating theories indepen­
dently of particular scientific research traditions and their associated belief systems. 
Probably the best known epistemological relativist in the philosophy of science is 
T. S. Kuhn, who insists that all decisions about theories are relative to particular 
paradigms.

Relevance criterion of confirmation A central feature of the Bay­
esian approach to confirmation, the relevance criterion holds that a piece of evi­
dence, E, confirms a hypothesis, H, if and only if E raises the probability of If. 
Or, in other words, E confirms H if and only if the posterior probability of H on 
E is greater than the prior probability' of H. (See posterior probability, prior 
probability.)

Reticulational model of scientific rationality A model of sci 
entific rationality proposed by Larry Laudan. The distinctive features of the reti- 
culational model are its nonlinear conception of justification and its piecemeal 
approach to the evaluation of values and rules at every level. (See hierarchical 
model of scientific rationality.)

Rigid designator An expression is a rigid designator if and only if it has the 
same reference in every possible world in which it has any reference at all. Ac­
cording to Saul Kripke and Hilary Putnam, proper names (e.g., Marie Curie) and 
natural-kind terms (e.g., radium) are rigid designators, but definite descriptions 
(e.g., the discoverer of radium) are not.

Satisfaction criterion of confirmation The satisfaction criterion is 
a qualitative theory of confirmation proposed by Carl Hempel. The technical 
details arc complicated, but the basic idea is simple: a hypothesis is confirmed by
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an observation report if the individuals mentioned in the report satisfy the hypoth­
esis. Satisfaction includes, but is not limited to, positive instances. A hypothesis is 
satisfied by (and hence confirmed by) an observation report if the report entails a 
description of the world that would be true if the hypothesis were true and if the 
world consisted only of the individuals that are mentioned, essentially, in the 
report. Thus, for example, the hypothesis that all ravens are black is confirmed by 
the report that Adam is a black raven. Now consider the observation report that 
Beth is not a raven (without saying anything about her color). This report entails 
that either Beth is not a raven or Beth is black. And that would be a correct 
description of the world if Beth were the only individual in the world and if it 
were true that all ravens are black. (This is because the universal generalization 
“all rav ens are black” is logically equivalent to “for all things, either that thing is 
not raven or that thing is black.”) Thus, according to Hempel’s satisfaction crite­
rion, the hypothesis that all ravens are black is confirmed (to some positive degree, 
however small) not only bv the observation of black ravens but also by the obser­
vation of nonravens and by the observation of nonblack things (and by the obser­
vation of things that are both nonblack and nonravens). Hempel’s satisfaction 
criterion has several controversial features: it requires adopting the regularity theory 
that laws are nothing more than true universal generalizations, and its application 
is restricted to hypotheses that can be expressed using the observation terms that 
appear in observation reports. Many philosophers also find highly counterintuitive 
Hempel’s judgment that the observation of a white shoe, say, can confirm that all 
ravens are black. (See regularity theory o f  laws.)

Scientific realism Scientific realism has several dimensions: metaphysical, 
epistemological, and methodological. While there is no single, monolithic version 
of scientific realism that all scientific realists accept, scientific realism is generally 
taken to be the doctrine that the world studied by science exists and has the 
properties it does independently of our beliefs, perceptions, and theorizing; that 
the aim of science is to describe and explain that world, including those many 
aspects of it that are not directly observable; that, other things being equal, sci­
entific theories are to be interpreted literally; that to accept a theory is to believe 
that what it says about the world is true, and that by continually replacing current 
scientific theories with better ones, science makes objective progress and its the­
ories get closer to the truth.

S c i e n t i f i c  r e s e a r c h  p r o g r a m m e  A term coined by Imre Lakatos, us­
ually spelt in the English fashion. According to Lakatos, scientific research pro­
grammes have three components: a hard core, a protective belt, and a positive 
heuristic.

S c i e n t i f i c  r ev o lu t i o n  Scientific revolutions are important scientific ad­
vances, such as those associated with Copernicus, New ton, Darwin, and Einstein, 
in which fundamental concepts and theories were replaced by radical new' ones, 
dramatically changing the course of science. People talked about scientific revo­
lutions long before T. S. Kuhn, but it is Kuhn’s views about the nature of those 
revolutions that has made the term popular. According to Kuhn, scientific revo­
lutions are noncumulative and the new' paradigm is incommensurable with the 
one it replaces. (See incommensurability, normal science, paradigm.)
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Semantics The study of the meaning of signs and their relation to what they 
signify. Semanticists are especially interested in language. They offer theories 
about how words and sentences mean what they do and what makes sentences 
true. Meaning, truth, sense, reference, synonymy, and analyticity are all semantic 
concepts. (See syntax.)
S ense Following Gottlob Frege, sense is usually contrasted with reference. For 
example, tire terms Epsom salts and magnesium sulfate differ as to sense bnt refer 
to the same chemical compound. Frege thought that all referring expressions have 
a sense and that it is in virtue of this sense that they refer. More recent philosophers 
(such as Saul Kripke) disagree, holding that some proper names refer even though 
they lack a sense. Sense is often referred to as meaning or intension. (See extension, 
intension, rigid designator.)
Sense data Sense data, the plural of sense datum (from the Latin datum, 
meaning “given”), are what we are immediately aware of when we perceive 
something—or think we perceive something—through our senses (e.g., colored 
shapes, smells, noises). David Hume called them impressions. Sense data are sup­
posed be the raw content of experience, before it has been conceptualized or 
described in words. Although in the past empiricists regarded sense data as the 
basis for all human knowledge, the psychological reality of sense data is now widely- 
doubted, even by empiricists.

Soundness (of an argument) An argument is sound if and only if it is 
valid and all its premises are true. Necessarily, therefore, all sound arguments must 
have true conclusions. The problem is to figure out which arguments are sound

Strong programme The strong programme is a movement in the sociology 
of science that professes to make the study of science “scientific” by tracing the 
psychological and sociological causes of scientific beliefs and decisions, especially 
decisions to accept or reject theories. Particularly controversial among philosophers 
of science is the strong programme’s insistence that all scientific beliefs, whether 
true or false, rational or irrational, should be explained in the same sort of way in 
terms of social and cultural factors. The phrase “strong programme” was coined 
by David Bloor, one of the founders of the Science Studies Unit at Edinburgh 
University, and many of its proponents are sociologists and historians of science 
working in the unit.

S ufficient condition If X is a sufficient condition for Y, then anything 
that is X must also be Y. Having atomic number 88 is sufficient for an atom to 
be radium; a sufficient condition for the production of alpha particles is the pres­
ence of radium.

Symmetry objection A blanket term for a variety of alleged counterexam­
ples to the thesis of structural identity. (See thesis o f  structural identity.)

Symmetry thesis See thesis o f  structural identity.

Syntax The syntax of a language is its grammar. In logic, the syntax of a formal 
system includes rules for constructing well-formed formulas and rules for the der­
ivation of theorems from the axioms of the system. Unlike semantics, syntax is 
concerned solely with rules for arranging signs, especially words and sentences, 
independent of what they signify or mean. (See semantics.)
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S y n t h et i c  s t a t e m e n t s  Synthetic statements are all the ones that are not 
analytic. On modern accounts of analyticity, this entails that the truth (or falsity) 
of synthetic statements is not solely a consequence of the words and symbols used 
to express them. (See analytic statements.)
T aut ol ogy  Any statement that is true solely in virtue of its logical form, e.g., 
if tigers are herbivorous, then tigers are herbivorous; either xenon combines with 
phosphorus or it does not. Sometimes the term tautology is used more broadly to 
refer to analytic statements that are true by definition, e.g., no herbivores eat flesh. 
(See analytic statements.)
T heory  Opinions differ as to what a scientific theory is and how it should be 
analyzed. The traditional view, and still the view of most philosophers of science 
in the twentieth century, is that a theory is a set of statements or propositions. For 
example, Newton's theory of gravity consists of a statement of Newton’s law of 
gravitational attraction together with a few other statements essential to Newton’s 
theory. A newer view, the semantic view advocated by Bas van Fraassen, Ronald 
Giere, and others, is that a theory is a definition or a set of models. In any case, 
to call something a theory is not to denigrate it or to imply any unfavorable contrast 
with facts. A theory becomes a fact (or, at least, is believed to be a fact) when it 
is well confirmed and established. (See hypothesis.)
T he or y -l a d en n e s s  According to some philosophers of science (such as Paul 
Feyerabend, T. S. Kuhn, and N. R. Hanson), observations are theory' laden. What 
exactly this means is controversial, and whether it is true and what it implies has 
been hotly debated. One fairly uncontroversial reading of the theory-ladenness 
thesis is that observation reports, if they are to be evidentially relevant to a theory, 
must be expressed in the vocabulary of that theory rather than in some theory- 
neutral observation language. Some philosophers have inferred from this that be­
cause observation is theory laden it cannot be appealed to as a neutral ground on 
which to judge among competing theories. Less tendentiously, it is sometimes 
claimed, under the rubric of the theory-ladenness-of-observation thesis, that obser­
vation and experiment alone cannot rationally compel scientists to accept and 
reject theories.
T h e s i s  of s t r u c t u r a l  i dent i ty  The thesis of structural identity (some­
times called the symmetry thesis) is the claim that prediction and explanation are 
formally identical, consisting in the same type of argument. The thesis comprises 
two claims: every' adequate explanation is potentially a prediction, and every ad­
equate prediction is potentially an explanation. Carl llempel has been the fore­
most defender of the thesis of structural identity, since it is a corollary of his 
deductive-nomological (D-N) model of explanation, but he admits that there is 
some doubt about whether all adequate predictions are potentially explanations.
U n d e r d e t e r m i n a t i o n  t h e s i s  The thesis, associated with Pierre Duhem 
and W. V. Quine, that neither the truth nor the falsity of any scientific theory is 
determined by evidence. From this it is often concluded (by T. S. Kuhn, David 
Bloor, and others) that the decision to accept or reject scientific theories must 
depend on sociological factors. Larry Laudau usefully distinguishes between de­
ductive and ampliative versions of the underdetermination thesis, arguing that, 
while the former is harmlessly true, the latter is perniciously false. (See ambiguity 
o f  falsification, holism, strong programme.)
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Universal generalization A universal generalization is any statement 
of the form “All As are B.” In first-order predicate logic, this is written as 
(x)(Ax D Bx), where “D” stands for the material conditional of truth-functional 
logic, and the formula is read as “for all things x, if x has property A then x has 
property B.”
Universals Universals are properties that are can be predicated of any num­
ber of particulars. The traditional, Platonist account of universals is that they are 
real, abstract entities. They exist independently of particulars and are what general 
terms such as ye llo w , u m b re lla , and c u cu m b er refer to. According to the Platonist, 
yellow things are yellow only because they are all related to the universal yellow. 
This view is unpopular with empiricists but has gained new currency with the 
advent of the universals theory of laws.
U n i v e r s a l s  t h e o r y  o f  l a w s  Because of the many difficulties afflicting the 
regularity theory, Fred Dretske, D. M. Armstrong, Michael Tooley, and others have 
proposed a necessitarian analysis of laws of nature. According to this analysis, laws 
are not universal generalizations but singular statements of fact about relations be­
tween universals—hence the name un iversa ls  theory  for this new treatment of laws.
Vacuous LAWS Vacuous laws are not really laws at all: they are universal 
generalizations that are true solely because their antecedents are never satisfied. 
For example, since there are no mountains made of rhodium, it is true that all 
rhodium mountains are radioactive and also true that none of them are. The 
simple, Humean, regularity theory of laws insists that laws of nature are nothing 
more than true universal generalizations. Thus the regularity theorist has the prob­
lem of explaining why we do not accept vacuous laws as genuine. (See nonin -  

stantial laws, regularity theory o f  laws.)
Validity (of an argument) See deduction.
Value-neutrality thesis The thesis that scientific decisions about theo­
ries should be governed exclusively by cognitive values. Cognitive (or epistemic) 
values are those values that are linked, directly or indirectly, to the aims of science 
as a knowledge-seeking enterprise, especially the goal of discovering interesting 
truths and rejecting error. Cognitive values include predictive power, explanatory 
scope, and (some would argue) simplicity.
Verifiability principle (or criterion) of meaning As originally 
formulated by the logical positivists, the verifiability principle asserts that the mean­
ing of any contingent statement is given by the observation statements needed to 
verily' it conclusively. Observation statements are assumed to be directly verifiable 
by the experiences they purportedly describe. Unverifiable assertions are declared 
to be meaningless (or, at least, to lack any cognitive meaning). Criticisms by Karl 
Popper and others soon led to the abandonment of verifiability as a criterion of 
meaning in favor of weaker notions such as confirmability and testability. These, 
too, are controversial insofar as they are intended as explications of meaning.
Verisimilitude The term used by Karl Popper and others to connote the 
objective truth content of a theory: the higher a theory's degree of verisimilitude, 
the closer it is to the truth. Attempts to define verisimilitude in terms of the ratio 
of the number of a theory’s true consequences to the total number of the theory’s 
consequences have run into enormous difficulties.
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"Abduction. See Inference, to best 
explanation

Accommodationism. See Confirma­
tion, and accommodationism 

Accuracy, predictive, 437, 463, 1078, 
1142. See also Prediction(s) 

as criterion of theorv assessment, 
103-4, 110-12, 114, 116, 117, 
120, 125, 127, 129-30, 132- 
35, 157, 160, 182, 168nl2,
212, 226, 228, 232-34, 247,
25ln8, 339, 391, 401, 552,
575, 645, 1066, 1118, 1125, 
1128-29, 1137, 1147, 1166, 
1233

and explanatory power, 104, 133 
Action at a distance, 20, 77, 95n, 96- 

97, 225, 796
Ad hoc devices. See Hypotheses, ad 

hoc
Aether. See F.thcr theories 
Alchemy, 28, 29, 72 
"Analytic statements, 80n7, 280-83, 

285-93, 295-96, 311-13, 
366-73, 399, 404nl7, n22, 
n23, 427, 812-14, 827, 847, 
850, 1010, 1039

Analyticity. See Analytic statements;
Analytic-synthetic distinction 

Analytic-synthetic distinction, 280-96, 
311-12, 366-74, 398-99, 
404nl7, n 18, 647 

and conventionalism, 812-14 
and definition, 283-85, 289, 311, 

369, 372, 404n22 
Frege's doctrine of, 368-69 
Kant’s doctrine of, 368-69 
and logical truths, 282-83,

404n22
and meanings, 281, 312, 366, 369— 

71
and reductionism, 295 
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403nl4
and synonymy, 282-89, 292-93, 

372, 403nl4

and verification theory of meaning, 
292-95
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Anomaly/anomalies, 23, 24, 31-32,

40, 64, 71, 90, 93, 120, 123, 
136nl, 215, 218, 251n6, 345, 
571

of perihelion of Mercury. See Mer­
cury, anomalous perihelion of 

Anthropology, 194-95, 246, 250 
"Antirealism, 867, 1050-51, 1062n5, 

1067-70, 1078, 1081-83, 
1088-90, 1094, 1100, 1110, 
1129-30, 1139, 1145-48,
1153, 1166-67, 1176, 1181, 
1186, 1188, 1195-1200, 
1202-3, 1204nl, 1207n25, 
n27, 1209-12, 1221, 1223, 
1227-30, 1232- 1238, 1241, 
1243-45, 1252, 1259-63, 
1267-72, 1276, 1289n35. See 
also Idealism; Instrumentalism 

and acceptance, 1067, 1074-75, 
1077

and fundamental laws, 867, 896-97 
influence of Kuhn on, 132 
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1099-1100, 1139, 1147, 1245, 
1253-55

and truth, 1067, 1137-39, 1214- 
15, 12 2 3 n 1, 1287nl7 

Applied sciences, See Science(s), 
experimental
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a priori

Aristotelianism/Aristotelians, 10n4, 95, 
123-24, 127, 146, 237, 281, 
311, 448n, 593, 1103, 1219, 
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totelian/scholastic 
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Copernican

*349
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Astronomy (c o n t .)
and astrology, 5, 16-17, 63, 1144, 

1259
Brahe’s, 13n, 222-23, 270, 463, 

464, 568
Copernican (heliocentric), 13n, 17, 

20, 26, 6 8 , 84, 94, 103-6, 
108-9, 1 11-12, 132-35, 158, 
177-78, 220-23, 226, 228- 
30, 232-34, 340, 454, 567-68, 
570-71, 586, 599, 645, 944n2, 
1077-78, 1224n3, 1237-38 

and predictions, 16, 111-12, 129, 
133-34, 232, 462 

Ptolemaic (geocentric), 13n, 16- 
17, 28, 84, 94, 103-5, 108-9, 
111, 132-35, 158, 220-22, 
226, 229-30, 232-34, 340, 
454, 567-68, 586, 1071, 
1077-78, 1100, 1126, 1224n3, 
1235, 1237-38, 1245 
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376, 584, 767, 803n5, 927, 
1055, 1118-19, 1121, 1 126, 
1141, 1166-67, 1227, 1229, 
1255

logical, 294, 1059 
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Authority, intellectual, 181, 183-85, 

214, 244
’’Axiology, See Paradigm(s), Values; 

components of

’’Bayesian confirmation theory, 80nll, 
242, 332, 390, 510, 523-24, 
530, 549-50, 553-80, 587- 
605, 605n5, 606-11, 627-71 
See also Theory/Theories, 
choice, Bayesian algorithms 
for

and coherence condition, 471, 557, 
560, 577-78, 538n42, 589, 
601-3, 609, 611, 613, 615,
617, 619, 621, 623n8, 635-38, 
641, 646, 647-48, 657, 658, 
664, 667, 669

and conditionalization, 578, 588, 
597, 600-602, 636-38, 646, 
647-49, 657, 6 6 8
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637, 642, 648-50, 6 6 8  

criticized, 584-605, 646-59 
and diversity of evidence, 512, 
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and expectedness, 550, 556, 564- 
6 6 , 570, 577, 609, 633-34, 
642-44, 661, 667-68 

and ’’ likelihoods, 554, 558, 564- 
74, 577-78, 594, 597, 599, 
633-34, 638, 642-46, 648- 
49, 651, 653-54, 661, 667-68 

and old evidence, 528, 550, 599- 
604, 623nl0, 634, 643, 654, 
656-59, 669

and ’’posterior probabilities, 554, 
556, 566, 573, 577-78, 597, 
582n29, 627, 632-33, 639,
642, 644-45, 647, 661, 667- 
6 8 , 672..13

and ’ prior probabilities, 554-56, 
559-65, 570, 574, 576, 578- 
79, 582n29, 586-87, 591-95, 
597, 602, 609, 620, 627, 633- 
37, 639-48, 651-52, 657, 661, 
663, 667-68, 670, 672nl3 

and raven paradox, 608-11, 614, 
615-16, 659-63, 670 

and scientific realism, 614, 655 
subjective, 471-72, 474, 475, 

479n21, 531, 542, 587, 635- 
36, 641, 667-68

therapeutic, 550, 607-21, 659-67, 
670-71

"Bayes’s theorem, 70, 109, 464-65, 
472, 528, 549-50, 551, 553- 
59, 564-66, 568-70, 577-79, 
581 n 16, 609, 628-34, 638-40, 
642, 647-48, 661, 667-68,
797

derived, 629-31 
Belief, 20, 69, 386, 765n8 

and acceptance, 1066-67, 1069, 
1074, 1089, 1093, 1232-34, 
1241

degrees of, 471-72, 474, 558, 560, 
577-78, 585, 587-92, 598- 
604, 605n5, 607-11, 613-16, 
618-19, 621, 622n4, 628, 634, 
635-36, 638, 640, 647, 649, 
654-55, 657-60, 665-68,
670, 1067, 1200, 1235 

explanation of, 393-95, 917n,
1265

reasons for, 467-69 
in theories, 1096-97, 1235,

1241
web of, 296-99, 327-29, 335, 

373-74
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Bias, 116, 175-76, 205, 213, 252nl4 
in biology, 192-199, 206-7, 214, 

244, 245-46, 249 
elimination of, 85, 205, 245 
gender, 85, 178, 183, 192-99, 

201-7, 213-14, 244, 245-46, 
248, 249 

in physics, 206 
racist, 85, 183, 213, 244 

Biology, 33, 43, 44, 114, 151, 154, 
175, 187n5, 192-199, 203,
237, 245-46, 250, 251nl, 
252nl4, 677nl, 679-82, 776, 
797, 801, 813, 865-68, 904, 
906, 911, 991, 992-96, 1028, 
1042-43, 1049, 1074, 1095, 
1097, 1236, 1244 

molecular, 903-4, 971-73, 975- 
80, 985-86, 991-96, 1002n35, 
1028, 1030, 1035, 1037, 1042. 
See also Genetics, molecular 

Brownian motion, 164, 934-36, 1013

Calcination, 12, 771-72 
Cathode rays, 87, 123, 490-91, 537- 

38, 1156
Causation/Causes, 423-24, 503-5, 

738, 741n4, 797, 811, 814,
871, 1106, 1170, 1174, 1176- 
78, 1220, 1220n, 1262, 1282- 
83. See also Explanation, and 
causation; Necessity, causal 

composition of, 869-76 
constant-conjunction theory of, 738, 

806, 879, 1171
and explanation. See Explana­

tion^), and causation 
Hume’s theory of, 879-80, 898, 1171, 

1176, 1264, 1288-26 
and the strong programme in soci­

ology of science, 343-44, 393 
Certainty

and experimental method, 264-66, 
305, 363, 402n5

as goal in science, 22, 152-53, 237 
Chance. See Determinism/ 

Indeterminism
Chemistry, 16, 29, 33, 39, 44, 51, 72, 

89, 97, 114, 123, 142-43, 151, 
165-66, 237, 238, 257, 259- 
60, 271, 275, 313, 394, 401n2, 
865, 874, 906, 911, 919, 976, 
988, 990-91, 1002n34, 1005, 
1007, 1028, 1049, 1056-57,

1118, 1 1 2 1 , 1126, 1128, 1180- 
81, 1182, 1266. See also Oxy­
gen theory of combustion; 
Phlogiston theory of combus­
tion; Revolution, chemical 

explanation of qualities in, 92, 98, 
99, 104, 114-15, 165-66 

Cognitive science, 179 
Coherence, 129-31, 134-35, 345, 

618, 917
Cold fusion, 468-69, 472 
Comets, 24-25, 6 6  

Communication, 124 
between rival theories, 117, 135, 

136n5, 173
Community, scientific, 41, 84, 8 8 , 95, 

98-99, 102, 110, 112-13, 141, 
144, 151, 158, 173, 174-76, 
179-80, 181-86, 205-6, 214, 
245, 248-50, 251n2, 310, 
338-39, 552, 829, 831, 1097, 
1173, 1192

Conditionals, subjunctive/°counterfac- 
tual, 821-22, 830, 832-33, 
838, 841, 851-52, 854-55, 
859, 873, 882-83, 885, 976, 
1032, 1070

Confirmation, 31, 40, 43-44, 73-74, 
78, 79, 83, 135, 203-4, 229, 
238, 241-42, 247, 257, 292- 
93, 295, 329, 351n25, 361,
367, 383, 389-90, 409, 421, 
445-453, 488, 502, 504, 510- 
38, 540-43, 549-50, 556, 577, 
584-85, 587, 619-20, 623n9, 
635, 666-67, 871, 923, 925, 
927, 938, 941-42, 943, 953, 
1096, 1118, 1200, 1203, 1231, 
1285nl. See also Evidence; In­
duction; Prediction(s); Testing/ 
Test(s); Theory/Theories, 
empirical support for; Theory/ 
Theories, theoretical support 
for

absolute criterion of, 546n23 
and accomodationism, 514-15, 

525-26
a priori theories of, 482, 534, 541, 

557
and background beliefs, 180, 195, 

203-4, 214, 240-43, 424, 449, 
479n21, 554, 556, 580,
582n27, 609, 622n4, 633, 
656-57, 673n31, 700. See also
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Confirmation (cont.)
Evidence, and background in­
formation; Hypotheses, 
auxiliary

Bayesian. See Bayesian confirma­
tion theory

bootstrap, 204, 469-70. 482, 588, 
646-47, 655, 661 

and converse consequence condi­
tion, 517, 541, 844nl0 

degrees of, 390, 458, 524, 550, 557, 
608-11, 616. 627, 639, 645, 
654, 661, 665, 6 6 6 , 670, 689- 
90, 708, 711, 782 

and entailment of evidence, 515, 
553, 594, 638, 653, 658, 669 

and equivalence condition, 546n22 
and explanation. See Explana­

tion^), and confirmation 
and formalism, 514-16 
functions, 608, 617, 619, 6 6 6 , 670 
and historical circumstances, 

547n34, 602-3
hypothetico-deductive, 204, 422- 

23, 482, 518, 541, 549, 559, 
579, 593, 598-99, 603, 627, 
638-40, 655, 659, 661, 6 6 8 . 
See also Induction, hypo­
thetico-deductive model of; 
Hypothetico-deductive model 

induction, 384, 389, 400, 420n5, 
409-10, 469, 505, 509, 510, 
516-17, 531, 540, 638, 640, 
645, 708, 1122 

instantial model of, 502-3 
by "new” evidence, 166, 239, 332, 

402n5, 410, 417-18, 450-51, 
460-63, 512, 525, 527-31, 
535-36, 538, 621. See also 
Prediction(s), novel; Predic- 
tionism/Predictivism 

objectivity of, 613, 616, 665 
and observation, 29, 220, 1060 
paradoxes of, 550, 608, 618, 660, 

666
by positive instances, 5-7, 8 , 63, 

337, 388, 389-90, 406n31, 
420-22, 435, 502-3, 518, 542, 
591, 660, 673n31, 821, 827, 
838. See also Induction, enu- 
merative; Induction, straight 
rule of

positivist account of, 172, 240, 367 
and prediction, 2 1 2 , 2 2 0

and probability, 506, 541 
and raven paradox, 421-22, 503, 

527, 546n22, 550, 608-11,
614, 615-16, 659-63, 670 

"revelance criterion of, 464-65, 
471, 478nl0, 527-28, 597,
619, 627-28, 654, 656, 658, 
660, 665, 667, 834, 844nl0 

"satisfaction criterion of, 2521 1 12, 
482, 517, 627

and special consequence condi­
tion, 516-18, 541, 546n23, 
844nl0

of statistical theories, 303, 536, 553, 
611, 621, 638, 6 6 8 , 672nl3 

of synthetic statements, 296 
and tacking paradox, 64, 422-23, 

503, 544nl0, 587, 597, 639, 
1092

of universal generalizations, 833-37 
and variety of evidence, 511-12 

Consensus, 240
formation of, 144, 146, 147-48,

150, 155-56. 158, 244, 496-
97

objectivity as, 109-110, 227 
truth as, 20, 69, 245 

Consistency, 636, 1021
as criterion for theory assessment, 

103, 105, 111, 116, 129, 158, 
168nl2, 177-78, 182, 228-29, 
238, 247, 338-40, 362, 391, 
406n33, 552, 562, 576, 577- 
78, 583-42, 618, 640, 642, 
645-46, 6 6 8 , 917, 1109 

Contextualism, 213 
"Conventionalism, 7, 8 , 306-9, 311, 

312, 362, 364, 398, 508, 540, 
808, 813, 1067, 1198-99,
1210, 1270

Conventions, 306-9, 312-13, 364, 
370-71

Convergent realism. See Realism, 
convergent

Conversion, 23, 117, 119, 120-21, 
139, 141, 155, 218-19, 227 

Corpuscles. See Mechanico- 
corpuscularianism 

Correlations, statistical, 74 
"Corroboration, 7, 33, 390, 431, 435— 

43, 463, 505, 508-10, 540,
113 3 n 10

Cosmology, 187n7, 341-42 
Craniometry, 196
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Creation, divine, 41-42, 50, 57-58,
75

Creationism. See Creation-science 
Creation-science, 1, 58, 41-45, 48- 

52, 54-55, 57-60, 65-66, 75- 
77

trial (McLean vs. Arkansas), 2, 38, 
46nl0, 48, 54-58, 60, 80n6, 
75-76, 184

Criteria of theory choice, 14, 103-18, 
120-35, 155, 164, 171, 173, 
186, 187nl3, 212, 224-26, 
243-44, 248, 338-40, 342,
345, 386, 392, 395, 399, 410, 
445-58, 510-24, 540-42, 
552-53, 574-77, 640, 645, 
1109-10, 1139, 1246. See also 
Methods/Methodology; Values 

as algorithms/rules, 107, 109-12, 
135, 157, 224, 238. See also 
TheoryATheories, choice of, 
Bayesian algorithms for 

ambiguity of, 107, 111, 156-60, 
220, 225-26, 339 

changes in, 1 14-15, 121-29, 220, 
225, 231, 238

disagreement about, 162, 225-26, 
235-36

extraempirical, 135, 343, 395 
imprecise and conflicting, 103-5, 

110-12, 157-59, 160-61,
182, 212, 220, 226, 238, 391, 
552-53

incomplete, 106-7, 111, 113, 120, 
153-54, 156, 157-58, 249,
391

objective (shared) vs. subjective (in­
dividual), 105-10, 112-13,
1 16, 121, 157-59, 163,
168n 12, 214, 225-30, 231-32, 
250, 339

and truth, 212, 232-34 
and underdetermination. See Un­

derdetermination, of theories 
by methods/evidence

as values, 110-15, 117, 120, 124, 
125-35, 141-56, 157, 160, 
162, 163, 167n2, 169n38, 173, 
212, 224, 227-233, 235. See 
also Values, cognitive 

Criticism, 26, 175-86, 214, 243, 925, 
936, 942

of background assumptions, 85,
178, 184, 186

and objectivity. See Objectivity', and 
criticism

response of community to, 181, 
182-83, 214, 244

standards of, 181, 182, 214, 243-44 
transformative, 178, 181, 243 

Crystallography, 276

Darwinism, 106, 118n8, 153, 154,
194, 225, 251 n 1, 697-98, 775, 
1084, 1099-1100, 1138-39, 
1147, 1219, 1240, 1245, 1254,
1279-82

Darwin’s finches, 43 
"•Deduction, 416, 422, 427, 430, 495- 

96, 507, 540, 543n2, 564, 576, 
584-85, 638, 6 8 6 , 689-90, 
695, 697, 707-8, 711, 717n2, 
735, 756, 767, 770, 779, 829, 
836-37, 874, 884, 906, 909, 
976, 1007. See also Explana­
tion^), deductive-nomological; 
Explanation(s), deductive- 
statistical, Reduction(s), and 
logical derivability 

justification of, 414, 500-501 
Deductivism, 21-22, 69, 77, 82n20,

15In, 323-24, 363, 401nl, 
428, 431 i t 5, 435, 443, 732-33, 
879, 1146. See also 
Falsificationism

Definition(s), 271, 369, 891, 1228 
and analytic truths. See Analytic- 

synthetic distinction 
"•bridge laws as, 913, 1010, 1022 
as explications, 283-84 
in formalized systems, 284-85 
hypotheses as, 271-72, 306, 364,

398. See also Conventionalism 
stipulative, 284
and synonymy. See Synonymy, and 

definition
"•Demarcation of science from 

pseudoscience, 1-82 
criteria of, 2, 4, 7-9, 14-17, 17n, 

22-26, 27, 29, 31-35, 39-41, 
46n9, 48, 52, 54, 55-57, 63- 
79, 8 I1 1 I8 , 128, 215, 505 

problem of, 9, 20, 23, 26, 34-35, 
55, 71

social/liistorical dimension of, 2 ,
27, 32, 33-34, 72, 78 

Demonstration (proof), 21, 69, 102, 
125, 133-34, 772
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Demonstration (proof) (coni.) 
direct, 266

vs. probability, 22, 69-70, 152-53 
by reduction to absurdity, 261, 264

"Determinism/Indeterminism, 741n4, 
749, 761-62, 764nl, 927,
1081, 1105-6 

biological, 192
and probabilistic explanation, 746, 

752-53, 756-57, 761, 791- 
94, 797-98, 801-2

Disciplinary matrix. See Paradigm(s), 
as disciplinary matrices

Disconfirmation, 292-93, 295. See 
also Confirmation;
Falsification

Discovery, 90, 258, 943, 1065 
* context of, 107-9, 113, 172, 193- 

94, 200, 203, 207, 240, 248, 
250, 410, 429-30, 502, 504, 
538, 544n7, 579, 638, 1053. 
See also Theory/Theories, gen­
eration of

logic of. See Logic, of discovery' 
rational reconstruction of, 429

‘ Dispositions, 821-22, 854, 861, 897, 
899

Duhem problem, 639-40, 668
Duhem thesis, 255, 302-4, 31 1, 313- 

14, 317, 374, 381. See also 
Duhem-Quine thesis; Holism; 
Quine thesis; Under­
determination

"Duhem-Quine thesis, 195, 197, 246, 
255-56, 260-64, 270, 273, 
277, 295-97, 302, 314, 317, 
327, 330, 342, 344, 350nl9, 
376, 379, 381-82, 397, 399. 
See also Duhem-Quine thesis; 
Duhem thesis; Underdeter­
mination

Dutch book arguments, 560, 590-91, 
615, 635, 637-38, 647-48, 
665, 667-68

Dynamics, 89, 90. 91-94, 96, 269- 
70, 568

Earth, the, 268, 567 
age of, 75, 341 
rotation of, 108, 474 
shape of, 165, 341-42, 353n51, 

392-93, 401
Eclipse, observations of 1919, 4, 6, 12, 

25,63,466, 477n7,529, 600

Electricity, 89, 97, 114, 123, 178,
561n, 680, 868-71, 896, 899, 
1121, 1126

Electrodynamics, 229, 310-11, 363, 
577, 915, 1011, 1158-59,
1190

Electromagnetism, 1159, 1165, 1168- 
10

theory of, 98-99, 123, 382,
547n38, 847, 906, 911, 915, 
1019-20, 1092, 1167nl0. See 
also Optics, and electromag­
netic theory

Electrons, 1153-65, 1167, 1 175, 
1177-78, 1181-82, 1201, 
1214-16, 1230, 1262-63, 
1265-66, 1270, 1275, 1282- 
83

Embryology, 768, 994, 996, 1120, 
1182

"Empirical adequacy, 129-30, 182, 
236, 247, 338, 618, 1050,
1067, 1069, 1075-78, 1089- 
90, 1092, 1095, 1105-6, 1109, 
1 147, 1233, 1235-38, 1240, 
1241-42, 1244, 1253-54, 
1257, 1259-60, 1278-79, 
1281, 1286n5. See also accu­
racy, predictive

and truth, 1088, 1094, 1096, 1109,
1112n7, 1207n27, 1210, 1241, 
1272

Empirical content. See Empirical 
significance

Empirical method, 4, 63, 933, 936. 
See also Empirical world

and objectivity, 180, 220
Empirical significance, 296-97, 371, 

375, 522-24, 542, 763, 770, 
780, 799, 813-14, 903, 934, 
936-37, 1019

unit of, 296, 314, 374-76, 399
Empirical world, 39, 76
"Empiricism, 139, 151, 173, 177,

292, 294, 296, 312, 366-68, 
830, 871, 887-88, 897, 922- 
23, 925-28, 931-32, 936, 941, 
943-44, 944n2, 1011-12, 
1014, 1018, 1020-21, 1040, 
1049-50, 1056, 1060, 1106, 
1139, 1198-99, 1223n2, 
1227-28, 1229-30, 1242,
1243, 1267, 1270, 1277-78, 
1284
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“constructive, 1050, 1064, 1069, 
1083, 1089-90, 1093, 1098, 
1106, 1110-11, 1166, 1175, 
1188, 1198-99, 1207-27, 
1232-36, 1241-44, 1267, 
1272, 1278-80

dogmas of, 280, 292, 295, 312, 
366-67, 399, 402nll 

feminist, 199, 205, 246-47, 249, 
250-51

“logical, 119, 312, 370, 427n, 550, 
551-52, 577, 579-80, 640, 
6 6 8 , 923, 926, 1011, 1039, 
1052n, 1227-29, 1232-34, 
1254, 1277-78, 1285nl 

nondogmatic, 925, 1011 
strict, 1090, 1093

Energy, conservation of, 89, 90-91, 
106, II 8 .1 8 , 682, 747n, 1165 

Entelechy, 676, 679-82, 768-69 
Epistemic values. See Values, 

cognitive
“Epistemology/Epistemologies, 164, 

167, 171, 320-21, 351n27, 
611, 618, 659, 6 6 6 , 903, 1067, 
1101, 1114-17, 1125, 1132, 
1136, 1166, 1170, 1173, 1180, 
1203

normative, 321, 325, 327 
standpoint, 199-200, 206, 246-47, 

249, 250-51
Equivalence, principle of, 449n 
Essences/Essential properties, 95, 281, 

856-58, 892-96, 898 
Essentialism, 857-58, 893, 895, 898, 

1102-5, 1113nl3, 1212 
Ether theories, 13n, 82n20, 98, 178, 

359, 490, 571-72, 645, 767, 
803n5, 1118, 1120-21, 1127- 
28, 1141-42, 1190, 1248,
1255

“Evidence, 83-84, 108, 164, 171,
177, 185, 238, 247, 255, 345, 
445, 460-76, 477n2. 481-91, 
525-38, 541-43, 585-86,
665, 938, 1122, 1172. See also 
Bayesian confirmation theory; 
Bayes’s Theorem; Confirma­
tion; Testing/Test(s) 

and background information, 178— 
80, 186, 194, 195, 203, 214, 
240-43, 250. See also Confir­
mation, and background 
beliefs; Hypotheses, auxiliary

changes in standards of, 123-24 
and confirmation, 44, 85nl, 627 
“contextualist analysis of, 85, 173, 

179-80, 214, 240-42, 246, 
250, 547n35

empirical completeness of, 485-88, 
535

entailed by rival theories, 323, 384— 
85, 390, 423, 553, 594, 638, 
1049

“expert-relative” concept of, 473- 
75, 531-33, 542

expectedness of. See Bayesian con­
firmation theory, and 
expectedness

and explanation. See Explanation, 
and evidence 

and falsification, 56 
“historical thesis of, 410, 418, 451, 

461, 466-67, 470-71, 475, 
481-82, 484-86, 487, 525, 
531-35, 542-43

impersonal conception of, 467-75, 
531-33, 542-43, 547n35 

objective vs. nonobjective concepts 
of, 411, 469-75, 482, 531-33, 
542-43

as objects and as statements, 241 
old, “problem of. See Bayesian con­

firmation theory, and old 
evidence

positive-relevance view of. See Con­
firmation, relevance criterion 
of

precision of, 410, 449, 512 
and prediction. See Prediction, and 

evidence
and probability, 22, 69-70, 541,

707
quantity of, 410, 445-46, 511, 540, 

611, 621
rejection of, 41, 326-27 
relations of theories to, 85nl, 214, 

220, 323-25, 328-35, 383-89 
relevance of, to hypotheses, 178—

79, 203, 550, 587, 593, 597- 
604, 646-47, 650, 654-55,
669

reliable, 530-31
and selection procedures, 483-86, 

488, 490-91, 534-38, 543 
subjective Bayesian concept of. See 

Bayesian confirmation theory, 
subjective
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Evidence (cont.)
total, requirement of, 618, 711-13, 

718n3, n7, 782-83, 1076 
variety of, 339, 410, 417, 446-449, 

458, 483, 511-12, 524, 540, 
549, 593, 608, 611, 612-13, 
621, 622n7, 646, 650, 659, 
663-64, 670

Evolution/Evolutionarv theory, 8,
18n 17, 38, 41, 43-45, 51, 52, 
55, 58, 65-66, 75-76, 154, 
184, 194-95, 430n, 680, 697- 
98, 775-76, 797, 1149, 1260, 
1288n25 See also Darwinism 

Exemplars. See Paradigm(s), as 
exemplars

Experience, 63, 128, 176, 923, 101 1, 
1018, 1049-51, 1227 

germaneness of statements to, 297 
immediate, 293-95, 367, 820, 1227 
and induction, 129-30 
and knowledge, 296 

Experiment(s), 4, 11, 21, 43, 69, 96, 
100, 1 59, 171, 174-75, 177, 
211, 220, 257-66, 270-79, 
302, 307, 355-62, 364-65,
376-77, 383-84, 397, 411, 
424, 543, 829, 917, 923, 981, 
1089, 11 53-55, 11 56-58, 
1160-65, 1167n3, 1168nl0, 
nl3, 1169, 1171, 1176-79, 
1180, 1261-67, 1282-83 

on beta rays, 24n 
on calcination, 12, 97n 
on cathode rays, 87, 123, 490-91, 

537-38, 1156, 1160 
on cold fusion, 469 
on collisions, 96
’ crucial, 22-23, 26, 71, 108, 166, 

220, 264-66, 278, 304-6, 310, 
313, 359-61, 392, 397-98, 
925, 936

on deflection of magnetic needle,
560-61

double slit, 40, 380 
error in, 272-74, 537-38, 1 162 
explanation of, 1178, 1182 
as intervention, 1156-57, 1169, 

1174-75, 1183, 1261-64 
methodological rules for, 257-59, 

355
Michelson-Morley, 13n, 178, 184 
on parity conservation, 13, 67 
with PEGGY II, 1 158-65,

1168n 10, 1263, 1265, 1267, 
1282

on polarized light, 261-62, 265,
359

Puy-de-Dôme, 448-49 
on rhesus monkeys, 204 
theory-dependence of, 259-64, 

356-58, 376-77, 913, 1169, 
1177, 1183, 1264, 1266, 1283 

of testing, 260-63 
torsion balance, 565 
on velocity of light. See Light, ve­

locity of
Experimental apparatus, 122-23, 

259-60, 272, 356-58, 376- 
77, 1056, 1095, 1157-64,
1171, 1177-78, 1263, 1265, 
1267, 1277-78, 1282

Experimental realism, see Realism, 
experimental

Experimental sciences. See Science(s), 
experimental

Explanation(s), 31, 65, 79, 83, 124, 
129-30, 185, 225, 329-30,
386, 461, 526, 598, 675-802, 
873, 875, 905n, 976, 990, 
993-94, 1033, 1038, 1069,
1078-79, 1088, 1099-1111, 
1148-51, 1153, 1169, 1199, 
1227, 1263, 1287n 12. See also 
Inference, to best explanation 

adequacy conditions for, 769-72, 
780, 794-96

as aim of science, 40, 236, 436,
439, 443, 675, 768, 770, 1238 

as arguments, 77, 675-77, 685-86, 
695, 732-36, 756, 767, 770, 
779, 785, 788-89, 791, 794- 
95, 799-801, 911, 957, 1006, 
1108, 1148-49

and causation, 133-34, 225, 234, 
677, 687-88, 697, 722-23, 
728-32,739,741n4, 742nl5, 
746-48,756,761,770-71,777, 
785,787-88,791,796, 
800-802,869, 876,1106,
1179

and confirmation, 513-15, 526, 
528-531, 541, 835-38, 842, 
1149. See also Explanation(s), 
and evidence; Explanationism 

’ covering-law models of, 675-77, 
686, 691, 785, 790, 799, 874, 
978, 1148-49, 1285nl. See
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also Explanation(s), deductive- 
nomological; Explanation(s), 
laws in

“deductive-nomological, 77, 676, 
686-94, 695-96, 700, 702-3, 
706, 709, 715-16, 720-38, 
746-48, 751, 754, 756-57, 
767-74, 779-80, 785, 789- 
91, 793, 796, 799-800,
803nl0, 903, 907-8, 911, 913, 
926, 950, 953, 957, 976, 1006, 
1008-9, 1039, 1044n6, 1148- 
50, 1260, 1282. See also Ex­
planation^), covering-law mod­
els of

deductive-statistical, 706, 715-16, 
750-51

and description, 698, 806-7, 1104, 
1108

“D-N-P model of, 677, 752-64, 
790-91, 794, 796-99, 801

elliptical, 691-92, 772
‘'epistemic conception of, 799-800, 

802
epistemic relativity of, 715-16, 751, 

758-60, 780, 784, 793, 800- 
802

and evidence, 329, 411, 460-67, 
477n3, 479n23, 481-82, 486-
90, 525-31, 534-35, 543,
1109. See also Explanation(s), 
and confirmation; Explana- 
tionism

and generality, 737-38
and high probability requirement, 

690, 696-97, 704n6, 706, 
750-52, 762-63, 775, 779- 
81, 791-92, 794, 799, 800- 
801, 1148-49

“inductive-statistical, 676, 691, 
706-16, 720, 725, 733, 750- 
52, 759, 764, 767, 770, 774, 
775, 777, 779-84, 786, 790-
91, 793, 799, 800-801, 1148- 
49, 1260. See also Explana­
tion^), probabilistic

inference to best. See Inference, to 
best explanation

and irrelevance objections, 676-77, 
720-25, 727-28, 730-31, 
784-88, 800

of laws, 686-87, 696, 720-21, 
742n9, 771, 774, 785, 906,
908, 910-11, 976

laws in, 39-40, 42-43, 48, 50, 55,
76-77, 675, 678-82, 685-90, 
692, 694n2, 695, 697, 702-3. 
716, 722-23, 727, 729, 731, 
733-36, 739-41, 747-50,
754, 757, 761, 767-71, 777, 
779-80, 785, 789-90, 794, 
796, 799, 800-801, 805, 806- 
7, 829-30, 836-37, 846, 869, 
871, 875-76, 896-97, 945n6, 
987, 1108

narrative, 1 149-51, 1260-61, 1282 
“ontic conception of, 802 
partial, 692-94, 736, 773 
and prediction, 40, 129, 133-34, 

228, 232-34, 611, 676, 695- 
703, 724, 742nl 5, 747-48, 
762-63, 769, 773-79, 782, 
792, 798, 799-800 

probabilistic, 688-90, 693, 698, 
709-10, 746, 748-49, 754, 
756-58, 763-64, 782, 791- 
93, 798, 801-2. See also De­
terminism, and probabilistic 
explanation, Explanation(s), 
deductive-statistical; Explana­
tion^), D-N-P model of; 
Explanation(s), inductive- 
statistical

and problem of ambiguity, 676, 
709-11, 714-15, 718n3, n7, 
750, 780-83, 791-92, 800, 
803nl0

and properties, 737-39, 789-90 
and reduction. See Reduction(s), 

and explanation
reductive, 903, 906, 908-10, 912, 

915, 926, 972, 1005-6, 1011, 
1016-17, 1023-25, 1030, 
1032, 1041-42, 1044. See also 
Reduction(s), and explanation 

and specificity requirement of max­
imal (RMS) 676-77, 712-16, 
718n3, n5, n7, 750-51, 758- 
60, 780-81, 783-84, 786-87, 
791-93, 800

role of, in science, 1241, 1242 
of scientific beliefs, 393-95 
self-evidencing, 699-701, 776-77 
single-statement view of, 677, 732, 

735, 788-90, 800 
sketches, 693-94, 773 
statistical-relevance view of, 1149- 

51, 1260, 1282
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Explanation(s) (cont.)
and "structural identity thesis, 676, 

695-703, 724, 762, 769, 773- 
79, 782, 790, 799 

and 'symmetry objection, 720, 
725-28, 773-74, 787-88, 
790-91, 799, 1106, 1113nl4 

of theories, 926, 950, 953, 1007, 
1109

and total evidence requirement. See 
Evidence, total, requirement of 

and truth, 134, 462-63, 525-27, 
751, 759, 764, 770-72, 780, 
867, 1101-2, 1106-7, 1109, 
1129-31, 1149, 1188, 1190- 
92, 1202, 1205n5, 1268 

ultimate, 1102-6
"Explanationism, 411, 487-89, 514- 

15, 525-33, 535-36, 542 
and historical thesis of evidence, 

411, 481-82, 485
Explanatory power, 328, 384, 388-89, 

395, 400, 585, 598, 721, 800, 
807, 837-38, 869, 903,
1000n20

as criterion for theory assessment, 5, 
32, 98, 129-30, 133-34, 212, 
225-26, 232-34, 383, 386, 
654-55, 767, 1066, 1077,
1106, 1109, 1118, 1233, 1237 

and factual content, 869, 896 
and predictive accuracy, 104

"Extensions), 839, 886-87, 893, 914, 
1010, 1037. See also Mean- 
ing(s), and extension 
(reference)

Extensionality, 839, 843n5, 886-87

Fallibilism, 1 52-53, 237 
about knowledge, 323

Falsifiability, 6-7, 15, 221-22, 255, 
307, 327-28, 353n49, 398, 
511-12, 813

criterion of, 2, 7-9, 22-23, 27, 29, 
30-31, 40, 43-44, 46n9, 48- 
49, 51, 52, 59, 63-69, 71, 72, 
76-78, 505, 527. See also 
Testability

logical vs. prescriptive/methodologi- 
cal, 64-65 

of physical laws, 303 
and simplicity, 410, 456-57, 522— 

23

Falsification, 24, 79, 185, 247, 261, 
303, 355, 366, 431, 463, 527, 
660, 936. See also Reduction 
ad absurdum

"ambiguity of, 195, 246, 261-63, 
273, 277, 302-304, 309, 326, 
327, 3 56-57, 366, 374, 376, 
382, 397-98, 582n27 

and evidence, 463 
of generalizations by counterexam­

ples, 435
impossibility- of, 30, 221-22, 255, 

323, 326, 356, 359-65, 376, 
398

rule of, Popperian, 326, 327, 332, 
335, 3 52n49, 386-87 

saving of theories from, See Theo­
ries, retention of, in the face 
of evidence

"Falsificationism, 410, 430-31, 463, 
505, 507-10, 540, 542, 549, 
1187. Sec also Falsifiability, 
criterion of

Feminism, 199, 206, 247-48, 250, 
253nl7. See also Empiricism, 
feminist; Epistemology, stand­
point; Postmodernism, 
feminist; Science, feminist 
critiques of

Fertility'. See Fruitfulness
Field theory, 65
Flood, Biblical, 41, 49, 50-51, 58- 

59, 75, 77, 1 126
Forces, 867-71, 873, 896-97, 899,

901 n 11, 940, 1069, 1159,
1227

Formalism. See Confirmation, and 
formalism

Freudianism. See Psychoanalysis
Fruitfulness, 103, 114, 117, 120, 125, 

129-30, 135, 157, 182, 230, 
232-34, 247, 251n8, 339, 391, 
395, 552, 576-77, 640, 645- 
46, 668, 1128

Gases, kinetic theory of, 911-12, 914, 
957, 972, 997n7, 1005, 1008, 
1010

Gender, 200, 206, 247 
bias in science. See Bias 
differences in intelligence, 192,

194, 196, 246
ideology, 192-93, 195, 197, 203-4
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Generality, 211-12 
Generalizations, 69, 185, 212, 216, 

382, 736, 739-40, 749, 814, 
848, 1080, 1182. See also Hy­
potheses; Law(s)

inductive, preferences among, 435- 
42

Genes, Mendelian, 1175, 1181, 
1251-52, 1255, 1266 

Genetics, 51, 247, 253nl7, 690, 779, 
797, 847, 971, 972, 993, 1005, 
1029, 1181, 1251-52 

classical, 903-4, 971-92, 994, 
1028-38, 1042-44 

Mendelian, 20, 26, 40, 971-80, 
1028, 1251-52, 1255. See also 
Law(s), Mendel’s 

molecular, 971-80, 982, 985-96, 
998n9, 1028-38, 1042-44, 
1251-52, 1266 

population, 39 
Geometry, 222, 381

analytic or synthetic?, 368-70 
Euclidean, 315-17, 364, 370, 377, 

520
non-Euclidean, 316-17, 370, 377, 

520
pure vs. empirical (interpreted),

370, 403nl3
reduction to absurdity in, 264,

266
Gestalt switch, 119, 121, 139, 141, 

144, 154, 218, 227. See also 
Conversion

Good sense, 278-79, 309-11, 314, 
316, 364, 375-76, 381, 398 

Gravitation/Gravity, 29, 51, 449n,
559, 561n, 586, 680, 796,
1016, 1061, 1103-4, 1113n 13, 
1121, 1159, 1176 

Cartesian theory of, 392 
explanation of, 96-97, 99, 15 In, 

225, 1102-4
law of. See Law(s), of gravity 
theory of,

Einstein’s, 4-7, 8, 99, 251 n7, 
599, 1194, See also Relativity 

Newton’s, 10n4, 20, 23-24, 63, 
67, 68, 69, 70, 71, 225, 266- 
70, 303-4, 308, 357, 363-64, 
375, 392, 398, 447, 451-52, 
457, 461-62, 513, 517, 531, 
565, 584, 599, 655, 687, 908-

10, 929, 1007-8, 1015, 1040,
1046n 15, 1091-92, 1102-4

Grue. See Induction, new riddle of

Heat, 114, 682, 1126 
caloric theory of, 90, 9In, 1126,

1 141-42, 1173, 1255 
kinetic theory of, 113, 682, 906-7, 

911, 927, 935-36, 1005-6, 
1013, 1023, 1045nl2, 1119- 
21, 1166

Heuristics, 24, 216-17, 579, 950,
953, 956, 960, 967n5, 1024, 
1053

Historical context of theories, 2, 32, 
33-34, 135

Historical thesis of evidence, see evi­
dence, historical thesis of

‘ Holism, 171, 185, 204, 330, 561n., 
647, 1122. See also Duhem- 
Quine thesis; Duhem thesis; 
Paradigm shifts, holistic view 
of; Paradigm(s), holistic char­
acter of

and Duhem-Quine thesis, 255, 295— 
96, 313, 315, 317, 346-47, 
350nl9, 356-58, 360-61, 
363-64, 366, 374, 381, 383, 
386, 397-400, 401n2, 402n8 

and egalitarian thesis, 325, 340 
and Quine thesis, 404nl7 
scope of, 374-76, 398 
and theory-ladenness of observation, 

358
and underdetermination, 348n9

Homology, 43, 76
Hydrogen

atom, Bohr’s theory of, 452, 516, 
951

emission spectrum of, 450-51, 452, 
512, 516

‘ Hypothesis, 185, 263, 273, 355, 426, 
510-11. See also Theory/ 
Theories

ad hoc, 7, 43, 74, 129, 133-35,
278, 362, 549, 568, 571, 587, 
593, 611, 621, 646, 1 130, 1181 

auxiliary, 7, 24, 25, 71, 195, 203-4, 
261-62, 303-7, 327-30, 356- 
58, 360-62, 365, 375-77, 383, 
388-89, 398-400, 553, 568, 
570-71, 577-78, 582n27, 698, 
823, 837, 1142, 1149
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"Hypothesis (cont.) 
catchall, 556, 562, 566, 568- 

70, 572-75, 578, 643-44,
657

confirmation of. See Confirmation, 
Evidence

conflict of, with established theory, 
452-53

corroboration of See Corroboration 
credibility of, 452, 457-58, 523-24 
fundamental, how refuted. See 

Testability, of fundamental 
hypotheses

genetic, 983-84, 1035, 1043 
high-level vs. low-level, 382, 675, 

916, 1182, 1266
isolated. See Testability, of isolated 

hypotheses
Newton’s rejection of, 21, 69, 

82n20, 150-51, 266, 941, 
1103-4, 1146

predictive content of, 434, 437, 442 
probability of, 457-58, 464-65,

471
testing of. See Testing/Tests, of 

theories
theoretical support of, 451-53

*Hypothetico-deductive model, 46n8,
1 35, 1 5 1, 332, 341 n27, 410, 
507, 525, 549, 553, 638-40, 
655, 672nl9, 1145-46, 1259. 
See also Confirmation, hypo­
thetico-deductive; Explanation, 
hypothetico-deductive; Induc­
tion, hypothetico-deductive 
model of

Idealism, 561n, 678-79, 905, 1055, 
1091, 1095, 111 ln3, 1112n7, 
1166, 1174, 1198-99, 1219- 
21, 1229, 1270, 1276

Idealization, 124, 964, 970n36, 1025, 
1171

"Identities/Identification(s), 858, 957— 
60, 974, 1026-27, 1039, 1042 

empirical discoverv of, 891, 914- 
15, 1011

Impartiality, and sociology of science, 
393

4 Incommensurability 
and meaning variance, 117, 916- 

20, 929-32, 939-41, 1156 
of parachgms/theories, 117, 119— 

122, 125, 131-32, 135, 139,

144, 155, 159, 167, 185, 222- 
24, 231, 575, 580, 916-20, 
929-32, 968nl2, 1156, 1172- 
73

and realism, 131-32, 135, 1201
Indeterminism. See Determinism/ 

Indeterminism
Individualism, 158, 173, 175, 186,

193, 205, 240, 248
"Induction, 4, 63, 112-14, 128, 150- 

51, 184, 232, 266-69, 283,
362, 409-10, 412-28, 431, 
437, 451, 495-506, 516, 538- 
39, 576, 652-53, 689-90, 694, 
695, 697, 707, 711, 750-51, 
763-64, 1179, 1259. See also 
Confirmation; Evidence; 
Inference, probabilistic/statisti- 
cal; Logic, inductive 

and arguments from analogy, 495— 
96, 538, 564, 576 

and causal inference, 1176-77, 
1264, 1283 

causal model of, 502 
and circularity, 414-19, 427-28, 

497-500, 505, 539 
conservative (“More of the Same”), 

416-17, 418, 420, 423, 499- 
500, 501-2, 542. See also In­
duction, enumerative; Induc­
tion, straight rule of 

deductive invalidity of, 498-99, 538 
and discovery, 409-10 
eliminative, 151, 504, 531, 663 
and entrenchment, 390 
enumerative, 151, 391 
and explanation, 767, 791-92 
to generalizations, 363-64, 409, 

495-96, 498, 1189, 1268 
Humean problem of, 128, 390,

410, 415-18, 427, 497-501, 
505-6, 539, 848-49, 1145

hvpothetico-deductive model of,
422-23, 502-3. See also Con­
firmation, hypothetico- 
deductive; Hypothetico- 
deductive model

instantial model of, 420-22, 501-3 
new riddle of, 336-38, 389-91, 

400-401, 421, 422, 405n28, 
503, 544n8, 550, 611, 617,
849

Newton’s method of, 266-70 
paradoxes of, 336
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to a particular, 495, 497-500, 653 
Popper’s rejection of, 406n31, 410, 

426-28, 434, 505-6, 509, 514,
522, 527, 640

pragmatic problem of, 434, 440 
pragmatic vindication of, 520, 539, 

542
principles of, 413-23, 427-28, 

495-97, 499, 505-6, 538-39, 
1176, 1264

problem of. See Induction, and
problem of justification; Induc­
tion, Humean problem of 

and problem of description, 410, 
412, 414, 417, 418-25, 495- 
97, 501- 5, 538-39 

and problem of justification, 339, 
390, 410, 412, 414-19, 425, 
426-28, 434, 439, 495-501, 
505-6, 521, 538-39, 618, 942, 
1015, 1 145, 1147, 1201-2, 
1259, 1264, 1268 

revolutionary (“Time for a
Change”), 416-17, 418, 420, 
500

and statistical syllogism, 495, 498, 
538

straight rule of, 336, 520-21, 542. 
See also Induction, conserva­
tive; Induction, enumerative 

and uniformity of nature, 416, 443, 
499, 543n3, 506

Inductive logic. See Logic, inductive 
Inductive support. See Confirmation 
“ Indue tivism/Anti-inductivism, 150— 

51, 355, 363, 398, 41 lnl ,  
431n5, 434, 442, 443, 505-10,
523, 527, 542, 549, 941 

Inertia, principle of. See Law(s), of
inertia

Inference, 323, 412-14, 510, 579,
592, 620, 635, 648-49, 1169, 
1203, 1211, 1263. See also 
Law(s), as rules of inference; 
Logic; Methods/Methodology 

ampliative, 323, 325-26, 336, 383- 
84, 386, 390, 409, 495, 540, 
1146, 1259-60. See also In­
duction; Method(s)/Methodol- 
ogy, ampliative

” 1 0  best explanation (abduction), 
462, 498-99, 502, 525-26, 
543n2, 1050, 1075-77, 1095- 
96, 1164, 1177, 1179, 1188,

1203, 1236-37, 1242, 1259, 
1264, 1271, 1279. See also Re­
alism, and inference to best 
explanation

causal, 423-24, 503-5 
deductive. See Deduction; Logic 
inductive. See Induction 
nondeductive. See Inference, 

ampliative
principles/rules of, 413-14, 415, 

417-18, 584, 1108, 1199, 
1236-37, 1279. See also 
Induction, principles of;
Law(s); Logic

probabilistic/statistical, 549, 559,
587, 666, 703, 750-52, 1162, 
1177, 1190

Infirmation. See Disconfirmation 
“Instrumentalism, 84, 132-35, 233- 

34, 580n2, 614, 867, 911-12, 
924n, 1008, 1052, 1054, 1057, 
1067-68, 1077-78, 1088-89,
1 100, 1126, 1130, 1 155, 1166- 
67, 1187, 1191-92, 1194-95, 
1198-99, 1209-10, 1214-16, 
1221, 1228-29, 1233, 1262, 
1269-70, 1272, 1286n4. See 
also Law(s), instrumentalist 
view of; Realism; Reduction(s), 
instrumentalist account of 

Instruments. See Experimental 
apparatus

Integrity, intellectual, 41, 45, 211 
“Intensions, 839, 886-87, 893, 1010.

See also Meaning(s) 
Intentionality, 839, 843n5, 886-87 
Intuiţionism. See Logic, intuitionist 
Irrationalism/Irrationality, 84, 102,

113, 119, 122, 141-44, 222, 
224, 227, 239, 242, 249-50, 
552-53, 1172. See also 
Rationality

Irrelevant conjunction. See Confirma­
tion, and tacking paradox

Judgment, in theory choice, 115-16, 
132, 134, 278, 552, 563, 574, 
579. See also Good sense 

Justification, 154, 411 n2, 1150-51, 
1265

“context of, 107-9, 113, 172, 193, 
200, 203, 240, 248, 429, 502, 
504, 539, 544n7, 579, 638, 
1054
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Justification (cont.)
of deduction, 414, 500-501 
and hvpothetico-deductive model, 

410, 638

Kepler’s laws. See Law(s), Kepler’s 
Kinds

in creation-science, 43, 58-60, 75 
"natural, 856-57, 892-96, 898, 

979, 1033, 1047n26, 1 155, 
1180-82, 1212-13, 1262, 
1265-66, 1273, 1283 

Knowledge, 20-22, 129, 323, 419 
a priori, 368-71, 373-74, 381, 

398-99, 403nl6, 404nl7, n23, 
428, 856, 879, 891, 1220n 

logic of vs. psychology of, 242, 
428-30

total body of, 296, 313-14, 317, 
374, 472-73, 710, 780

Lamarckianism, 153, 183, 252nl4 
Language(s), 117, 120, 135, 292, 295, 

312, 366, 370-71, 981, 1066, 
1082, 1083, 1174, 1216, 1227, 
1233

acquisition, 412-13, 419, 420, 
496-97

artificial, 283, 289-92, 373, 399, 
458, 524, 557n, 617, 640 

extensional, 287-88 
natural, 1068
observation. See Observation, 

language 
ordinary, 945n3
physical-object, 1056, 1059-61, 

1062n5, 1063n9
sense-datum, 293-95, 1055-56, 

1062n5
'Law(s), 185, 21 1, 257, 409, 510-11, 

678-84, 805-901, 1032, 
1182-83, 1190, 1199. See also 
Generalizations, 1 lypotheses; 
Necessity, of laws; Regularity/ 
Regularities

approximate, 909-11, 913, 920, 
974, 1008, 1016, 1040, 1078, 
1171

Bode’s, 1 101
Boyle-Charles, 113, 652, 6 8 8 , 726, 

741, 773, 986, 997n7, 1036 
of bivalence, 378 
"bridge. See Reduction(s), and 

bridge laws

causal, 382, 723, 727, 729, 742ul5, 
747-48, 761, 770, 791, 811, 
814, 816, 829, 862 

chemical, 97n
and confirmation, 21, 617, 624nl4, 

821, 827, 829, 831, 833, 847- 
48, 884

contingency of, 891, 893, 898, 899 
Coulomb’s, 868-71, 874-75, 896 
and counterfactuals. See Condition­

als, subjunctive/counterfactual 
as definitions, 271, 813 
and demarcation problem, 39-40, 

41-42, 48, 50-51, 55-58, 76, 
79

descriptive. 257, 267, 269, 276,
363, 382, 389, 767, 1018,
1054, 1 167n3. See also Law(s), 
empirical; Regularity/ 
Regularities

deterministic. See Law(s), universal 
distribution, 380, 404n20, n23 
of double negation, 378-79 
empirical, 675, 678, 682, 686-87, 

768, 771, 811, 814, 893, 914, 
920, 1010-11, 1039, 1080, 
1227, 1238. See also Law(s), 
descriptive; Regularity/ 
Regularities

of equality of action and reaction,
96, 275

of excluded middle, 297, 317, 
378-79, 380-81, 400, 849, 
1223nl

experimental. See descriptive; 
empirical

and explanation, 39-40, 42-43, 48, 
50-51, 55-56, 76-77, 675- 
77, 678-82, 685-90, 694n2, 
695-97

explanatory, 382, 865-69, 875-76, 
884, 896-97

facticity of, 865-71, 873, 875-76 
of falling bodies, 271-72, 447, 

451-52, 455, 517, 574-75, 
6 8 6 - 8 8 , 908-9, 929. 972, 
997n7, 1007-8, 1016, 1023, 
1038, 1040

falsifiability of, 270-77, 306-8,
313, 813

falsity of, 865-66, 8 6 8 . 875, 896-
97, 1288n26

"functional, 770-71, 818, 824, 850, 
853, 882-84
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functionalist theory of, 829-30, 
843n6, 846, Î036 

fundamental, 865-66, 875, 897 
Galileo’s. See Lavv(s), of falling 

bodies
in genetics, 973-80, 987-88, 

1030-32, 1036
of gravity, 23, 39, 71, 77, 15111 267, 

268, 303, 308, 357, 475, 574- 
75, 576, 687,. 771, 867-71, 
874-75, 896, 899, 982. See 
also Gravitation/Gravity 

Hardy-Weinberg, 39 
Hooke’s, 726, 770, 882-83 
Hubble’s, 882
of ideal gases, 882-83, 951, 972- 

73, 1010
and identification problem, 887—88, 899
of inertia, 95n, 274-75, 364, 479, 

881-82, 939-40, 1014 
and inference problem, 887-89,

899
instrumentalist view of, 807nl, 

911-12, 1008-9, 1171 
Kepler’s, 21, 39, 40, 266-70, 363— 

64, 382, 398, 574-75, 594, 
598-99, 655, 656, 686-88,
771, 908-10, 929, 991, 1007, 
1015, 1038, 1040 

Leavitt-Shapley, 445-46 
logical, revision of, 297-317, 326,

377-81, 386, 404n23 
Mendel’s, 40, 55, 974-77, 1031- 

33, 1 181, 1266
and missing-values problem, 882— 

84
of “modus ponens, 326, 342, 376, 

500-501, 717n2, 755, 795, 
1076

of 4modus tollens, 303, 326, 327, 
356, 386, 397, 507 

of motion, 271, 945n6 
Newton’s, 23, 39, 40, 96, 303, 

306, 314, 357, 364, 382, 398, 
506, 574-75, 686-88, 771, 
812-13, 817-18, 847, 850, 
861, 881-82, 896-97, 939- 
40, 960, 1023, 1038, 1040. See 
also Gravitation, theory of, 
Newton’s; Mechanics, classical 
(Newtonian)

of multiple proportions, 275-76 
‘'necessitarian theory of, 805-6,

809-15, 846, 850, 852, 855, 
885-87, 891, 898-99. See also 
Necessity, of laws 

of noncontradiction, 381, 1223n 1 
“noninstantial, 806, 817-18, 881 — 

82, 890, 898
observational. See Law(s), descrip­

tive; Law(s), empirical 
Ohm’s, 726, 844n7 
opacity of, 828-30, 839, 886-87 
Planck’s radiation, 382, 951 
probabilistic, 683, 688-90, 746,

749, 752-55, 758, 761, 763, 
779, 793-96, 801 

psychological, 683, 773, 865n, 907 
of radioactive decay, 752-55 
of rational indices, 276 
of rectilinear propagation of light. 

See Light
and reduction, 906-14, 916-17, 

919, 972-80, 1005-6, 1008, 
1015, 1023, 1030, 1037, 1039, 
1042

’’ regularity theory of, 805-6, 815-
24, 879-85, 890-96, 897, 
898-99

“epistemic, 806, 822-24, 829— 
38, 846, 883-85, 898 

simple, 806, 816-21, 826-29, 
880-83, 1036

as rules of inference, 820-21, 911 — 12, 1008
Snell's, 313, 382, 446-48, 457,

51 1, 688, 770
statistical, 676, 683-84, 688-90, 

703, 706-8, 712-14, 716, 
749-50, 751, 767, 775, 779- 
81, 790, 794, 808-9, 815-16, 
847, 849, 1013, 1045nl2, 1078 

super, 875-75 
symbolic, 269-70 
theoretical, 1018, 1080, 1155-56,

1167 n 3, 1171, 1184n3, 1238 
of thermal expansion, 683 
of thermodynamics, 67, 747n, 798, 

808, 832, 841, 865, 896, 929, 
935-36, 101 3, 1036 

ultimate vs. derivative, 882 
universal, 683-84, 688-90, 703, 

754-55, 777, 790, 805-6, 
807nl, 81 5-16, 865n, 1013,
1045n 12, 1078, 1 182, 1238- 
29, 1266

and “universal generalizations, 806,
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"Law(s) (cont.)
818-23, 827-43, 844n7, 846, 
848, 862, 865, 880-81, 883- 
85, 888, 898-99, 1036. See 
also Law(s), "regularity theory 
of

universal theory of, 806, 830-31, 
838-43, 859-62, 885-90,
891, 898-99

unknown, 824, 884-85, 898 
"vacuous, 816-18, 850-53, 860— 

61, 880-81. See also (Law(s), 
noninstantial

Wiedemann-Franz, 957-59 
Length contraction, 13n, 178, 571— 

72, 1019-20 
Lexicography, 283 
Leyden jar, 97,123, 1 121 
Light, 13n, 39, 537, 547n39, 1121,

1168n 10. See also Ether theo­
ries; Experiment(s), on polar­
ized light; Experiment(s), on 
velocity of light; Optics 

electromagnetic theory of, 98-99, 
453, 847, 957, 967n2, 1005, 
1011

gravitational bending of, 4n, 6, 25, 
63, 166, 529-31, 603, 606n20 

particle (emission) theory of, 79n, 
94, 153, 154, 262-63, 265-66, 
278, 305-6, 314, 359-60, 
361-62, 365, 528-29, 569, 
571-72

quanta, theory of, 453 
rectilinear propagation of, 273, 571 
refraction of, 263, 360, 453, 686, 

1102-3, 1121
selective absorption of, 572, 645 
velocity of, 263, 265, 278, 305, 310, 

359-60, 362, 365, 572, 747n, 
847, 854

wave theory of, 94, 98-99, 153,
154, 265-66, 278, 305-306, 
309-10, 359-60, 361-62,
365, 453, 528, 566, 569, 571- 
72, 577, 767, 803n5, 929,
1119, 1124

Logic, 171, 212, 296, 328, 344, 367, 
369, 371, 373-74, 375, 379, 
381, 398-400, 404nl7, nl8, 
n23, 495-96, 499, 607, 666, 
683, 810-15, 891, 1082 

Aristotelian, 311, 317

changes in, 297, 317, 326-27, 342,
379-81, 386

classical, 378-81, 404n23, 1203, 
1 2 1 1

of confirmation, 135, 517 
deductive. See Deduction 
of discovery, 409-10, 426, 507, 

544n7, 545nl4
holism regarding, 31 5, 317, 376,

378-81
inductive, 22, 334, 337, 326n, 426- 

28, 431, 451, 510, 516, 523- 
24, 556, 585, 617, 620, 703, 
711-12, 717n2, 718n3, 782, 
1118

intuitionist, 317, 379-80 
of justification, 409-10 
law-s of 282, 296, 297, 343, 369, 

381, 404n23, 636, 699, 754, 
810. For particular laws, See 
Law(s)

many-valued, 378 
modern, 311, 378, 585, 588 
of prediction, 435 
of probability, 683 
quantum, 317, 380-81, 404n20, 

n23
and rationality. See Rationality, and 

logic
of reduction, 1005-11, 1285n 1 
role in scientific inference, 309-10, 

314, 320, 323, 343, 362, 375- 
76, 381, 384, 393, 395, 397, 
398

and social factors, 343 
truths of, 282-83, 311, 369, 371, 

373, 378, 615, 810, 856
Logical empiricism, See Empiricism, 

logical
Logical positivism, See Positivism, 

logical
Logicism, 369-70
Lysenko episode, 20, 183, 200, 244

Magic, 29, 72
Magnetism, 561n, 680-82, 768-69, 

899
Marxism, 4-5, 8-9, 15, 23-25, 34, 

63, 64, 219
Mathematics, 14, 114, 124, 257, 273, 

294, 296, 298, 360-62, 367- 
71, 375, 379, 398, 404nl7,
691, 771, 772, 803n7, 1082,
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1214. See also Arithmetic; 
Geometry

as analytic, 369-70, 373-74, 
403nl6, 404nl8 

a priori knowledge of, 368-69,
856

foundations of, 1187-88, 1267-68 
holism regarding, 315-17, 376-77, 

381
objects of, 379-80 
as synthetic, 368

Meamng(s), 173, 221-22, 280, 292, 
293, 296, 366, 371, 373-74, 
375, 398-99, 867, 944, 1022, 
1155-56, 1173, 1227-28,
1262, 1265, 1282. See also 
Observation, terms, meaning 
of; Reference; Synonymy; The­
oretical terms, meaning of 

and analytic truths. See Analytic 
statements; Analytic-synthetic 
distinction

descriptivist theory of, 1172 
and essence, 281 
experimental, 274-77, 307 
and extension (reference), 223, 281, 

285, 288, 893, 919-20, 1021- 
22

and holism, 350n 19, 398-99, 904 
and intension (’"sense), 223, 281, 886, 893, 1021-22 
and naming, 281, 1155 
physical, 276, 277 
of theoretical terms, See Theoreti­

cal terms, meaning of 
theory-dependence of, 1 2 0 , 217—

18, 222-24, 904, 916-19, 
925-26, 929-32, 939, 1009, 
1018-22, 1040-41, 1071,
1094, 1 155-56, 1 172, 1234 

variance of, 220, 222-24, 238, 249, 
812, 917, 929-32, 938, 939, 
940-41, 955, 1014-15, 1017- 
20, 1058, 1155-56, 1 172. See 
also Incommensurability, and 
meaning variance; Reduc­
tion^), meaning-invariance 
condition on; Theoretical 
terms, meaning o f  

‘ verifiability criterion of, 371, 373, 
399, 427n, 505, 1221, 1285nl 

verification theory of, 292-93, 295, 
300nl5, 367

Meaningfulness, 9, 274-77, 300nl5,

371, 399, 1227-28, 1234, 
1285nl

Measurement, 124, 136n, 313, 520, 
913, 1049, 1074, 1095, 1236 

Mechanico-corpuscularianism, 95n, 
96-97

Mechanics, 114, 267-68, 270, 271- 
72, 274-75, 796, 870, 874, 
897, 1001 n21, 1025, 1042 

celestial, 24-25, 123, 151, 270,
316, 341, 916, 1102 

classical (Newtonian), 23-25, 67, 68, 103, 123, 303-304, 306-7, 
309, 311, 316, 341, 364, 506, 
567, 574-75, 577, 584, 651, 
655, 741, 774, 906, 908-10, 
913, 929-30, 951-53, 955- 
57, 959-60, 962, 964, 968n6, 
972, 991, 997n7, 1007-8,
1015, 1017, 1019-27, 1040- 
41, 1046nl 5, n20, 1091-92, 
1124 

fluid, 797
Newtonian and Cartesian, testing 

of, 341-42, 392-93 
quantum, 24, 50, 89, 99, 103, 

115-16, 154, 177, 297, 317, 
364, 380, 404n23, 427n, 452, 
690, 746, 755, 762, 796-98, 
802, 874-75, 905n, 906, 911, 
917, 924, 927-28, 936-39, 
945n6, 947n26, 948n30, 951, 
956, 959-60, 1005, 1007, 
1026-27, 1052n, 1058, 1081, 
1105-6, 1110, 1112r»8, 1149, 
1158, 1163, 1186, 1194-96, 
1207n25, 1221, 1239-40,
1269, 1288n30. See also Revo­
lution, quantum

relativistic, 1017. See also Relativity 
statistical, 690, 903, 912-13, 919—

20, 959, 965, 967n5, 997n7, 
1010, 1013, 1045n 12,
1047n27, 1239. See also Ther­
modynamics, and statistical 
mechanics

Mechanism(s), 34, 430n, 747-49,
755, 761, 763, 791, 794-95, 
801-2, 996n4, 1033-34 

Medicine, 16, 29, 67, 72, 74, 264, 
1126

norms and values in, 197-98 
Men, 194-95, 196, 249 

as human norm, 197-99
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Men (cord.)
skeletal ideal of, 197-98 

Mercury, 133, 233, 819 
anomalous perihelion of, 166, 304 

308, 513, 529-31, 599, 601, 
656, 658-59

‘ Metaphysics, 8-9, 14, 21, 65-66,
95, 99, 177, 179-80, 188n25, 
216, 280, 292, 312, 371, 678- 
79, 767-68, 809, 830, 903,
922, 924-26, 937, 941-42, 
944, 945n4, 1011, 1014-15, 
1077, 1090-91, 1093-94,
1106, 1110, 1112n5, 1139, 
1170-71, 1180, 1196, 1216, 
1221-22, 1254, 1273, 1275- 
76, 1285nl, 1288n33 

Meteorology, 16, 67, 797 
‘ Method/Methodology, scientific, 95, 

99, 170-71, 173, 174, 179-80, 
181, 185, 199, 201-2, 205,212, 217, 226-27, 235-38, 
239, 246-50, 255-56, 261, 
320-44, 419, 404nl7, 439,
507, 520-21, 585-88, 606nll, 
608, 614-15, 618-21, 642, 
678, 698, 922, 932, 981, 1012, 
1028, 1039-40, 1054, 1081, 
1096, 1106, 1139, 1172, 1177, 
1187, 1199, 1202, 1240, 1244, 
1270-71. See also Criteria for 
theory choice; Falsificationism; 
Hypothetico-deductive model; 
Inference; Objectivity, of 
methods; Values 

ambiguity of, 156-60, 237-39 
ampliative, 323-24, 326, 333, 336, 

338, 342-43, 346, 351n27,
386, 584, 1146. See also In­
duction; Inference, ampliative 

Bayesian explanations of, 549-50, 
587, 592-93, 607, 615-16, 
646, 650-51, 656, 659, 663, 666, 669

change of, 124, 140-56, 204 
contextualist account of, 173, 240 
critiques of, 320-22, 323-24, 330— 

31, 335, 346 
culture-bound, 204 
disagreement about, 162 
experimental, 258-59, 264, 355, 

361, 363, 1154 
ideal organon of, 333-34 
inconsistency of, 160-61

of inference, 323
Kuhn’s critique of, 139, 141, 156- 

67
Mill’s, 161, 423-24, 502, 503-5 
Newtonian, 21, 124, 150-51, 161, 

186nl, 266-70, 363, 1103-4, 
1146

pluralist, 923-25, 933-39, 942, 
943-44, 948n30, 1011-15, 
1040

positivist account of, 171, 185-86, 
240

and underdetermination. See Un­
derdetermination, of theories 
by evidence/methods 

Miracle(s), 39, 41, 45, 56, 76 
success of science as, 1099, 1110,

111 ln3, 1136-38, 1140-41, 
1151, 1240, 1245, 1264, 1279, 
1283

Moon, 28, 451, 473 
motion of, 24, 71, 134, 447 
origin of, 125 

Motion, 178, 593, 1194 
inertial, 474 
natural, 96
Newton’s laws of. See Laws, of 

motion
Myth, 5, 8, 63, 298, 678, 938-39, 

948n33, 1014

‘ Natural kinds. See Kinds, ‘ natural 
‘ Natural ontological attitude (NOA), 

1200-1204, 1204nl, 1207n27, 
1208n29, 1209-13, 1215-16, 
1218, 1221, 1223, 1267, 1270- 
77, 1283-85

‘ Necessity, 287-88, 372, 707. See 
also law(s); rigid destination 

causal, 806, 879-80 
Hume’s view of, 806, 811-14, 879- 

80, 888
of laws, 805-6, 807nl, 809-15,

821, 827, 838-41, 846, 850, 
855-56, 866, 880, 887-89, 
891-96, 898-99, 1182, 1266. 
See also Law(s), necessitarian 
theory of

logical, 810-15, 855, 879-80, 888, 
891

metaphysical, 806, 814-15, 855—
56, 891-92, 898-99 

Negotiation, 407n39 
Neptune, 28, 31, 583n41
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discovery of, 4n, 71, 270, 304, 461- 
62, 463

postulation of, 71, 304, 461, 577 
Nonrealism. See Antirealism; Natural 

ontological attitude (NOA) 
Nominalism, 842-43, 862, 890, 1082 
Normal science. See Science, normal

Objectivity, 83, 107, 115-16, 170-86, 
193, 200, 205-6, 212-14, 228, 
239, 241-45, 246-50, 400, 
439, 552-53, 574, 577-79, 
917, 1173, 1194, 1216, 1218- 
19

and background assumptions, 85, 
179-80, 241-42

and criticism, 85, 178, 181, 183- 
85, 214, 243-45, 247, 250 

degrees of, 181, 185, 250 
diversity required for, 85, 175-76,

179, 181, 184-85, 188n33, 
n34, 205, 243, 249, 923-24, 
939. See also Methods/Meth- 
odology, pluralist

and empirical method, 220 
and evidence, 176, 179 
as freedom from bias, 116, 170,

180, 245
as intersubjective agreement, 227 
of methods, 170-71, 173, 201, 

239-40
a n d  publicity', 176, 179 
as truth, 170, 239, 245, 247 

<‘Observables/Unobservables, 39, 150— 
51, 212, 409, 420-22, 424, 
502-3, 767-69, 847, 867, 912, 
917, 1008, 1018, 1049-51, 
1053-62, 1068-69, 1071-77,
1079-80, 1089, 1094-99,
1102, 1109, 1112n7, n8, 1122, 
1126, 1128-29, 1146, 1 153-
54, 1157, 1195, 1207n27,
1210, 1221, 1227-31, 1234- 
44, 1259-66, 1268, 1277-80, 
1282. See also Observational- 
theoretical distinction; Theo­
retical entities

Observation(s), 4, 11, 43, 63, 69, 100, 
220, 245-46, 355, 922, 932, 
944, 1011, 1018, 1049, 1054-
55, 1061, 1072-73, 1089, 
1094-98, 1142-43, 1145-46, 
1157, 1218, 1221, 1227-31, 
1235, 1243-44

and confirmation, 8-9, 29, 1060, 
1278

direct, 1055, 1057-58, 1061, 1095 
and falsification, 30, 397 
language, 176, 221—22, 241, 358, 

367, 503, 917, 925, 931-32, 
1018-20, 1055-57, 1059-61, 
1062n5, 1063n9, 1071, 1094, 
1231, 1234. See also Observa­
tion, statements; Observation, 
terms

of physical objects, 241 
statements, 29, 176, 241, 303, 375, 

397, 426, 598, 654, 911-12, 
916-18, 925, 1008-9, 1054, 
1060-61, 1142, 1228 

terms, 912-13, 1044n4, 1057, 
1059-60, 1073, 1098, 1115, 
1227-29, 1231, 1244-45,
1277. See also Theoretical 
terms

meaning of, 185, 221, 916-19, 
925, 931-32, 940, 1009, 
1018-22, 1040-41 

"theory-ladenness of, 15n, 176, 195, 
197, 217-18, 220-22, 238,
246, 249, 258-59, 357-58, 
912-13, 916, 919, 931-32, 
934-36, 938, 1020-21, 1040- 
41, 1071, 1094, 1142, 1171, 
1234

Observational-theoretical distinction, 
30, 358, 614, 912, 931-32, 
1018-20, 1044n4, 1055-62, 
1062n5, 1071-75, 1094-98, 
1227-31, 1241-45, 1277-78. 
See also Observables/ 
Unobservables

arbitrariness of, 1056, 1061-62, 
1072, 1278

ontological significance of, 1050, 
1056, 1062, 1062n5, 1074, 
1095, 1227-28, 1230-31, 
1235-36, 1278

terminological vs. ontological, 1227, 
1234, 1243, 1245 

as theoretical, 1056, 1278 
Occult qualities, 95-96 
Oedipus effect, 9n3 
"Ontology/ontologies, 294, 297, 298, 

925, 950, 1137, 1200-1202, 
1270-71. See also Reduc­
tion^), ontological 

of paradigms/theories, 131-32, 140,
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O n t o lo g y / o n t o lo g i e s  (cont.)
1 4 2 - 4 6 ,  1 5 0 - 5 1 ,  1 6 2 ,  2 1 6 -  
17 ,  2 3 1 ,  2 3 3 ,  2 3 5 ,  6 7 3 n 2 2 ,
9 1 6 ,  9 3 1 ,  1 0 1 7 ,  1 1 1 5 ,  1 1 9 0  

a n d  s c i e n c e ,  2 9 8
‘ O p e r a t i o n a l i s m ,  3 6 6 - 6 7 ,  9 4 0 ,  1 0 2 0 ,  

1 2 2 8
O p t i c s ,  14 ,  8 9 ,  2 6 2 - 6 3 ,  3 5 9 - 6 0 ,  

3 6 1 - 6 2 ,  5 7 1 - 7 3 ,  9 0 6 ,  9 1 1 ,
9 1 4 ,  9 2 9 .  See also E t h e r  t h e o ­
r ie s ;  L i g h t  

C a r t e s i a n ,  3 4 0
a n d  e l e c t r o m a g n e t i c  t h e o r y ,  9 1 5 ,  

9 5 1 ,  9 5 3 ,  9 5 5 - 5 6 ,  9 5 8 - 5 9 ,  
1 0 0 5 ,  1 0 1 1 ,  1 0 2 3 ,  1 0 2 5 - 6  

N e w t o n ’s vs. H u y g e n s ’, 2 6 5 - 6 6 ,
3 0 6

O x y g e n  t h e o r y  o f  c o m b u s t i o n ,  1 2 n ,
6 7 ,  8 6 ,  9 4 ,  1 0 3 - 4 ,  1 0 8 ,  1 2 2 ,  
1 2 3 ,  1 4 3 - 4 4 ,  2 3 1

‘ P a r a d i g m ( s ) ,  3 3 ,  3 9 ,  7 2 ,  7 8 ,  8 3 ,  8 6 -  
1 0 0 ,  1 4 0 - 5 6 ,  1 5 9 ,  1 7 3 ,  2 1 5 -  
1 9 ,  2 4 4 ,  2 4 9 - 5 0 ,  5 5 2 ,  1 0 3 4 .  
See also P a r a d i g m  sh i f t s ;  R a ­
t i o n a l i t y ;  R e s e a r c h  p r o ­
g r a m m e s ,  s c i e n t i f i c ;  R e v ­
o l u t i o n s ,  s c i e n t i f i c ;  T h e o r y /  
T h e o r i e s

c h a n g e  of. See P a r a d i g m  sh i f t s  
c h a n g e  w i t h i n ,  1 4 2 ,  1 4 4 - 5 5  
c h o i c e  b e t w e e n .  See P a r a d i g m  s h i f t  
c i r c u l a r i t y  i n  t h e  j u s t i f i c a t i o n  of,

8 8 ,  1 0 0 ,  1 2 1 - 2 2 ,  1 2 6 - 2 7 ,  1 4 2 ,  
1 4 8 ,  2 1 9

c o m p o n e n t s  of, 1 2 3 ,  1 2 4 ,  1 4 0 - 4 2 ,  
1 4 4 - 5 0 ,  2 1 6 ,  2 3 5 ,  2 5 0  

d e b a t e s  b e t w e e n ,  1 2 4 - 2 5 ,  1 4 2 —
1 5 6 ,  1 6 2 ,  1 6 3 .  2 1 8 ,  2 2 4 - 2 7 ,  
2 3 0 ,  2 3 9 ,  2 5 0 ,  2 7 8  

as  d i s c i p l i n a r y  m a t r i c e s ,  1 2 4 ,  2 1 6  
a s  e x e m p l a r s ,  2 1 6 ,  4 1 3 ,  4 9 6 - 9 7  
h o l i s t i c  c h a r a c t e r  of, 2 1 7 ,  2 3 6 ,  2 3 9  
i n c o m m e n s u r a b i l i t y  of. See I n c o m ­

m e n s u r a b i l i t y ,  o f  p a r a d i g m s /  
t h e o r i e s

n o r m a t i v e  f u n c t i o n s  of , 9 5 - 1 0 0 ,
1 2 7 ;

r i v a l ,  8 8 - 1 0 0 .  1 2 1 - 2 2 ,  1 4 1 ,  1 4 9 ,  
1 5 6 - 5 8 ,  1 6 2 ,  1 6 3 ,  1 6 7 ,  2 1 9 ,  
2 2 2 - 2 6 ,  2 3 8 ,  2 5 0 ,  3 3 8 ,  3 9 2

P a r a d i g m  sh i f t s ,  8 6 - 1 0 0 ,  1 0 2 ,  1 2 2 -  
2 7 ,  1 3 1 - 3 2 ,  1 4 0 - 5 6 ,  1 6 5 ,  
2 1 7 - 1 9 ,  2 3 7 - 3 8 ,  3 3 9 ,  1 2 0 0 ,

1 2 7 1 .  See also C o n v e r s i o n ;  
R e v o l u t i o n s ,  s c i e n t i f i c  

a n d  c r i s i s ,  8 6 —8 7 ,  9 3 ,  1 2 3 ,  1 3 6 n  1 
h o l i s t  v i e w  o f ,  1 2 6 ,  1 3 2 ,  1 4 1 - 4 6 ,  

1 4 8 ,  1 5 0 ,  1 5 1 - 5 5 ,  2 1 8  
r a t i o n a l i t y  of. See R a t i o n a l i t y ,  o f  

p a r a d i g m  sh if ts
r e s i s t a n c e  to ,  1 0 2 ,  1 2 0 ,  1 2 3 ,  1 5 7  
u n i - vs.  m u l t i - t r a d i t i o n a l ,  1 4 8 - 5 0  

P a r a p s y c h o l o g y ,  1 
Pari ty- , 4 4 9 ,  1 1 6 0 ,  1 1 6 5 ,  1 2 6 3  
P e e r  r e v i e w ,  1 7 5 ,  1 8 1 ,  2 1 4  
P e r s o n a l i s m ,  5 3 2 ,  5 4 6 ,  5 5 8 - 6 2 ,  5 6 4 ,  

5 7 8 ,  5 8 2 n 2 8 ,  5 8 8 ,  5 9 0 ,
6 2 4 n l 6 ,  6 3 4 ,  6 4 0 - 4 2 .  See also 
B a y e s i a n  c o n f i r m a t i o n  t h e o r y ,  
s u b j e c t i v e

t e m p e r e d ,  5 4 9 ,  5 6 1 - 6 2 ,  5 9 3 ,  6 4 1  
P e r s u a s i o n ,  8 7 - 8 8 ,  1 0 2 - 3 ,  1 2 2 ,  2 1 9 ,  

5 5 2
‘ P h e n o m e n a l i s m ,  3 6 6 - 6 7 ,  1 0 5 2 ,

1 0 5 4 - 5 6 ,  1 0 6 0 - 6 1 ,  l l l l n 3 ,  
1 1 9 8 - 9 9 ,  1 2 1 5 - 1 6 ,  1 2 2 1 ,
1 2 2 9 ,  1 2 3 1 ,  1 2 4 2 ,  1 2 7 0 ,  1 2 7 8  

P h l o g i s t o n  t h e o r y  o f  c o m b u s t i o n ,  1 2 n ,  
6 7 ,  9 2 ,  9 4 ,  9 7 n ,  9 8 ,  1 0 3 - 4 ,  
1 0 8 ,  1 2 3 ,  1 4 3 - 4 4 ,  1 6 5 ,  2 3 1 ,  
4 5 8 n 5 ,  7 7 1 ,  1 1 1 8 ,  1 1 2 0 - 2 1 ,
1 1 2 6 ,  1 1 4 1 - 4 2 ,  1 1 7 3 ,  1 1 8 0 -  
8 1 ,  1 2 5 5 ,  1 2 6 6

P h y s i c a l  o b j e c t s ,  2 9 7 - 9 8 ,  1 0 2 0 ,  1 0 5 6 ,  
1 0 6 2 n 5 ,  1 2 1 6 ,  1 2 7 5

p h e n o m e n a l i s t  r e d u c t i o n  of. See 
P h e n o m e n a l i s m

P h y s i c s ,  5, 16 ,  3 3 ,  3 9 ,  4 4 ,  50 ,  51 ,  9 7 ,
1 14, 1 2 5 ,  1 5 0 ,  1 5 4 ,  1 58 ,
1 8 7 n 5, 1 9 2 ,  2 0 6 ,  2 3 7 ,  2 9 6 ,
2 9 7 ,  3 0 8 ,  3 1 7 ,  3 6 6 ,  3 7 4 - 7 7 ,
3 8 0 - 8 1 ,  3 9 4 ,  4 0 4 n 2 3 ,  4 3 1 n 6 ,  
5 3 7 ,  5 6 3 ,  3 7 3 ,  6 7 7 n l ,  7 5 5 ,
7 7 9 ,  8 0 2 n 3 ,  8 0 1 ,  8 1 3 ,  8 6 5 - 7 6 ,  
8 9 7 ,  9 0 5 n ,  9 0 9 ,  9 2 8 ,  9 3 6 - 3 7 ,  
9 4 6 n 2 2 ,  9 6 2 - 6 3 ,  9 7 1 - 8 0 ,  9 9 1 ,  
1 0 2 8 ,  1 0 4 1 ,  1 0 4 9 ,  1 0 6 1 ,  1 0 7 4 ,  
1 0 7 7 ,  1 0 9 5 ,  1 0 9 7 ,  1 1 2 1 - 2 2 ,  
1 1 5 3 - 5 5 ,  1 1 5 8 ,  1 1 5 9 - 6 0 ,  
1 1 6 4 - 6 6 ,  1 1 6 7 r .3 ,  1 1 7 1 ,  1 1 8 2 ,  
1 1 8 4 n 3 ,  1 1 9 4 - 9 7 ,  1 2 0 3 - 4 ,
1 22 1  n ,  1 2 3 6 ,  1 2 4 4 ,  1 2 6 1 ,
1 2 6 5 ,  1 2 6 6 .  See also D y n a m ­
ic s ;  M e c h a n i c s ;  R e a l i t y  

A r i s t o t e l i a n / s c h o l a s t i c ,  9 5 - 9 7 ,  1 2 3 -  
2 4 ,  1 2 7 ,  1 3 1 ,  1 5 8 ,  1 7 8 ,  2 2 8 -  
2 9 ,  2 3 2 ,  3 4 0 ,  9 3 2 ,  9 4 4 n 2
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holistic character of, 263-64, 355 — 
56

Newtonian, 23-25, 34, 39, 71, 91— 
92, 95, 95n, 123-24, 146, 150, 
175, 303-4, 340, 576, 577, 
924n, 928-29, 932, 1069. See 
also Dynamics; Gravitation/ 
gravity; Law(s), of gravity; 
Mechanics

testing of theories in, 257-79, 302— 8, 313-14, 355-62, 376, 381, 
397-98, 400, 401n2 

Philosophy, 257-60, 355, 374, 401n2, 
680, 1121, 1126

experiments in, 258-59, 313, 376 
relation to fundamental sciences, 

259-60, 376, 993, 996 
Planets, 71, 72

influence of, 10n4, 27-28, 30, 32 
Kepler’s theory of orbits of, 21, 39, 

40, 221-22, 463, 517, 655.
See also Law(s), Kepler’s 

motions of, 21, 24, 39, 40, 133-34, 
229, 233, 267-70, 303-304, 
357, 363-64, 398, 447, 655, 
686-87, 818, 1102. See also 
Law(s), Kepler’s

Plate tectonics, 29, 40, 51, 1119,
1128, 1182

Poisson bright spot, 528-29, 533, 
565-66, 572, 577, 1121 

Popperianism, 514-15. See also 
Falsificationism

‘ Positivism, logical 34, 91, 135,
167n2, 171-73, 185, 206, 240, 
366-67, 369-71, 373, 375, 
399, 505, 519, 580n2, 1052n, 
1059, 1064, 1067-68, 1070- 
71, 1088-91, 1094, 1105,
1110, 1122, 1157, 1166, 1186, 
1206n 15, 1209-10, 1214, 
1227-28, 1272, 1285nl 

‘ Possible worlds, 852-57, 862 
Postmodernism, feminist, 200, 206, 

248, 250-51
Postulates, 138n, 291, 950, 952 
Pragmatism, 280, 299, 314, 375, 

1093-94, 1129, 1198-99, 
1210, 1270

Precession of equinoxes, 29, 31-33, 
72

Prediction(s), 2, 15-17, 28, 31, 42- 
43, 65, 68, 104, 211-12, 384, 
386, 423, 433-43, 460-61,

507-8, 516, 682-84, 71 1, 798, 
805, 829-30, 833, 837, 843n6, 
846, 848, 871, 884, 911, 1049,
1 1 10, 1153, 1227, 1240 

and confirmation, 7, 220, 513- 15, 
525, 527-31, 536, 541, 618, 
621. See also Predictionism/ 
Predictivism

and evidence, 460-67, 471, 481 —
82, 486-88, 490-91, 525-31, 
534-35, 543, 61 1. See also 
Predictionism/Predictivism 

and explanation. See Explana- 
tion(s), and prediction 

generalizations used in making,
435- 22

‘ novel, 24-25, 71-72, 103, 159,
166, 225, 229, 238, 239, 339, 
391, 402n5, 410- 1 1, 450-51, 
460-63, 481-82, 486, 512- 
16, 518, 525-31, 533-36, 
540-41, 549, 565, 577, 599, 
611, 642, 1100-1101, 1110, 
1130, 1137, 1144, 1147-48, 
1187, 1191, 1202, 1246, 1253- 
54, 1257, 1281

and practical decisions, 410, 434,
436- 43, 509, 540, 684 

rational, 434-43, 509-10, 520, 540 
reasons for making, 433-34, 509 
and tests, 30, 40, 63-64, 78, 769,

799
and theory assessment. See Accu­

racy, predictive
‘ Predrctronism/Predictivism, 410-11, 

466, 471, 478nl7, 481-82,
485, 487-88, 514-15, 518, 
525-33, 535-36, 541-42, 669

Predictive capacity. See Accuracy, 
predictive

Primatology, 194, 203
Probabilism, 22, 152-53, 598, 732—

33, 746
Probabilitres/Probability, 22, 69-70, 

134, 427n, 428, 471, 516, 
556-58, 585-87, 589-90,
598, 608, 676, 707, 713,
717n2, 718n5, 780, 798. See 
also Bayesian confirmation the­
ory; Bayes’s Theorem 

axioms of, 458, 471, 523, 557, 588- 
89, 594, 621 n 1, 628-29, 635, 
636, 647, 657-59, 667, 669
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P r o b a b i l i t i e s / P r o b a b i l i t y  ( c o n i . )
B a y e s i a n  v i e w  of. See B a y e s i a n  c o n ­

f i r m a t i o n  t h e o r y  
c o n d i t i o n a l ,  6 2 9 - 3 0 ,  6 5 7 ,  6 6 7  
a n d  c o n f i r m a t i o n ,  3 9 0 ,  5 1 7 ,  5 2 3 - 2 4 ,  

5 4 1 , 5 5 0 , 5 8 5 - 8 6 , 5 9 8 , 7 8 2  
a n d  d e g r e e s  o f  b e l i e f .  See B e l i e f ,  

d e g r e e s  o f
e p i s t e m i c ,  7 6 1 ,  7 6 3 - 6 4 ,  7 6 5 n 8  
a n d  f r e q u e n c i e s ,  5 5 9 - 6 0 ,  5 6 2 ,  

5 8 1 n 9 ,  5 6 4 ,  5 7 8 ,  5 8 5 - 8 6 ,  
6 1 0 - 1 1 ,  6 2 2 n 4 ,  6 1 6 ,  6 4 0 - 4 2 ,  
6 8 9 ,  7 6 3 ,  7 9 7 ,  801  

o f  h y p o t h e s e s ,  4 5 7 - 5 8  
l o g i c a l ,  4 5 8 ,  5 2 4 ,  5 5 6 - 5 7 ,  5 6 0 ,  

5 8 5 - 8 6 ,  6 1 6 - 1 7 ,  6 4 0 ,  6 8 9 -  
9 0 ,  7 0 3 ,  7 1 1 ,  7 1 5  

o b j e c t i v e ,  5 5 7 - 5 8 ,  5 5 9 - 6 0 ,  5 6 2 ,  
5 6 6 ,  5 7 8 ,  6 1 0 ,  6 1 6 ,  6 2 4 n l 6 ,  
6 2 2 n 4 ,  6 4 0 - 4 2 ,  6 4 3 ,  6 4 8 ,  7 6 1 ,  
7 6 4 ,  7 9 3 ,  7 9 6 ,  8 0 2  

p e r s o n a l ,  5 5 7 - 5 8 ,  5 6 1 ,  5 6 3 ,  5 6 6 ,  
5 7 8 ,  5 8 3 n 4 2 ,  1 0 6 7 .  See also 
B a y e s i a n  c o n f i r m a t i o n  th e o r y ;  
P e r s o n a l i s m ;  P r o b a b i l i t i e s / P r o b -  
a b i l i t y ,  s u b j e c t i v e

p h y s i c a l ,  7 4 8 ,  7 5 3 - 5 8 ,  7 6 1 ,  7 6 5 n 8 ,  
7 9 6 - 9 7 ,  8 0 1

p o s t e r io r .  See B a y e s i a n  c o n f i r m a ­
t i o n  t h e o r y ,  a n d  p o s t e r i o r  
p r o b a b i l i t i e s

p r io r .  See B a y e s i a n  c o n f i r m a t i o n  
t h e o r y ,  a n d  p r i o r  p r o b a b i l i t i e s  

a n d  p r o p e n s i t i e s ,  5 5 9 - 6 0 ,  7 6 1 ,  
7 9 6 - 9 8 ,  8 0 1 - 2

s t a t i s t i c a l ,  6 8 8 - 8 9 ,  7 0 6 - 8 ,  7 1 2 - 1 4 ,  
7 1 8 n 5 ,  7 5 3 ,  7 6 1 ,  7 6 5 n 8  

s u b j e c t i v e ,  6 1 0 ,  6 1 3 ,  6 1 6 ,  6 2 3 n l 0 ,  
6 2 8 ,  6 3 4 ,  6 4 0 - 4 1 ,  6 4 3 ,  6 4 8 ,  
6 4 9 ,  6 5 6 ,  6 6 5 ,  6 6 7 ,  7 5 2 .  See 
also P r o b a b i l i t i e s / P r o b a b i l i t y ,  
p e r s o n a l

t h e o r y  of , 7 0 ,  4 5 8 ,  4 6 4 ,  4 7 1 ,  5 2 4 ,  
5 4 9 ,  5 5 7 ,  5 8 5 ,  5 9 2 ,  6 0 7 ,  6 0 9 ,  
6 1 3 ,  6 1 5 ,  6 1 7 ,  6 1 9 ,  6 2 7 ,  6 2 8 ,  
6 6 7 ,  7 1 4 ,  7 8 3 ,  7 8 4 ,  8 1 6 ,  9 0 3  

P r o b l e m ( s ) ,  s c i e n t i f i c ,  1 6 2 ,  9 0 4 ,  9 8 1  — 
85 , '  1 0 3 4

s o l v i n g ,  3 1 - 3 3 ,  8 9 - 9 0 ,  1 0 2 ,  1 3 9 ,  
1 6 5 ,  1 7 3 ,  2 2 4 ,  2 2 8 ,  2 3 4 ,  9 8 7 -  
8 8 ,  9 9 0 ,  1 0 3 4 - 3 5 ,  1 0 3 6 ,  1 0 4 3 .  
See also P u z z l e  s o l v i n g  

s t a n d a r d s  fo r  s o l u t i o n s  to ,  9 5 - 1 0 0 ,  
1 2 3 ,  1 6 1 - 6 2 ,  163

w e i g h t i n g  of , 1 0 0 ,  1 6 3 - 6 7 ,  2 0 3 ,  
2 2 0 ,  2 2 4 - 2 5 ,  2 3 8

P r o g r e s s ,  2 3 - 2 5 ,  2 7 ,  2 7 n ,  3 2 - 3 3 ,  7 1 -  
7 4 ,  1 0 2 ,  1 8 7 n 4 ,  2 0 2 ,  2 1 6 - 1 7 ,  
2 1 9 - 2 0 ,  2 2 2 ,  2 2 4 ,  2 2 7 ,  2 3 0 ,  
2 4 9 ,  9 0 3 ,  9 2 2 - 2 3 ,  9 2 7 ,  9 3 3 -  
3 4 ,  9 4 1 ,  9 4 3 ,  1 0 0 5 ,  1 0 0 7 ,
101 1 - 1 4 ,  1 0 2 8 ,  1 1 1 5 ,  1 1 3 7 ,  
1 1 4 1 - 4 4 ,  1 1 4 7 ,  1 2 0 0 - 1 2 0 1 ,  
1 2 8 1 ,  1 2 7 1 .  See also R e s e a r c h  
p r o g r a m m e s ,  s c i e n t i f i c  

a n d  c u m u l a t i v i t y ,  2 1 6 - 1 7 ,  2 2 7 ,  9 0 3  
a n d  o b j e c t i v i t y ,  9 0 3  
a n d  r e a l i s m ,  8 3 ,  1 3 1 ,  1 1 1 5 - 1 6 ,  

1 1 3 1 ,  1 1 9 4 ,  1 2 4 6 - 4 7 ,  1 2 5 3 -  
5 4 ,  1 2 5 6 ,  1 2 6 9  

P ro o f .  See D e m o n s t r a t i o n  
P r o p e n s i t i e s .  See P r o b a b i l i t y / p r o b a b i l i -  

t i e s ,  a n d  p r o p e n s i t i e s  
P s e t i d o s c i e n c e ( s ) ,  1 - 2 ,  3 - 4 ,  9 ,  1 0 n 4 ,  

15, 2 0 ,  2 2 ,  2 4 - 2 6 ,  2 7 ,  2 9 ,  30 ,  
3 2 - 3 5 ,  6 4 - 6 5 ,  6 7 - 6 9 ,  7 1 - 7 4 ,  
7 6 - 7 9 ,  1 9 2 ,  5 0 5 .  See also D e ­
m a r c a t i o n  o f  s c i e n c e  f r o m  
p s e u d o s c i e n c e ;  R e s e a r c h  
p r o g r a m m e s ,  s c i e n t i f i c  

P s y c h o a n a l y s i s ,  1, 4 - 6 ,  8 ,  15 ,  16, 2 4 ,  
3 4 ,  3 9 ,  6 3 ,  1 4 6 ,  5 6 3 ,  5 8 2 n 2 4 ,  
5 8 4 ,  6 9 2 ,  7 7 3

P s y c h o l o g y ,  8 ,  3 2 ,  7 2 ,  8 3 ,  1 4 0 ,  1 4 6 ,  
1 8 3 ,  5 0 2 ,  5 0 6 ,  6 0 7 ,  6 1 4 - 1 5 ,  
6 1 8 ,  7 7 3 ,  8 6 5n ,  9 0 7 ,  1 0 0 5 ,  
1061

i n d i v i d u a l  ( A d l e r i a n ) ,  4 - 6 ,  8 ,  63  
n e u r o - ,  1 7 9  

P u b l i c i t y ,  1 7 6 - 7 7  
a n d  o b j e c t i v i t y ,  1 7 9  

P u z z l e  s o l v i n g ,  11 — 12, 1 4 - 1 7 ,  3 3 ,  
6 7 - 6 8 ,  8 4 ,  9 3 ,  1 2 4 - 2 5 ,  1 3 1 -  
3 2 ,  2 1 5 - 1 6 ,  2 1 5 n 2 ,  2 2 4 ,  2 2 8 ,  
2 3 3 .  See also P r o b l e m ( s ) ,  s c i ­
e n t i f i c ,  s o l v i n g

Q u a n t u m  m e c h a n i c s .  See M e c h a n i c s ,  
q u a n t u m

O u i n e  t h e s i s ,  2 5 5 ,  3 0 2 ,  3 1 1 ,  3 1 3 - 1 4 ,  
3 1 7 ,  3 7 4 .  See also D u h e m -  
Q u i n e  t h e s i s ;  D i l h e m  th e s i s ;  
H o l i s m

R a d i a t i o n ,  87
R a t i o n a l i t y ,  3 3 - 3 4 ,  2 0 6 ,  2 1 4 ,  3 2 7 ,

4 3 9 ,  5 7 7 - 7 9 ,  5 9 4 ,  5 9 8 ,  1 0 6 7 .  
See also O b j e c t i v i t y



S ubject Index | 1371

and Bayesian confirmation theory, 
589, 613, 615, 634, 635-38, 
640, 647-48, 650, 667 

of cognitive values, 126, 147-48, 
167n2, 225-26, 228, 230-33, 
236-37

as consensus, 227, 552- 53 
of disagreement, 112, 668 
'hierarchical model of, 84, 141,

144, 148, 235-37, 250 
and logic, 278, 320, 327, 330, 343, 

397, 636, 658
of paradigm shifts, 87-88, 102-3, 

119, 121, 125, 127, 141-48, 
155, 1 57, 162, 163, 219, 222, 
224-27, 230, 338-39 

pragmatic, 327
'reticulational model of, 84, 140, 

144, 149-50, 152, 236-37,
250

of science, 84, 119, 128, 130-32, 
141-42, 1 58, 1 59, 172-73,
180, 184, 192-93, 200-201, 
204, 219-20, 227-28, 235, 
241, 325, 331, 342-46, 400, 
439, 478.il2, 508, 549, 552- 
53, 556, 574, 640 

of scientific community', 205 
of scientific revolutions, 23, 25-26, 

71, 83-84, 102-3, 117-18, 
119, 122, 125, 219, 222, 224, 
227, 230, 233-34, 239, 249- 
50

scope of, 205
of theory choice, 117-18, 119-22, 

125-28, 131, 135, 141, 145- 
46, 155, 159-60, 163-65, 
200-203, 212, 226, 234, 324- 
31, 334, 384, 385-89, 397,
399, 400, 439-40, 508-10, 
552-53, 1 139, 1254. See also 
Criteria for theory choice; 
Theory/Theories, choice; 
Values

Rational reconstruction, 429, 507, 
544n7, 691

Raven paradox. See Confirmation, 
and raven paradox

'Realism, 84, 131-36, 170, 230, 233- 
34, 235, 250, 252n9, 442-43, 
580, 621, 859, 861-62, 866- 
67, 875, 1049-53, 1064-71, 
1074-76, 1079, 1082-84, 
1088-94, 1096, 1099-1111,

1111 n 3, 1112n7, 1114-32,
1132n3, n4, 1137-39, 1140- 
41, 1146-48, 1153-55, 1166- 
83, 1 186-1204, 1204n 1, 
1209-23, 1227-30, 1232-43, 
1245-56, 1259, 1263-85,
1287n 17. See also Antirealism; 
Empiricism; Instrumentalism 

abductive arguments for. See Real­
ism, and inference to best 
explanation

and Bayesian confirmation theory, 
614, 654

convergent, 1115-16, 1126, 1131, 
1140, 1 142, 1166, 1246-52, 
1270, 1284

entity, 1051, 1065, 1 146, 1 153-55, 
1157-58, 1167, 1170-76,
1 180-83, 1260, 1261-67, 
1282-83

and epistemic values, 135 
experimental, 1051, 1158, 1169— 

83, 1253, 1261-67, 1282 
and independent world, 176-77, 

1066, 1082, 1216-22, 1275-
77, 1284, 1288n 3 3

and inference to best explanation, 
498, 1050, 1075, 1116, 1 129- 
30, 1164, 1169, 1178, 1183, 
1188-92, 1197, 1205n7, 
1236-37, 1247, 1265, 1267- 
69, 1279-80, 1282-83 

and language, 1083 
about laws, 806, 897 
metaphysical, 206, 1087n27 
and natural ontological attitude 

(NOA), 1051
and quantum mechanics, 1083, 

1186, 1194-96
and relativity theory', 1194-95 
and success of science, 131, 1050— 

51, 1076-77, 1083-84, 1099,
1 1 14-32, 1 133n 12, 11 34nl 5, 
1136-51, 1158, 1169, 1176-
78, 1182, 1187, 1 191-92, 
1194, 1196, 1200, 1206n8, 
1228, 1240, 1245-56, 1260- 
61, 1263-65, 1267-72, 1279- 
83

about theories, 1 1 53-55, 1 170-73, 
1261-62, 1264, 1282-83 

transcendental, 867 
“ultimate argument” for, 1082-84,
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Realism (cont.)
1099-1101, 1240, 1245-46, 
1279-80

and underdetermination, 255, 321, 
1049

Reason, 83, 173
Reasonableness, 320, 330, 362, 365, 

375, 381, 398
‘ Reductio ad absurdum, 261, 264, 

266, 360-61, 398, 854
Reduction(s), 903-1044, 1050, 1068, 

1239
and appearance-reality distinction, 

906, 1005
and application, 957, 1026 
approximative, 955, 960-62, 1016, 

1040
and ‘ bridge laws, 904, 913-15,

916, 920, 930, 939, 954-55, 
957-59, 972-73, 975-79, 
997n8, 1010-11, 1012, 1014,
1021- 22, 1024-27, 1030-32, 
1039-42

and conceptual refinement, 989, 
1036-37, 1043

‘ consistency condition on, 926-39, 
944n2, 954, 955-56, 968nl4, 
1006, 1012-17, 1021, 1023- 
26, 1039-41

correspondence account of, 912- 
lb, 920, 1009, 1015-17,
1022- 26, 1039, 1044n6,
128 5 n1

derivational. See Reduction(s), and 
logical derivability 

domain-combining (reduction,), 
950, 952-56, 961-62, 1024- 
26, 1041

domain-preserving (reduction,,),
92n, 950, 953-57, 960-66, 
1024-26, 1028, 1041 

and explanation, 675, 903, 906-7, 
953, 959, 972, 990, 993-94, 
1006, 1009, 1023-24, 1030, 
1039, 1041-42. See also Ex­
planation^), reductive 

and explanatory extension, 990-91, 
993-94, 1036, 1037-38, 
1043-44

heterogeneous. See Reduction(s), 
inhomogeneous

‘ homogeneous, 903-4, 907-10, 
911, 954-55, 958, 1007-8,

1015, 1024-25, 1039, 1041, 
1044n6

‘ inhomogeneous, 903-4, 907-8, 
910-16, 954-55, 1007-11, 
1024-25, 1039, 1041 

instrumentalist account of, 911-12, 
1008-9, 1023

and logical derivability, 223, 904, 
908-10, 913-14, 916, 920,
926, 950, 953-57, 959-63,
966, 968n 17, 972-73, 1006- 
10, 1012, 1016, 1020, 1023- 
17, 1030, 1038-39, 1041-42, 
1044, 1044n6, 1286n8 

logic of. See Logic, of reduction 
‘ meaning-invariance condition on, 

904, 912, 926-32, 939-41, 
943, 955-56, 1006, 1012, 
1014-15, 1017-22, 1025, 
1039-41, 1045n 14 

ontological, 950, 952, 952-55, 
959-60, 1023-25, 1027, 1041 

partial, 953, 956, 963 
and presupposition, 1036-37, 1043 
and replacement, 908-10, 915-20,

1016, 1017-18, 1020-21,
1023, 1040

and scientific change, 517 
and symmetry problem, 1027-28 

‘ Reductionism, 293, 295, 366-67,
371, 829, 835, 1054, 1203 

and analytic-synthetic distinction, 
295-96, 367, 373, 399 

in genetics, 972-80, 988-96, 
1000n20, 1029-38, 1042-44 

phenomenalist. See Phenomenalism 
radical, 293-96

Reference, 223-24, 281, 285, 828n, 
117, 1255

new (causal) theory of, 857-58,
892, 893-96, 898, 1155-56, 
1172-73, 1173, 1249, 1262,
1265, 1282-83

and realism, 132, 170, 867, 1050, 
1066, 1084, 111 2n 1C, 1115- 
23, 1173-74, 1177, 1180-81, 
1200, 1216, 1218, 1255, 1262,
1266, 1271, 1280-81,
1287n 12, nl7. See also Refer­
ence, and success of science 

stability of, 132, 1115-16, 1123,
1132n5, 1140, 1142, 1155-56, 
1180, 1200-1201, 1246-47,
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1250, 1255-56, 1266, 1271,
1284

and success of science, 1084,
111 2n 10, 1 115-23, 1128-29, 
1131, 1140-41, 1177, 1246- 
53, 1255, 1271, 1280-81 

and truth, 170, 1126, 1128, 1140, 
1200, 1211, 1247-48, 1250- 
52, 1255, 1281

Reflexivity, and the strong programme 
in sociology of science, 393,
394

Refutability/refutation, see falsifica­
tion; falsifiability; revisability; 
testability

Regularity/Regularities, 39, 41, 1078— 
80, 1084, 1102, 1104-6, 1171, 
1176-77, 1238-39, 1245, 
1288n26. See also L.aw(s), de­
scriptive; Law(s), empirical 

‘ Relativism, 144, 169n38, 206, 210, 
322, 384, 385, 917, 1219,
1276, 1285, 1289n3 5 

cultural, 34
Kuhnian arguments for, 84, 219—

26, 238
about truth, 84, 1223nl 
and underdetermination, 255, 321 — 

22, 337, 346, 383 
Relativity,

general theory of, 4-6, 8, 13, 24,
63, 67, 99, 251n7, 304, 308- 
10, 317, 364, 370, 377, 449n, 
481, 512- 13, 529-31, 576, 
601, 603. 656, 658-59, 687, 
865, 905n, 916, 945n6, 1194, 
1269

special theory of, 13n, 154, 178, 
213, 316, 376, 512, 520, 572, 
577, 928-31, 946n22, 949n3, 
951-53, 955-56, 960, 962, 
964, 968n6, 1017, 1019-23, 
1025, 1040-41, 1046nl8, n20, 
1092, 1194, 1269

Reproduction, role of egg and sperm 
in, 193-94, 203, 245 

‘ Research programmes, scientific, 65, 
78, 152, 179, 1069 

methodology of, 23-26, 71-72,
364

progressive vs. degenerating, 24-26, 
33, 71-72, 78 

Resemblance thinking, 74

Retrograde motion, 105, 134, 229,
233

Revisability,
of all statements, 297, 374 
of conventional hypotheses, 273- 

74, 306-8
of Euclidean geometry, 315-17,

377
of logic, 317, 377-81 
of mathematics, 377 
of theories, 40, 44, 48, 49-51, 56, 

58-59, 76-77, 273-74, 306-8
Revolution, chemical, 86, 97, 98, 99, 

114-15, 123, 142-43, 145, 
165-66, 231

Revolution, Copernican, 34, 67, 68,
84, 86, 122, 123-24, 129, 
132-35, 225-26, 229-33,
250, 949n43. See also 
Astronomy

Revolution, quantum, 124, 231, 364, 
949n43

Revolution, Scientific, 127, 154, 1183
‘ Revolutions, scientific, 12-14, 17,

26, 57, 67-68, 84, 86-100, 
120-27, 136nl, 1 50-52, 1 54- 
55, 216-19, 224, 249-50, 
251n6, 308, 364, 458n5. See 
also Paradigm(s); Paradigm 
shifts; Rationaity, of scientific 
revolutions; Science, 
extraordinary

compared with political, 86-88 
conceptual transformation in, 93- 

94, 231, 932, 1200. See also 
Meaning, theory-dependence 
of; Theoretical terms, meaning 
of

consensus in, 240
depth of, 121-25, 126-27, 131,

231
holistic, 141-56 
necessity of, 91
not cumulative, 86, 89-90, 217 
rationality of. See Rationality, of sci­

entific revolutions 
‘ Rigid designator, 858, 892 
Rule(s), 1075-77. See also Criteria of 

theory choice; inference, prin- 
ciples/rules of; Law(s), as rules 
of inference; Method(s)/Meth- 
odology; Values 

of correspondence. See Reduc­
tion^), and bridge laws
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Rule(s) (cont.)
hidden, 412-14, 496-97 
for theory choice. See Criteria of 

theory choice; Methods/ 
Methodology 

semantical, 289-92, 399

Seience(s), 127-28, 137n21, 170,
211, 232, 280, 295, 296, 298, 
321, 608, 684, 1093, 1221, 
1232

ancient, 14 
vs. crafts, 16, 67 
as cumulative, 83, 89-90, 99 
essence of, 48, 52, 77, 228, 231-32 
an experience, 39 
experimental, 257, 374 
and explanation, 39, 767, 1079-81, 

1084, 1099, 1101-10 
extraordinary (revolutionary), 12- 

15, 67-69, 93, 100, 215, 218- 
19, 224; See also Revolutions, 
scientific

feminist critiques of, 192-94, 199— 
200, 205-207, 214 

goals of, 129-31, 174, 235-37, 250 
growth of, 12, 34, 922, 927, 991 
historical, 66, 677nl 
history of, 26, 66, 69, 71, 83, 89,

99, 130, 142, 148, 171, 185, 
213, 217-19, 239, 240, 304, 
305, 474, 502, 529-30, 579, 
585, 607, 945n4, 946n23,
1114, 1126-27, 1140, 1153, 
1158, 1191, 1201, 1247-49, 
1255, 1259

mature/immature, 124, 150, 215, 
1084-85, 1115-17, 1122, 
1127-28, 1140, 1248, 1251, 
1255

Newtonian. See Physics, Newtonian 
* normal, 11-14, 27, 33, 67-68,

87, 88, 89-90, 93, 95, 100, 
123, 125-26, 163, 215-19, 
231, 244. See also Puzzle 
solving

objectivity of. See Objectivity 
and philosophy, 8, 14, 39, 618, 

665-67, 670
philosophy of, 52, 66-67, 83, 106, 

107-9, 112-13, 119, 135, 139, 
144, 171, 184, 192, 200, 248, 
255, 345, 397, 551-52, 579- 
80, 608, 618-21, 665-67, 670,

903, 906, 923, 946n23, 1011, 
1028-29, 1070, 1101, 1153- 
54, 1 158, 1166, 1183, 1202-3, 
1221, 1271-72, 1285nl 

plausibility considerations in, 558- 
59, 571-74, 576, 577-79, 639, 
642, 645-46

as practices, 981, 1034-35, 1043 
publicity of, 176-177, 179 
and religion, 20, 26, 38-41, 54, 56 
social, 192, 203, 677nl, 801, 813, 

906
social character of, 174-80, 181, 

186, 189n35, 193, 214, 239- 
41, 242-43, 247, 248-50 

social influences on, 82, 84, 118nS, 
144, 158, 164, 171-72, 174- 
80, 192-93, 195, 197, 200- 
207, 213- 14, 227, 250, 256, 
321, 342-44, 393-97, 400, 
401, 47Snl2, 584, 917. See 
also Bias; Values, contextual 

sociology of. See Sociology of 
science

subjective factors in, 102-3, 105-6, 
109-10, 1 12, 121, 156-60, 
164-67, 171-73, 175, 178- 
80, 181, 185-86, 200-205, 
213-14, 226-28, 238-39,
240, 241-43, 245, 247, 250, 
258-59, 279, 321, 338-39, 
345, 478nl2, 553, 636, 670, 
945n4. See also Bias; Subjec­
tivism; Values, contextual 

success of, 561-62, 641-42, 1154, 
1195, 1202, 1206n8, 1233, 
1253, 1281. See also Realism, 
and success of science; Refer­
ence, and success of science; 
Truth, and success of science 

as tool for prediction, 297 
as unit of empirical significance, 

296, 314, 374-76, 399 
values in. See Values 

Scientism, 608, 620-21, 665, 670 
Scope, 1021, 1144 

as criterion for theory assessment, 
103-4, 111-12, 114, 125, 157, 
229, 247, 251n8, 339, 391,
401, 552, 574-75, 618, 645 

* Sense data, 293-95, 297, 1052,
1055, 1059n, 1061, 1066,
1082, 1112n7, 1218, 1229,
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1231, 1276, 1278. See also 
Language, sense-datum 

Set theory, 294, 370, 1187, 1267-68 
Simplicity, 351n27, n32, 333, 389,

400, 459n8, 515-16, 576, 
585-86, 612, 663, 622n7, 
673n22, 1111 n4, n5, 1142, 
1147

Bayesian explications of, 549-50, 
576, 593, 650-54, 665, 669 

criteria of, 229-30, 454-55 
as criterion for theory assessment, 

103, 105, 110-11, 120, 128- 
29, 132, 134, 157, 158, 
168nl2, 173, 212, 225-26, 
229-30, 232-33, 235, 247- 
48, 338, 339, 345, 349nl5, 
386, 391, 401, 410, 453-58, 
518-24, 540-42, 552, 562- 
63, 618, 640, 642, 645-46, 
650-54, 668-69, 1066, 1092- 
94, 1233

and curve fitting, 456, 518, 5 20— 
21, 594-96, 651, 670 

descriptive vs. inductive, 520-21 
and economy, 455, 519-20, 542, 

1227
and empirical content, 456-57 
and falsifiability. See Falsifiability, 

and simplicity 
of fundamental laws, 519 
as goal of science, 41, 298-99 
and justification, 455-57 
and ‘‘likelihoods, 653-54 
and prior probabilities, 550, 612- 

13, 663, 670
and truth, 134, 212, 516, 518, 522, 

541-42, 1092, 1094 
Skepticism, 255, 944, 1075, 1089,

1 129-30, 1 157, 1 173, 1223, 
1241

Cartesian, 415 
deductive, 501, 539 
inductive (Humean), 410, 414-19, 

439, 497-501, 505-6, 539, 
879, 1145-47, 1260 

Sociobiologv, 194 
Sociology, 83, 618, 797 

of science, 83, 121, 171, 176, 185, 
321, 343, 353n54, 502, 584, 
917n, 1192

"strong programme in, 393-97,
401, 406n35, n36, 917n

Species, 65, 697-98, 775, 892, 
900nl0, 1175 

mutability of, 49, 75, 698 
Standpoint epistemologies. See Episte­

mology/Epistemologies, 
standpoint

Stellar parallax, 567-68, 570-71, 645 
Strong force/interaction, 1159 
Structural identity, thesis of. See Ex­

planation^), and structural 
identity thesis

Subjectivism, 84, 125, 136nl, 144, 
153, 172, 227, 230, 239, 242, 
549, 641, 667-68, 752, 880, 
888 898

Subjectivity, 84, 115-16, 171-73,
175, 177, 181, 214 

Symmetry, 563-64, 642 
and the strong programme in soci­

ology of science, 393-94 
Symmetry thesis. See Explanation(s), 

and structural identity thesis 
Synonymy, 1045nl4 

and analyticity. See Analytic- 
synthetic distinction 

arguments from, 942-43, 1015 
cognitive, 286-88, 292 
and definition, 283-85 
and interchangeability, 285-88,

372
and verification theory of meaning, 

292-93, 399
"Synthetic statements, 289, 292, 295, 

312, 366-68, 371, 373, 399, 
404nl7, 427-28 

a priori, 368-69, 371, 428, 506 
depend on fact, 280, 371

"Tautology, 65-66, 1067. See also 
Logic, truths of

and analytic truth, 369-70, 72,
399, 404n22, 427 

Tentativeness. See Revisability 
Testability, 30, 40, 43, 48-49, 51, 

64-66, 72, 76-78, 235, 306- 
308, 522, 611, 676. See also 
Falsifiability'; Falsification 

of creation-science, 43-44, 49-51, 
58, 76-77

of fundamental hypotheses, 275 —
77, 362

of isolated hypotheses, 49, 263,
270, 276, 279nl 1, 302-3, 306, 
313-14, 315
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Testability (coni.)
of theories, 7, 8, 15, 398, 916 

Testing/Testis), 63, 68-69, 79, 123, 
165-66, 185, 377, 436, 456, 
463, 511, 770-71, 821, 1049, 
1166

an alternative theories, 31, 265-66, 
305, 361, 612, 917, 933-34, 
936-37, 1013

and confirmation, 7, 258, 445 
deductive, 428, 507 
of personal conjectures, 11-12, 15 
of physical theories. See Physics, 

testing of theories in 
severe, 536-37
of theories, 7, 11-15, 17, 165, 179, 

257-79, 302-8, 313-14, 
350nl9. 355-62, 364-65, 
376-77, 383, 390, 392, 397- 
98, 429-31. 434, 439-40, 483, 
489, 540, 767

Theology, 21-22, 38, 83, 212, 371, 
809, 922, 1093, 1203, 1285nl 

Theoretical entities, 150, 910, 1052, 
1054-55, 1060-61. J063n9, 
1065, 1069, 1071, 1096-97,
1 122, 1132n3, 1 146, 1150,
1 153-58, 1169-71, 1175-83, 
1184n3, 1200, 1209-10, 1229, 
1232, 1234-40, 1261, 1264, 
1277. See also Observables/ 
Unobservables; Observational- 
theoretical distinction 

Theoretical statements, 598, 654, 
1049-50, 1054, 1094,
1133n 13, 1216, 1228. See also 
Law(s), theoretical 

Theoretical terms, 358, 912, 1050, 
1056, 1071, 1115, 1227-29, 
1231, 1234, 1276 

elimination of, 1228 
meaning of, 117-18, 120, 185,

217, 222-24, 269-70, 271- 
72, 904, 912, 916-19, 926-32, 
940, 1009, 1014, 1018-22, 
1040-41, 1054, 1057, 1068, 
1155-56, 1228, 1234, 1262, 
1265, 1282

Theory/Theories, 21, 31, 39, 90,
185, 21 1, 212, 298, 322, 355, 
367, 383, 409. 426, 739-41, 
910, 916, 1005-6, 1034, 1039, 
1043, 1049-51, 1054, 1064, 
1089, 1119, 1142. 1153-54,

1166, 1169, 1182, 1184n3, 
1227, 1232, 1256. See also Hy­
potheses; Paradigm(s); Para­
digm shifts; Research 
programmes, scientific; Sci­
ence; Underdetermination 

acceptance of, 3, 9, 172-73, 176, 
185, 627, 667, 1066-67, 
1069-70, 1074, 1076, 1089, 
1092, 1198, 1209-10, 1221, 
1Z23, 1228, 1232-34, 1241, 
1270, 1272, 1278, 1283-84 

aesthetic appeal of, 127, 132-34, 
233, 1 1 39, 1254

choice, 103- 18, 119-36, 13 6n 1, 
226, 323-42, 386, 468, 470, 
472, 474, 520, 553, 555-56, 
562, 577, 1090-94, 1139,
1172, 1241. See also Criteria 
of theory choice; Methods/ 
Methodology; Paradigm(s), 
change within; Paradigm shifts; 
Rationality, of theory choice; 
Science, social influences on; 
Science, subjective factors in; 
Underdetermination, of theo­
ries by evidence/methods 

Bayesian algorithms for, 109,
556, 558, 570, 573-74, 579, 
640, 644-45, 668, 672nl4 

comparative, 201-3, 331, 569, 
574, 578, 643-44 

and empirical adequacy, 331 
conflict between, 90-94, 264-66 
comparability of, 120, 159, 167n2, 

917, 938, 1021, 1040-41, 
1172-73. See also 
Incommensurability 

competition among. See Theory/ 
Theories, rival

conservatism, in change of, 299, 
925, 965, 1189-92 

empirical adequacy of. See Empiri­
cal adequacy

empirical support for, 325, 329-32, 
335, 337, 339, 346-47,
349nl0, 350n22, 385, 388-89, 
400, 420-22. See also Confir­
mation; Evidence; induction 

empirically equivalent, 1069, 1090- 
94, 1105

epistemic (truthlike) character of, 
119, 131, 135, 170 

and experiments, 257-66, 269,
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271-74, 355, 1177, 1 183,
1263. See also Experiment(s), 
Theory-dependence of 

falsification of. See Falsifiability; 
Falsification

generation of, 200-203, 205, 214, 
250, 41 ln l, 502, 507, 538. See 
also Discovery, context of 

instrumentalist view of. See 
Instrumentalism 

microstructural, 912, 915, 928,
1078, 1080, 1238-40 

proof of, 69-70, 324 
range of application of, 92-93  
retention of, in the face of evi­

dence, 7, 8, 23, 25, 30-31, 40, 
43-44, 56, 58-59, 67, 71, 72, 
78, 195-96, 246, 272-74, 
277-78, 303n, 314, 317, 321, 
323, 324-31, 334-35, 339- 
40, 344-45, 349n 13, 350nl9, 
353n50, 356, 362, 364-65, 
374-76, 381, 385-89, 396- 
97, 398-401, 404nl7, 453 

rival, 14, 32, 72-73, 84, 124-25, 
202-3, 220, 324, 331, 335,
359, 361, 384, 391-92, 398, 
401, 489, 512, 531, 536-37, 
575, 578, 601, 634, 644, 650, 
663-64, 767, 917, 1189 

simplicity of. See Simplicity 
structure of, 46n9, 980, 997n6,

1005, 1028, 1031 
testing of, See Test(s)/Testing 
theoetical support for, 451-53, 510, 

540-41, 576
truth of, 3, 5, 9, 1049-51, 1065- 

68, 1070, 1077-78, 1089-90, 
1092, 1101-2, 1105, 1109, 
1115-16, 1120, 1124, 1130, 
1136-38, 1140-44, 1154, 
1169-70, 1179, 1182-83, 
1188-89, 1196, 1228, 1232- 
33, 1246-48, 1255, 1261,
1277, 1285. See also Truth 

underdetermination of. See Under­
determination, of theories by 
evidence/methods 

usefulness of, 1077-78, 1237-38 
Thermodynamics, 67, 89, 90-91,

747n, 798, 911-14, 927, 
947n29, 987, 1001n21, 1036, 
1047n26, 1124. See  a lso  
Law(s), of thermodynamics

and Brownian motion, 164, 934- 
36, 1013

and statistical mechanics, 903, 912- 
13, 919-20, 929, 936, 951,
959, 967n5, 1005-11, 1023- 
26, 1041, 1068 

Translation, 117-18, 120-21 
Transubstantiation, 40-41, 55-56 
Truth, 170, 182, 230, 239, 255, 290- 

92, 396, 414, 428, 641, 867, 
937-39, 1008-9, 1088-89, 
1094, 1096, 1109, 1112n7,
1117, 1129, 1142, 1192, 1198- 
1200, 1203, 1209-17, 1223nl, 
1232-34, 1268, 1270, 1272- 
74, 1284, 1287n 12, nl7. See 
also Analytic statements; Syn­
thetic statements; ’Theory/ 
Theories, truth of 

approximate, 131, 219, 227, 230, 
352n49, 539-40, 1009, 1049- 
50, 1067, 1084, 1115-16,
1120, 1122-26, 1128-29,
113 3n 10, 1137, 1140, 1141- 
45, 1147, 1169-70, 1177,
1179, 1182, 1188-93, 1196, 
1199-1200, 1202-3, 1206nll, 
1246-48, 1250-52, 1253,
1255, 1256-60, 1264, 1268,
1280-81, 1284

as correspondence, 1189, 1199—
1200, 1203, 1212-13, 1216- 
17, 1223, 1268, 1270-71,
1273, 1284, 1288n 3 3 

depends on language and on fact, 
292, 295, 312, 367, 370-71 

and explanation. S e e  Explana­
tion^), and truth 

and inductive inference, 497-99  
logical. See Logic, truths of 
as rationalconsensus, 245, 1207n27, 

1208n29
and realism. S e e  Realism 
and reference. S e e  Reference, and 

truth
relative, 1143, 1256-57 
and simplicity. S e e  Simpicity, and 

truth
and success of science, 1120,

1124-26, 1128, 1131, 1137- 
39, 1147-50, 1177, 1246-48, 
1250-57, 1259, 1260,1280-82 

Tarskian theory of, 1203, 1211-16,
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Truth (cont.)
'1271-74, 1276, 1284,
1288n30

as value in science, 21 1-13, 232, 
1066, 1083, 1170 

values, 378

“Underdetermination, 320-47, 366, 
402n9. See also Duhem-Quine 
tliesis; Holism

ampliative, 324-35, 335-42, 344, 
346, 382, 385, 400, 413 

causal, 156, 343-46, 397 
and deconstructionism, 321 
deductive. See Underdetermination, 

Humean
descriptive vs. normative, 325, 334, 

344, 346, 386, 400 
and egalitarian thesis (EGAL), 323, 

324-25, 331-32, 334-39,
346, 347, 348n9, 352n36, n37, 
353n59, 385-86, 389, 390-91, 
400-401

global, 236-38, 296-98, 313-14, 
391

Humean (HUD), 323-26, 34, 342- 
43, 346, 350n22, 352n37, 
383-85, 395, 400, 401 

and induction, 412-16, 419-20, 
425, 495-98

local, 156, 160, 237-39, 391-93, 
401

and nonuniqueness thesis (NUT), 
324-25, 334-38, 346, 347, 
348n9, 349n 11, 352n37, n39, 
353n59, 385, 389 

overestimated, 202, 322 
Quinean (OUD), 328-30, 334-35, 

342, 349nl4, 350nl9, n22,
351 n23, 366, 387-89, 399 

and rational retention of theories, 
321, 323, 324-31, 334-35, 
339-40, 344-45, 349nl3, 
350nl9, 353n50, 386-89, 397, 
400-401

and realism. See Realism, and 
underdetermination 

and relativism. See Relativism, and 
underdetermination 

of theories by evidence/methods, 
153-56, 156-67, 195, 197,
202, 246, 255-56, 323-47, 
350n22, 351n27, n35, 382-97, 
399-401, 404nl7, 425,

672n20. See also Underdeter­
mination, and induction 

Unification, 803n 15, 994, 996, 1147, 
1227, 1253-54, 1260

as criterion for theory assessment, 
41, 129-30, 135, 229, 741, 
1136, 1187

"Universals, 859-62, 885, 887-90, 
896, 898-99, 900n4 

Uranus, 28, 31, 71, 270, 304, 314, 
461, 463, 577

“Value neutrality, 85, 170, 173, 197, 
204, 213-14, 240, 243, 247 

Values, 83-85, 170, 211. See also 
Criteria of theory choice, as 
values; Paradigms, normative 
functions of; Problems, scien­
tific, standards for the solution 
of; Value neutrality 

cognitive (epistemic), 84, 85, 140— 
56, 157, 160-61, 162, 163, 
167n2, 169n38, 186, 211-13, 
217, 224-36, 247-50, 391, 
401, 640, 668, 1109-10 

communal vs. individual, 112-13, 
116, 157-59, 168nl2, 186,
250

conflict between, 160-61, 182,
185-86, 212, 226 

contextual, 85, 173, 186, 197, 204, 
212-14, 242-43, 245-50 

as ends and means, 129-31 
justification of, 128-31, 230-31, 

232-33, 236, 250 
moral, 211, 251nl 
and paradigms, 88, 121-22, 124, 

126, 140-44, 168n 12, 216, 
220, 225-28, 230-32 

and problem of induction, 112-14 
rationality of. See Rationality, of 

values
stability and change of, 114-15, 

124, 125-29, 140-41, 142-56 
Verifiability, 820, 843n2, 1268

criterion of meaning. See Meaning, 
verifiability criterion of 

as demarcation criterion, 27, 29- 
30, 31, 64, 72 

and intuiţionism, 379 
Verification, 5-7, 63, 113, 431, 510, 

1091, 1194, 1202 
theory of meaning. See Meaning, 

verification theory of
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’’Verisimilitude. See Truth,
approximate

Vienna Circle. See Positivism, logical 
Vitalism, 430n, 768, 993. See also 

Entelechy
Vulcan, postulation of, 304

Weak force/interaction, 13, 67, 449, 
1159-60, 1165, 1168nl3, 
1175, 1263

Wholism. See Holism

Women, 183, 192, 194-95,
196

not archetypal humans, 197-98 
epistemic privilege of, 199, 206, 

247-49
in science, 183, 244 
skeletal ideal of, 197-98 

World view(s). See Paradigm(s); Re­
search programmes, scientific

X rays, 86-87, 122-24, 231
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